
Abstract. Work on the magnetic properties of amorphous rare-
earth ± 3d-transition-metal alloys is reviewed using current the-
oretical models to account for the experimental data available.
The exchange interaction and random magnetic anisotropy are
shown to dominate the magnetization and magnetization rever-
sal processes. Some new phenomena related to the effect of
induced magnetic anisotropy on magnetization processes are
considered. The results on the magnetoelastic properties of
rare-earth alloys are systematized. The dependence of the
exchange integrals on the interatomic separation is deter-
mined. It is shown that pressure significantly affects the mag-
netic structure and phase transitions in these magnetic
materials.

1. Introduction

The history of investigations of amorphous magnetic materi-
als is relatively short. Before 1960, among scientists engaged
in magnetism it was widely believed that magnetic ordering
can occur only in crystalline materials. The possibility for
magnetic ordering in non-crystalline metallic compounds was
first substantiated theoretically by Gubanov in 1960 [1]. The
next step in the study of amorphous magnets was a result of
advances in the production of amorphous magnetic alloys
based on the Fe-group magnetic metals with non-magnetic
dopants such as silicon or boron playing the role of stabilizers
of an amorphous phase.

In 1973, first reports on the production of amorphous
alloys of rare-earth (RE) and 3d transition-metals (TM)

(RE±TM alloys) appeared [2, 3]. Thereafter many investiga-
tors concentrated their attention on the study of this class of
magnetic compounds. Interest in the research of these objects
was stimulated by the fact that the absence of chemical,
crystallographic and topological order in these alloys results
in fluctuations of fundamental interactions determining the
character of magnetic ordering in amorphous magnets.

Already the first investigations have shown that amor-
phous RE-TM alloys exhibit a number of unique properties.
Magnetic bubbles [2], giant coercivity at low temperatures [4],
magnetic angstrom-sized microdomains [5], an anomalous
relationship between the magnetic-ordering temperature and
the spin magnitude of rare-earth ions [5, 6] have all been
found in these alloys.

The structural features of amorphous alloys called for
development of new theoretical concepts that take into
account the metastable character of their magnetic state and
the fluctuations of the basic energy parameters determining
the magnetic state of ions. This required a knowledge of the
magnetic and thermal history of the alloys as well as
comprehensive information on the nearest environment of a
magnetic ion, exchange mechanisms, and local anisotropy.

The distinctive properties of amorphous rare-earth alloys
not found in their crystalline analogs of the same composition
are as follows:

(1) Even though the giant local anisotropy of rare-earth
ions does not result in the occurrence of macroscopic
anisotropy because of the random character of the mag-
netic-ion environment, it does determine the directions of
local easy axes and exerts a profound effect on magnetization
processes.

(2) The large fluctuations of exchange integrals in
amorphous alloys and the existence of competitive exchange
interactions opposite in sign reveal themselves in significantly
differing values of the Curie temperatures for amorphous
alloys and their crystalline analogs with the same chemical
composition.

(3) Amorphous alloys exhibit a great variety of magnetic
structures and phase transitions.
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(4) The possibility of producing amorphous alloys over a
wide range of concentrations as well as the wide selection of
dopants provide a unique possibility to smoothlymodify their
basic magnetic parameters.

(5) The ease of fabrication of amorphous alloys and their
good mechanical characteristics offer promise for their
practical use.

(6) Magnetoelastic effects in amorphous alloys can show
essential peculiarities since they are determined not only by
the values of exchange integrals, but also by the `rigidness' of
atomic bonds.

Here we present a review of the latest investigations of the
magnetism of bulk amorphous rare-earth materials. Beyond
the scope of this review are a number of questions that have
been discussed recently in monographs and comprehensive
reviews. Among these are the problems of producing
amorphous alloys [7 ± 13] and various aspects of their
practical application [10 ± 14].

The results of research on thin magnetic films are also
omitted from consideration. To offer a satisfactory explana-
tion of the magnetic properties of these films, the peculiarities
of magnetic behavior of surface layers and layers adjacent to
the substrate must be taken into account. The data obtained
in experiments on massive samples several tens of microns in
thickness alone are presented and discussed in this review.
Such samples can be considered as bulk three-dimensional
samples.

2. Magnetic properties, magnetization
and magnetization reversal processes
in amorphous RE±TM alloys

The following three types of exchange interactions are
essential to the analysis of magnetic properties of amorphous
RE±TM alloys: the d ± d exchange, which is responsible for
magnetic ordering at temperatures T < Y; the f ± d exchange,
which causes the magnetic moments of rare-earth ions to
polarize in an effective exchange field produced by the d-
sublattice; and the f ± f exchange, which is usually much less
than the other two and in many cases can be neglected. It
should be noted that all possible types of exchange interac-
tions Ð direct exchange, superexchange interactions via
ligands, indirect exchange via conduction electrons Ð
depend strongly on the distance between interacting ions
[15] and, in view of the fluctuations of interatomic distances
inherent in amorphous alloys, exhibit marked variations in
sign and magnitude.

Structurally disordered materials generally do not have to
exhibit a macroscopic anisotropy with a fixed direction of
easy axis.{However, high local magnetic anisotropy can arise
due to the electrostatic interaction of the high-anisotropic 4f
subshell with the local crystal field of neighboring ions. As a
result of the fluctuations of the local environment of 4f ions,
the direction of the local easy magnetic axis varies randomly
from one site to another with some correlation.

Thus, the basic magnetic properties of amorphous alloys
under consideration, such as magnetic structures, phase
transitions, magnetization and magnetization reversal pro-
cesses, are determined by the competition of exchange
interactions and the local magnetic anisotropy. All the

amorphous alloys can be divided into two groups: high-
anisotropy alloys, in which random magnetic anisotropy
highly dominates over the exchange interaction, and low-
anisotropy alloys with a rather weak random anisotropy as
compared to the exchange interaction. These two groups of
alloys have different magnetic properties. However, there is
no strict dividing line between them, because their properties
depend strongly on the component/concentration ratio.
Consider in this context the principal experimental facts and
theoretical concepts developed in the last few years.

2.1 Magnetization processes in high-anisotropy alloys
Consider the magnetic properties of amorphous ErxFe100ÿx
alloys with x � 26, 32 and 54 at.%. Measurements have
shown that these alloys exhibit no magnetic anisotropy [16].
In none of these alloys has magnetic ordering been found at
room temperature (they are paramagnets). The investigation
of the temperature dependence of magnetization was con-
ducted in the following manner. The initial magnetic state of
an alloy was produced by cooling a sample to a temperature
of 4.2 K. Cooling was carried out in two ways: (1) without
magnetic field and (2) in a magnetic field. Thereafter
measurements of the temperature dependence of magnetiza-
tion were made. Henceforth, the commonly accepted termi-
nology will be used: when a sample is cooled without a
magnetic field, the process is referred to as ZFC (zero field
cooled), otherwise it is referred to as FC (field cooled).
Hysteresis loops and magnetization curves were recorded
upon demagnetization of a sample at the measurement
temperatures.

Lowering the temperature resulted in magnetic ordering.
Figure 1 shows the hysteresis loops and magnetization curves
of the Er26Fe74 alloy at various temperatures. The width of
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Figure 1. Hysteresis loops and initial magnetization curves for the

amorphous Er26Fe74 alloy at different temperatures: (a) 28; (b) 65;

(c) 104; (d) 185; and (e) 250 K.

{Except for alloys in which a uniaxial or unidirectional anisotropy can be

induced due to special conditions of fabrication or heat treatment. The

effects of induced anisotropies on themagnetic properties will be discussed

in Section 3.
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the hysteresis-loop and the coercive force increase sharply
with decreasing temperature.

Figure 2 illustrates the temperature dependence of mag-
netization s�T� (in ZFC and FC modes) and magnetic
susceptibility w�T�. As is seen from this figure, a rise in
magnetization of alloys associated with magnetic ordering is
observed as the temperature decreases. About the same value
of the Curie temperature was obtained frommeasurements of
the temperature dependence of magnetic susceptibility (see
Fig. 2).

A sharp decrease in the Curie temperature of amorphous
Er ±Fe alloys with decreasing Fe content testifies to the fact
that the d ± d exchange is the dominant exchange interaction
in these alloys. The smooth variation of specific magnetiza-
tion near the Curie temperature is evidence of a `smeared'
phase transition with large local fluctuations of magnetic
anisotropy energy [17].

In all amorphous Er ±Fe alloys, a maximum in the
temperature dependence of magnetization s�T�was observed
below the Curie point in the temperature range 30 to 100 K.
The temperature corresponding to this maximum was
strongly dependent on the magnitude of the magnetic field
in which a sample was warmed. On the inset in Fig. 2, the
temperature dependence of the magnetic field Hm corre-
sponding to a maximum of s�T� is presented. For compar-
ison, a curve for the temperature dependence of the coercive
forceHc is also presented.

It is noteworthy that everywhere over the temperature
region the coercive force is markedly less than the magnetiza-
tion-maximum fieldHm. This indicates that the coercive force
Hc and the fieldHm are determined by different mechanisms.

For the amorphous magnets, the problem of magnetic-
state determination reduces to a variation problem where the
coefficients of the thermodynamic potential density are
stochastic functions. The moments of these quantities
(means, variances, correlation functions, and so on) need to
be given in a phenomenological form or as model parameters.
The situation is complicated by the absence of small

parameters which could be used for linearization and
simplification of the nonlinear differential Euler ±Lagrange
equations.

As is known, the original magnetic state of amorphous
RE±TM alloys is a macroscopically disordered structure.
However, small regions of a sample can make up a peculiar
kind of domain structure. This structure is chaotic in the sense
that the orientations of the magnetization vectors of domains
are random. The possibility of the occurrence of such
structures in strongly fluctuating systems was indicated by
Imry and Ma [17]. The domain sizes are determined by the
competingmagnetostatic and exchange interactions as well as
anisotropy effects, which predominantly affect the orienta-
tion of the domain magnetization. On application of an
external magnetic field, a realignment of the domain
structure takes place, which results in the appearance of
macroscopic magnetization. Such an assumption is sup-
ported by the large coercivity and small domain-wall
mobility, indicating the existence of a large number of
scattering and trapping centers as well as the non-180� nature
of domain walls.

The thermodynamic potential of the ith domain can be
written in the form [16]

Fi � ÿM 0�T�H cosji ÿ K�T� cos2�ji ÿ ci� ; �1�

where M 0�T� is the domain magnetization, K�T� is the
magnetic anisotropy constant, ji and ci are the angles the
external magnetic field H makes with the magnetization
vector and the anisotropy axis of the domain, respectively.

The magnetic states of a system are determined through
the minimization of Eqn (1) with respect to the angles, taking
into account the stability conditions for the solutions
obtained. Actually, the problem reduces to the study of the
magnetization process for a ferromagnet in an inclined
magnetic field followed by summation over all domains and
averaging over the angle c that specifies the directions of the
easy axes of these domains. On the assumption that in the

140 K

124

130

135

138

10050

1.5

1.0

0.5

0

s2, (G cm3 gÿ1)2

H=s; 103 g cmÿ3

T, K

40 80
0

10

5

H, kOe

Hm

Hc

100
0

200 300

10

0

0.25

0.50

0.75

20

30

w, rel. unitss2, G cm3 gÿ1

T, K

1

2

3

4
5

6
7

8

Figure 2.Temperature dependence of specific magnetization for an amorphous alloy. Curve 1was obtained on heating in a fieldH � 14 kOe after cooling

in a field of 14 kOe. The curves 2 ± 8 for the ZFCmagnetizationwere obtained onwarming-up in the following fields: (2) 14 kOe, (3) 10 kOe, (4) 6 kOe, (5) 3

kOe, (6) 1 kOe, (7) 0.5 kOe, (8) 0.2 kOe. The w�T� dependence is shown by the dashed line. On the insets: the Hc�T� and Hm�T� dependences and the

H=s�s2� dependence.

June, 1997 Magnetic properties of amorphous rare-earth ë 3d-transition-metal alloys 583



absence of a magnetic field the domain magnetization vectors
are distributed over directions with a constant probability
density (uniformly `fill' the sphere), the total magnetization
per formula unit can be written as follows:

I �M 0�T�
2

�p
0

cos
�
j�c;H;T�� sinc dc : �2�

Such a structure may occur in amorphous films of
reasonable thickness (several tens of microns), where no
`thin-film' peculiarities of the magnetic state are observed.

According to the Harris ± Plischke ±Zuckermann model
[18], the crystalline-fieldHamiltonian for rare-earth ions in an
amorphous matrix can be written in the form

Hcryst � ÿD
X
i

ÿbJ �i�zi �2 ; �3�

where bJ �i� is the magnetic moment of the ith ion, the
summation is performed over all f ions, D > 0 is a constant
which is the same for all sites. The orientation of the zi axis
varies from one site to another. This model adequately
describes the properties of amorphous alloys based on rare-
earth metals.

It has been found experimentally [15] that the exchange
interaction between rare-earth and 3d transition ions is much
less than the d ± d exchange. Therefore, the f subsystem may
be thought of as a paramagnet placed in an effective field
which is the sum of an external field and an effective f ± d
exchange field.

Leaving aside themathematics (see [16]), we write only the
final expression

Fi

K�T� � ÿb cosjÿ cos2�jÿ c� ; �4�

in which

b � H

K0M0

1ÿ t
t d

; �5�

where M0 and K0 are the magnetization and the anisotropy
constant at T � 0, respectively, t � 1ÿ T=Y, Y is the Curie
temperature, and d is a dimensionless parameter.

An important feature of this model is that the parameters
d, K0, M0, and T describing the magnetic properties of an
amorphous alloy enter into the final expression (4) in the form
of a universal combination specified by a dimensionless
parameter b. Minimization of the thermodynamic potential
(4) gives the following equation for determining the angle:

b sinj � sin
�
2�jÿ c�� : �6�

This equation in combination with the stability condition
allows one to solve the problem.

Equation (6) has ambiguous solutions. At H � 0, for
example, there exist two stable solutions: j1 � c and
j2 � c� p. When applying a magnetic field, one of these
solutions (j1 at c > p=2 or j2 at c < p=2) becomes
metastable and lose stability at the b values determined from
the equation

cos2=3 c� sin2=3 c � �2bÿ1�2=3 : �7�

By analyzing the stability condition (7), one can distin-
guish three regions of magnetic states:

(a) b < 1 Ð low fields or high temperatures. The
magnetization process consists in a smooth rotation of the
domain magnetization vectors.

(b) 1 < b < 2 Ð an intermediate region, in which the
domain magnetization vectors with c > p=2 change their
orientation. The magnetization process becomes irreversible
and a sharp increase in magnetization is observed.

(c) b > 2 Ð the magnetization jumps are completed and
the magnetization vectors of domains tend toward the
direction of the external magnetic field. The magnetization
falls as the Curie point is approached.

Equation (6) [along with Eqn (7)] can be solved for all
these regions using numerical methods. A typical result of
such calculations is presented in Fig. 3 (curve 3). The regions
of magnetic states corresponding to the cases a, b and c are
outlined in this figure by dashed lines. A smooth change-over
from one state to another with changes of temperature and
the maxima in the s�T� curves measured in a fixed magnetic
field are worthy of notice. It is seen from Fig. 3 that the best
agreement between theory and experiment is observed in the
intermediate temperature region. Discrepancies at low
temperatures may be due to the higher-order anisotropy
terms in the expansion of the thermodynamic potential,
which are not accounted for in the simple model and may
modify the temperature dependence of the anisotropy.
Discrepancies in the high-temperature region are attributable
to the use of simple power functions for describing a two-
sublattice magnet with a complex temperature dependence of
magnetic parameters for each sublattice.

An analysis of the temperature dependences of the
coercive force and the magnetization-maximum field reveals
the following. The major hysteresis loop corresponds to the
remanent magnetization of domains whose magnetic
moments `fill' a half-sphere. For a magnetic field applied in
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Er54Fe46 alloy) and calculated (curve 3) temperature dependences of the

ZFC magnetization on heating in a field H � 3 kOe. The arrangement of

the magnetic moment of domains in various temperature regions is shown

schematically.
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the opposite direction, one can find a field magnitude
providing zero magnetization. This point corresponds to the
onset of the jumpwise changes of the magnetic moments of
the domains. At not-too-high temperatures, the magnetiza-
tion-maximum fieldM�T� corresponds to b � 2 (the comple-
tion of the jumping processes). As a result,Hm�T� ' 2Hc�T�,
and this provides an explanation for the experimental data
presented in Fig. 2. At high temperatures, the temperature
dependence of magnetization compensates its rise through
rotation. The values ofHc andHm come close together as the
temperature increases because of the faster decrease of Hm

with temperature.
Experimental magnetic parameters of amorphous alloys

were used in calculations of a hysteresis loop (Fig. 4). As is
seen from Figs 3, 4, there is good qualitative agreement
between theory and experiment.

An analysis of experimental data carried out for several
systems of amorphous alloys showed [19] that the magnetic
properties of alloys such as ErxFe100ÿx �264 x4 54�,
DyxCo100ÿx �264 x4 56�, TbxFe100ÿx �464 x4 70�,
TbxCo100ÿx �264 x4 40� may be satisfactorily described
by this model.

However, some initial assumptions used in the model
discussed above may not be true in actual practice. For
example, increasing 3d metal content may result in breaking
of the spherical symmetry of the distribution of domain
magnetization vectors. In addition, it is reasonable to assume
the existence of a preferred orientation of easy axes (EA) in
thick magnetic films, which may result in the convergence of
the values ofHc and Hm because of increasing Hc.

In alloys with a high content of 3d metal, the random
magnetic anisotropy energy becomes much less than the
exchange energy. Therefore, such alloys may be assigned to
low-anisotropy amorphous alloys.

2.2 Magnetization processes in low-anisotropy alloys
Figure 5 illustrates the temperature dependence ofmagnetiza-
tion for the Tb21Co79 alloy measured in the ZFC mode. The
s�T� curves differ substantially from those for high-aniso-

tropy alloys. First, the Hm and Hc values are virtually the
same, which is seen from the inset in Fig. 5. Second, the
magnitudes of the magnetic fields used in the experiments are
sufficient to destroy the spin-glass state. A comparison of the
hysteresis loops (Fig. 6) also testifies that the magnetization
processes in the high-anisotropy and low-anisotropy alloys
differ noticeably. This shows up in the decrease of the coercive
force and in the zero slope of the magnetization curve in high
fields (cf. the curve 1 for a low-anisotropy alloy with curve 3
for a high-anisotropy alloy). The investigation of domain
structures in alloys with a high content of 3d metal revealed
the existence of a periodic stripe-domain configurations [20].
Local magnetic anisotropy of each rare-earth ion does not
change with decreasing concentration of these ions. However,
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the total number of RE ions decreases, which results in the
decreased contribution of randommagnetic anisotropy to the
total magnetic energy of an alloy. As a result, a displacement
of domain walls becomes possible in contrast with high-
anisotropy alloys in which such walls are practically absent.

The results reported in papers [21, 22] were used for
describing magnetization and magnetization reversal pro-
cesses in amorphous alloys with a high content of 3d metal.

In the simplest approximation, with allowance for
structural fluctuations that result in fluctuations of the
crystal field acting on rare-earth ions, the free energy of a
system can be written in the form

DFR � ŵ�T�
2
�H�Heff�2 ; �8�

where ŵ is the tensor of paramagnetic susceptibility of the
rare-earth ion,Heff � ÿIfdMTM is the effective exchange field
acting on the RE ion from the d subsystem, Ifd is the f ± d
exchange parameter, andMTM is the magnetic moment of the
3d metal. This magnetic moment is convenient to use as the
independent variable in the free energy of a system when
considering the magnetic properties of RE ±TM alloys [23].
The contribution of RE ions results in the appearance of
magnetic anisotropy whose values increase with decreasing
temperature because of a hyperbolic rise of w�T�.

Leaving aside the detailed analysis of the model (see Ref.
[24]), we will consider the main conclusions from it. It was
shown that because of the large value of local anisotropy,
which is determined predominantly by the contribution of the
RE ions, the wall coercive forceHc is also high, so that the fact
of the non-increase of magnetization in magnetic fields
H < Hc is attributable to the retention of domain-wall
displacements (Fig. 6). Applying a magnetic field results in
changes of the dispersion Dm of orientational fluctuations
and, hence, the magnitudes of the average magnetic moments
of domains. However, an increase the magnetic field is not
accompanied by the increase of the total magnetic moment of
a sample, since Dm decreases only in the domains whose
magnetization has a positive projection on the direction of the
magnetic field. If this projection is negative, Dm increases.
Thus, the average magnetic moment of a sample with an
arbitrary orientation of magnetization in different domains
does not change.

At H > Hc, a domain wall displacement begins. This
process is accompanied by suppressing orientation fluctua-
tions (with decreasingDm). In the samples under investigation
the demagnetizing factor is small when a film is magnetized
along its plane, so that thewall displacement process occurs in
a very narrow range of fields and the corresponding portion
of the magnetization curve (see Fig. 6, curve 2, sectionCC1) is
almost vertical. On section C1K, the process of suppressing
orientational fluctuations Dm is in progress. Previously, this
process did not contribute to the total magnetic moment of
the sample because of the presence of the domain structure.
To the right of point C1 on the curve CC1K, the sample is in
the single-domain state, but fluctuations increase with
decreasing magnetic field and this results in a decrease of the
total magnetic moment of the sample (section KO).

On inversion of the magnetic field (section OB), the
orientational fluctuations continue to rise. As a result, the
probability of appearance of rather large regions in which the
magnetic moment makes an obtuse angle with the magnetic-
field direction is increased. Such regions play the role of nuclei
for magnetization reversal.

A large value of the wall coercive force is responsible for
the temperature dependence of the sample magnetization and
its magnetic history. Because of small demagnetizing fields,
the sample cooled in an external magnetic field remains in a
single-domain state upon turning this magnetic field off. In
this case, an increase in magnetization on heating is due to
suppression of orientational fluctuations in a nearly single-
domain sample because of the decrease of the magnetic
anisotropy constant.

If a sample is demagnetized at T � 0, a considerable
increase in its magnetization (found experimentally) is
attributable to a domain wall displacement in a fixed field
H � Hc�T� (see Fig. 6).

Thus, it may be thought of as experimentally established
fact that it is the relationship between the random magnetic
anisotropy energy and the exchange energy that is the main
factor determining the magnetization and magnetization
reversal processes in amorphous RE±TM alloys. Since the
random magnetic anisotropy energy is determined mainly by
the RE ion content and the exchange energy is determined by
the 3d transition-metal content, the magnetization processes
are unambiguously determined by the RE±TM concentra-
tion ratio. In alloys rich in RE ions magnetization processes
are effected predominantly through a rotation of the
magnetization vectors of domains, while in alloys with a
high content of transition metal, they are due to domain-wall
displacement. A direct correlation between interatomic
distances and magnetization processes is also observed [19].

3. Effect of induced magnetic anisotropy
on magnetization processes

Along with random local magnetic anisotropy, some amor-
phous alloys exhibit induced macroscopic magnetic aniso-
tropy. There are two methods to induce this anisotropy:
applying an external magnetic field during thermal treatment
of a sample and using special techniques during sample
fabrication (sputtering in an external magnetic field, for
example). The value of the induced magnetic anisotropy
may be as great as 107 erg cmÿ3 [25]. The former approach
has received the most study. Here, an external magnetic field
provides a preferred direction in a previously isotropic
magnet and brings into existence remanent magnetization.
This approach will not be discussed in this review. The second
approach merits detailed analysis since no detailed investiga-
tions of its related physical mechanism are available. The
anisotropy induced during sample fabrication significantly
affects the magnetization processes in amorphous alloys.

Depending on the conditions of sputtering, the anisotropy
axis may lie either in the plane of a film [26 ± 30] or
perpendicular to this plane [26 ± 28, 31 ± 40]. There exist
several experimental techniques to induce microscopic aniso-
tropy during sample fabrication and monitor its magnitude
and direction: sputtering in a constant magnetic field [28, 36 ±
40], variation of the substrate temperature [25 ± 27, 37],
changing argon pressure during ion-plasma sputtering [29,
31, 40], sputtering using two argon beams [34], applying a
negative bias to the substrate [27, 28, 30 ± 34], and combina-
tions of these methods.

In spite of the fact that macroscopic anisotropy is of
considerable importance, in particular for producing mag-
neto-optic recording media, so far not much is known about
its origin in amorphous alloys. Nevertheless, worthy of
mention are a number of papers where some microscopic
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and macroscopic mechanisms of its origin were studied. In
these papers, data are presented that offer an explanation for
macroscopic magnetic anisotropy with invoking such
mechanisms as the appearance of a compositional direc-
tional short-range order and anisotropy of bond-orientation
distribution [41], a repeated evaporation of atoms from the
surface of a film during sputtering [42], and the appearance of
some pseudodipolar short-range atomic order [42].

Consider some experimental results [24, 43] giving a better
insight into the specific magnetic properties of amorphous
rare-earth alloys with induced magnetic anisotropy.

When depositing, amorphous alloys were subjected to an
external magnetic field H ' 50 Oe, with the result that
macroscopic anisotropy and the easy axis (EA) along this
field were induced in them. Figure 7 presents magnetization
curves for the amorphous Tb26Co74 alloy at different
orientations of the magnetic field in the film plane. As is
seen from this figure, curve 5, corresponding to the field
aligned parallel to the EA, lies well above the curve measured
in a field that is perpendicular to the EA, or parallel to theHA
(hard axis). Using EAandHAmagnetization curves, onemay
calculate the magnetic anisotropy energy

Ean �
�
EA

H dIÿ
�
HA

H dI ; �9�

which was found to be 4:7� 105 erg cmÿ3 (dI is the change in
the magnetization of the sample in fieldH).

The results obtained may be explained based on a model
that takes into account contributions to the free energy of a
magnetic system from the fluctuations of the crystalline field
acting on magnetic ions and from the local and induced
anisotropy. The magnetic moment MTM of the 3d transition

metal is convenient to use as an independent variable [23]. The
orientational fluctuation dm of the vector MTM is defined as
(Fig. 8a)

dm �MTM�r� ÿ hMTMi ; �10�

where MTM�r� is the magnetic moment of transition metal
atoms located at the point r.

The local uniaxial anisotropy energy can be written in the
form [19]

Fan � ÿ bl�T�
2
�MTM � l�2 ; �11�

where l is the unit vector specifying the orientation of a local
anisotropy axis. No long-range order in the l�r� arrangement
is present, and the correlation function has the form

Kab�r; r 0� �


la�r� � lb�r 0�

�ÿ 
la�r�� � 
lb�r 0��
� hla � lbi exp

�
ÿ jrÿ r 0j

Rc

�
:

The symbol h. . .i indicates averaging over the l�r� fluctua-
tions. the constant bl is determined by the contributions from
both the rare-earth and 3d sublattices.

The unit vectors l�r� specifying the orientation of the local
anisotropy axes may possess a preferred orientation n, and it
is this that causes the appearance of induced magnetic
anisotropy.
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Figure 7.Magnetization curves of amorphous Tb26Co74 alloy for different

magnetic field directions in the film plane: 1, magnetic field alongHA; 2, 3,

4, 5, magnetic field at angles 20�, 30�, 40�, 90� to HA, respectively.
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Leaving aside the mathematics associated with the
derivation of the expression for the average magnetic
moment of a system, we write the final formula [24]��hmi�� � m�y� � 
MTM�r� �MR�r�

�
� ���1� hw0iJfd���m0

�
1ÿDm�y�

2m2
0

�
; �12�

where w0�T� is the isotropic part of the magnetic susceptibility
tensor, Jfd is the f ± d exchange integral, y is the angle between
the easy axis and the MTM direction, MR�r� is the magnetic
moment of the rare-earth ion, andMTM � m0 � const.

It follows from this expression that the magnitude of the
average magnetic moment of a system depends on its
orientation determined by the angle y. As is shown in
Fig. 8b, this magnitude m�y� decreases as the magnetic
moment approaches HA. This effect is due to induced
anisotropy, which suppresses the orientational fluctuations
of MTM�r� if hmi is close to n and enhances them if hmi is
close to HA. In systems with induced anisotropy, the specific
m�y� dependence brings into existence regions of forbidden
orientations for the vector hmi. For example, the rotation of
hmi toward the field direction through an angle greater that
ycr would be accompanied by a decrease in the Zeeman energy
of the system and hence is impossible. Thus, on the final
section of the magnetization curve the rotation of the average
magnetic moment slows down since a portion of the magnetic
field energy is expended not on the rotation of hmi, but on the
suppression of orientational fluctuations of MTM�r�
(decreasing Dm). This effect is illustrated in Fig. 9 where the
field dependence of the angle between hmi and the external
magnetic field H calculated using the experimental data
presented in Fig. 7 is shown. Since the rotation rate of hmi
slows down in the vicinity of HA, the angle between hmi and
H increases in contrast with ordinary ordered magnets, where
it decreases.

The peculiarities of the angular dependence of the average
magnetic moment of a sample result in specific anomalies in
the torque-moment curves. Figure 10 presents the torque
moment curves for the amorphous Tb21Co79 alloy measured
at a temperature of 99K. Suchmeasurements were conducted
in magnetic fields directed along the plane of the sample. As is

seen from the figure, in fields greater than the coercive force
Hc (Hc � 2 kOe at T � 99 K), the curves have a period of
180�, which was to be expected in the case of uniaxial
magnetic anisotropy. At H < Hc the period is equal to 360�,
since the magnetic moment of an alloy cannot overcome an
energy barrier and invert its direction.

The L�y� curves show characteristic abrupt jumps in the
vicinity of the angle y � ycr. Such jumps are observed both in
measurements of torque moments starting from small angles
and in `reverse' measurements, starting at large angles.
Hysteresis of the L�y� curves has also been found in magnetic
fieldsH4 9 kOe.

The torque moment Lmax�H� for this alloy measured at
various temperatures is linear inH in the initial portion of the
Lmax�H� curves and slows down its rate of increase in higher
fields.

To explain these experimental results, we make use of
theoretical concepts outlined above. From the scheme pre-
sented in Fig. 11, it is seen that there exists a region of
forbidden (energetically unfavorable) orientations of the
average magnetic moment hmi. Over a reasonably wide
range of fields, the angles ycr have only a weak dependence
on the magnitude of hmi and tend to increase with increasing
magnetic field H. This behavior is due to the suppression of
fluctuations and, hence, decreasing the local minimum (`gap')
in the m�y� dependence.

This feature of magnetization processes must lead to a
spasmodic change of the torque moment L at y � ycr
(Fig. 12).
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Figure 9. Dependence of the angle yÿ j between the average magnetic

moment of the Tb26Co74 alloy and the constant-in-magnitude fieldH from

the field orientation H�j� calculated using data of Fig. 7: (1) H � 1 kOe,

(2) 2 kOe, (3) 3 kOe, (4) 4 kOe, (5) 5 kOe. For comparison, the data for an

ordered uniaxial ferromagnet in fieldH < bl=m0 are presented (curve 6).
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The Lmax�H� value just before the torque-moment jump
(see Fig. 12) can be written in the form

Lmax�H� � m�ycr�H sin�ymax ÿ ycr� : �13�

Thus, the results of torque-moment measurements in
amorphous Tb ±Co alloys are adequately described in the
framework of the model presented above.

Of fundamental importance is the question of the value of
the induced anisotropy energy and its nature. Estimates
carried out for amorphous Tb ±Co alloys [43] from the
magnetization and torque-moment measurements gave the
results which are in close agreement: at room temperature the
value of the induced magnetic anisotropy was found to be
' 105 erg cmÿ3. A comparison with the value of the
magnetoelastic energy calculated from the magnetostriction
[20] and Young's modulus [44] measurements shows that
there is a considerable magnetoelastic contribution (WME �
104ÿ105 erg cmÿ3) to the induced magnetic anisotropy
energy in amorphous Tb ±Co alloys.

In the course of the investigation of induced magnetic
anisotropy in amorphous Tb ±Co alloys, a new effect Ð the
rotation of the easy axis under the action of magnetic field Ð
was found [45, 46]. We consider this effect with the amor-
phous Tb21Co79 alloy as an example. Figure 13 presents
hysteresis loops measured in magnetic fields both parallel
and perpendicular to EA. As is seen from this figure, these
hysteresis loops differ in character and, in particular, exhibit
different values of remanent magnetization sr.

The experimental procedure was as follows. A sample was
magnetized along EA in a magnetic field of 16 kOe. Upon
turning the field off, the direction of the remanent magnetiza-
tion rr was determined by rotating the detection coils. Then,
the direction of HA (sr � 0) was determined and a fixed
magnetic field in a range of 1 to 16 kOewas applied alongHA.
Upon turning this field off, the same procedure was used for
determining a new direction of EA (induced by turning on the
field H aligned with HA). Subsequently, this procedure was
repeated for the next value of the field.

n n n
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M�y� � hMi
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a

Figure 11.Dependence of the magnitude of the average magnetic moment

from its orientation (schematic): (a) the region y > ycr is `forbidden', EA
and HA are determined by induced anisotropy; (b) dispersion of orienta-

tional fluctuations of m�y� at different orientations (1, 2, 3) of hmi.
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Figure 12. Anomalies in torque-moment curves L�y� (schematic): (a)

character of the L�y� curves; (b) jump of hmi from the first to the fourth
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tions (shaded).
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Figure 13. Hysteresis loops in fields aligned with EA (curve 1) and HA

(curve 2) for the Tb21Co79 alloy at T � 300 K.
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The angle Dj that the vector rr makes with its initial
direction slowly increases with the magnetic field. At
H > 11 kOe the rate of change of Dj undergoes a sharp
increase, and as the field increases further in the range 11 to 16
kOe, this angle approaches 180�. Simultaneously, the magni-
tude of sr changes, passing through a minimum in the
vicinity of 11 kOe.

To explain these results, it must be taken into account that
Tb21Co79 is a compensated alloy: the average magnetic
moments of the terbium and cobalt subsystems are nearly
equal in magnitude and opposite in direction over a wide
range of magnetic ordering [47]. The presence of structural
fluctuations inherent in amorphous systems leads to the
coexistence of regions where the magnetic moment of Co
ions exceeds that of Tb ions,

��hMTbi
�� < ��hMCoi

��, and regions
where

��hMTbi
�� > ��hMCoi

��.
Magnetization processes in these regions differ in

character. In the region where
��hMTbi

�� < ��hMCoi
��, the

magnitude of the average magnetic moment of the alloy
depends on its orientation relative to the local EA. A
magnetic field applied along the macroscopic EA causes a
primary growth of domains whose magnetic moments make
an acute angle with the magnetic field. Subsequent magne-
tizing of a sample perpendicular to the EA results in the
turning of the magnetic moment of the Co subsystem and
its disordering because of strengthening of orientational
fluctuations.

After turning of the magnetic field off, the magnetic
moments of the Co ions are confined in the minima of the
local magnetic anisotropy energy. As a result, the magnetic
moment of the Co subsystem proves to be less than the initial
moment and this results in a decrease of sr. If the magnetic
fieldH is perpendicular toEA and is sufficiently high,

��hMCoi
��

may become less than
��hMTbi

��, that is, the magnetization
process in a field perpendicular to EA may lead to a
reorientation of the remanent magnetization vector of a
sample.

In the regions with
��hMTbi

�� > ��hMCoi
��, magnetization

processes have no peculiarities since there exist no regions of
forbidden orientations for hMTbi [46]. The effect of reorienta-
tion of EA is observed through the whole temperature range,
and the magnetic field in which this takes place increases with
decreasing temperature, which is attributable to an increase in
the magnetic anisotropy constant.

4. Magnetoelastic effects in amorphous alloys

The following phenomena are usually assigned to magne-
toelastic effects: temperature shifts of phase transitions
under the action of stress and pressure, variations of
magnetization with pressure (Ds effect), and variations of
the linear sizes and the volume of the sample under the
action of magnetic field (linear and volume magnetostric-
tion). These effects arise from the dependence of exchange
interactions, itinerant electron energy, and local magnetic
anisotropy on interatomic distances and atomic volume [48].
We consider magnetoelastic effects that are due to varia-
tions of atomic volume under the action of pressure and
magnetic field: Ds effect, Curie-temperature shift, linear and
volume magnetostriction. The appearance of new magnetic
phases and change in the character of phase transitions
under the action of pressure may also be considered as
magnetoelastic effects. Experimental and theoretical inves-
tigations of magnetoelastic effects allow one to obtain

valuable information about the fundamental interactions
responsible for magnetic ordering.

The models describing magnetovolume effects are usually
based on three approaches. Themodels based on the localized
magneticmoment approximation provide a good explanation
for the effect of pressure on the magnetic properties of rare-
earth metals and their alloys [48 ± 64]. The band model is
successfully used for describing the effect of pressure on the
magnetic properties of 3d transition metals and their alloys
[65 ± 70]. The combined model is used for describing the
pressure dependence of magnetic properties of RE ±TM
compounds [71 ± 75]. It should be noted that there are only
few works on the investigations of magnetovolume effects in
amorphous alloys [76 ± 85] in contrast with the comprehen-
sive information on the effect of pressure on the magnetic
properties of crystalline samples. Moreover, these investiga-
tions are not systematic. Only in a few of these works have the
pressure dependence of the Curie point [76 ± 78] and the Ds
effect [77 ± 79] been investigated.

In this section, the results of the latest investigations on
the pressure dependence of the Curie temperature, intra- and
interlattice exchange interactions and magnetic phase transi-
tions in amorphous RE±TM alloys [86 ± 89] are reported.

4.1 Effect of pressure on the Curie temperature
and exchange interactions
When describing the magnetic properties of amorphous
RE±TM alloys, it must be taken into account that the values
of exchange integrals in these alloys may differ essentially
from the corresponding values in crystalline compounds.
These distinctions are due to the fluctuations of exchange
interactions inherent in amorphous alloys, the redistribution
of itinerant-electron density in disordered structures as well as
distinctions in the local environment of magnetic ions. Since
all these characteristics are strongly dependent on atomic
volume, an external pressure, decreasing interionic distances,
must strongly affect the values of the exchange integrals.

Consider the experimental data on the pressure and
temperature dependence of specific magnetization s in some
amorphous RE±Fe (R ±Fe) alloys (Fig. 14). An increase in
the magnetization of alloys on cooling is due to the phase
transition to an ordered magnetic state at the Curie
temperature Y. The Curie temperature was determined by
the thermodynamic-coefficient method [90]. When applying
pressure, the s�T� curves shift to lower temperatures, and this
effect is maximal for the Y19Fe81 alloy. Some relevant
parameters for a number of R ±Fe alloys are listed in
Table 1. Presented here are the Curie temperature Y
determined by the thermodynamic method [90], the Curie
temperature shift qY=qP under the action of pressure, and the
parameter G, which specifies the relative change of Y versus

Table 1. Curie temperatures Y, Curie temperature shifts qY=qP under
pressure and values of the G parameter in some amorphous R ±Fe alloys.

Composition Y, K qY=qP� 109,
K cm2 dynÿ1

G

Y19Fe81
Er26Fe74
Er32Fe68
Er54Fe46
Ho21Fe79
Dy25Fe75
Dy59Fe41
Tb60Fe40

166
212
129
118
226
267
160
105

ÿ5.7
ÿ3.5
ÿ0.85
ÿ0.4
ÿ1.64
ÿ2.5
ÿ0.6
ÿ0.5

46
24
9
4
10
13
4
6
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the relative change of atomic volume

G � ÿ 1

aY
qY
qP

; �14�

where a is the compressibility.
It is known that the magnetic moment of rare-earth ions is

strongly localized because of screening of the magnetic 4f
electrons by the outer 5s25p6 electron shells.Measurements of
hyperfine fields at the 57Fe nuclei [91, 92] showed that the
greater part of the 3d electrons in crystalline R ±Fe com-
pounds is localized at the iron atoms. In an amorphous state
the degree of localization is even further increased because of
the decrease in the mean free path of electrons as a result of
their scattering on a disordered atomic structure [93]. Strong
localization of the 3d electrons at the Fe ions, on the one
hand, and the 4f electrons on theRE ions, on the other, allows
one to use the molecular-field theory for describing these two
magnetic subsystems coupled with each other by the exchange
interaction.

In the molecular-field approximation, the Curie tempera-
ture Y for a two-sublattice R ±Fe ferrimagnet can be written
in the form [94]

Y � Y0

2
� A2G�

��
Y0

2
ÿ A2G

�2

� A1Gh
2
21

�1=2
; �15�

where Y0 is the Curie temperature of an alloy at which the
magnetic moment of the R subsystem is equal to zero;G is the
de Gennes factor for the RE ion, h21 is the molecular-field
constant which determines the value of the effectivemolecular
field acting on the R subsystem from the Fe subsystem

h21 � z21A21s1
mB

�16�

(s1 is the spin of the Fe ion,A21 is the effective R ±Fe exchange
integral, and z21 is the number of nearest neighbors of the RE
ion in the Fe subsystem);

A1 � 4m2B
9k2B

n2
n1

s1 � 1

s1
; �17�

where n1 and n2 are the numbers of the Fe and RE ions per
molecular unit, respectively; kB is the Boltzmann constant;
and mB is the Bohr magneton.

Upon proper manipulation, Eqn (15) can be reduced to
the form

Y
DY
G
� A1h

2
21 � 2A2DY : �18�

Here the coefficient A2 is determined by the formula

A2 � z22
A22

3kB
;

where A22 is the R ±R exchange integral, and z22 is the
number of nearest neighbors of the RE ion in the R
subsystem.

In view of weakness of the f ± f exchange, the second term
in Eqn (18) can be neglected.

It follows fromEqn (18) that a linear relationship between
the quantity YDY and the de Gennes factor must be held.
Figure 15 illustrates the YDY�G� dependence for the
averaged composition R22Fe78. As is seen from this figure,
this dependence is linear, which correlates well with the
concept of a localized magnetic moment of Fe ions and
testifies to the retention of properties of the Fe subsystem
upon varying composition. The value of the molecular field
acting on the R subsystem was calculated from the slope of
the corresponding straight line [87, 89]; this value has been
found to be h21 � 1:7� 106 Oe. Hence, in view of Eqn (16),
the exchange integral is equal to A21 � 1:3� 10ÿ15 erg � 9:4
K. It should be noted that in the crystalline RFe3 compounds
closest in composition to amorphous alloys under discussion,
the molecular field h21 is 5:7� 106 Oe [94].

The molecular field coefficient h11 for the exchange
interaction within the Fe subsystem was determined from
theCurie temperature of theY19Fe81 alloy using the following
formula [94]:

h11 � 3kBY0

2mB�s� 1� : �19�

In the absence ofmagnetic RE ions, themolecular field h11
in the Fe subsystem of the amorphous R22Fe78 alloys is
1:9� 106 Oe. This corresponds to a value of A11 �
2:9� 10ÿ15 erg � 20:8 K for the Fe ±Fe exchange integral.
Since in the crystalline RFe3 compounds h11 � 8� 106 Oe
[93], the values of the Fe ±Fe exchange fields in amorphous
R ±Fe alloys are less than those in crystalline compounds
with analogous compositions.
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Figure 14. Temperature dependence of the specific magnetization at

atmospheric pressure (solid lines) and at a pressure of 1010 dyn cmÿ2

(dashed lines) in field H � 12 kOe for the amorphous alloys: Y19Fe82
(curves 1, 1 0), Dy25Fe75 (2, 2 0), Er26Fe74 (3, 3 0), Ho21Fe79 (4, 4 0).
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Using the molecular field theory, the atomic-volume
dependence of the exchange integrals A11 and A21 was
calculated. Differentiating Eqn (19) with respect to pressure
and taking into account the relation

h11 � z11A11s1
mB

and Hooke's law for a relative change of volume DV=V under
pressure DP in the form DV=V � DP=a, we obtain

qA11

q lnV
� ÿ 1

a
3kB

2s1�s1 � 1�z11
qY0

qP
: �20�

Differentiating Eqn (18), neglecting the small second term in
this equation, and using formula (16), we obtain

qjA21j
q lnV

� ÿ 1

a
mB
s1z21

�
DY

qY
qP
�Y

�
qY
qP
ÿ qY0

qP

��
1

2jh21jGA1
:

�21�

The calculation results are presented in Table 2.
It is seen from the data given in Table 2 that A11 and A21

decrease with increasing atomic volume. However, because

these integrals are opposite in sign (A11 > 0 and A21 < 0), the
absolute value ofA11 decreases, whereas that ofA21 increases.

Let us consider the reason for the increase of jA21j as the
atomic volume decreases. The R±Fe interaction was shown
to be covalent in character and arise from hybridization of the
3d electrons of iron with the 5d electrons of the rare-earth
element [95 ± 98]. As this hybridization takes place, in the
vicinity of the RE ion a local magnetic moment of the 5d
electrons is formed. Such a moment is opposite in direction to
the magnetic moment of iron and interacts with the 4f
electrons of the RE ion through the intra-atomic f ± d
exchange. The intra-atomic 4f ± 5d interaction is positive, so
that the spin of the 4f ion eventually turns to be directed
opposite to the spin of the 3d electrons of the transitionmetal.
Theoretical estimate shows that in the XFe2 compounds
(X � Y;Lu;Zr) the magnetic moment of the X ion, which
has no localizedmagnetic moment, range from 0.33 to 0.43 mB
[96 ± 99]. Experimental investigations of hyperfine fields [97,
100, 101] and the effect of pressure on magnetization in the
Y ±Fe and Zr ±Fe [102] compounds indirectly confirm the
theoretical estimates.

A decrease in the interatomic distances under the action of
pressure results in an increase of the degree of hybridization
of the 3d and 5d electrons. This, in turn, causes the localized
magnetic moment of the 5d electrons and the value of the
effective exchange integral A21 to increase, which is in
agreement with experimental results (Table 2).

The mechanisms of exchange interactions within the
transition metal subsystem in intermetallic compounds were
considered in Ref. [103]. It was shown that the 3d ± 3d
exchange interaction may be described in terms of two
contributions: (1) the direct 3d ± 3d exchange and (2) the
indirect 3d ± 5d ± 3d exchange as a result of the 5d ± 3d
hybridization. The latter contribution allows one to attribute
the distinctions in the Curie temperatures for isostructural
Y ± 3d and (La, Lu) ± 3d compounds to the difference in the
values of the 4d ± 5d and 5d ± 3d interaction energies.

The data presented in Table 2 suggest that the ferromag-
netic interactions within the Fe subsystem weaken when
applying pressure �qA11=q lnV � 950 > 0�. Based on the
theoretical papers mentioned above, one can attribute this
fact to the strengthening of the overlap and hybridization of
the d electron wave functions with decreasing interatomic
distances.

It follows from Table 2 that the derivatives qA11=q lnV
and qjA21=q lnV are opposite in sign. Hence, changes of
exchange interactions within the Fe subsystem and between
the R and Fe subsystems induced by pressure affect the Curie
temperature in the opposite manner. This offers an explana-
tion for why the values of the derivative qY=qP and the
parameter G decrease with increasing rare-earth content in an
alloy (see Table 1) .

According to literature data [94, 104], the derivative
qY=qP in crystalline R ±Fe compounds varies not only in
magnitude, but also in sign. It is of interest to compare the
atomic-volume dependence of exchange integrals in crystal-
line compounds, on the one hand, and in amorphous alloys,
on the other. Based on the data from Refs [94, 104], we
calculated the values of qA11=q lnV and qjA21j=q lnV in the
crystalline compounds YFe3 and ErFe3 (Table 3). A compar-
ison of Tables 2 and 3 shows that the behavior of amorphous
alloys differs essentially from that of crystalline compounds:
in the crystalline state, the derivative qA11=q lnV is close to 0,
whereas in the amorphous state it is rather large (' 950 K).

Table 2. Exchange integrals and their derivatives with respect to atomic
volume for amorphous alloys of the average composition R22Fe78.

Composition A11, K A21, K
qA11

q lnV
, K

qjA21j
q lnV

, K
q lnA11

q lnV
q ln jA21j
q lnV

Er26Fe74
Ho21Fe79
Dy25Fe75
Y19Fe81

20.8
20.8
20.8
20.8

ÿ9:4
ÿ9:4
ÿ9:4
ì

950
950
950
950

ÿ187
ÿ403
ÿ134
ì

46
46
46
46

ÿ20
ÿ49
ÿ14
ì

3

2

1
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G

n2=n1
hn2=n1i

YDY� 10ÿ4, K2

Figure 15.Dependence ofYDY on the de Gennes factor G for amorphous

alloys of the effective composition R22Fe78.
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The derivatives qjA21j=q lnV are opposite in sign in these two
states. This distinction is likely attributable to the difference
in the local environment of magnetic ions in amorphous and
crystalline compounds.

Thus, the experimental data for the effects of pressure on
the Curie temperature of amorphous R ±Fe alloys and the
molecular field calculations show that the positive (ferro-
magnetic) Fe ±Fe exchange interaction decreases and the
negative (antiferromagnetic) R ±Fe exchange interaction
increases (in absolute value) with increasing pressure. The
latter fact may be explained by increasing of the 3d ± 5d
hybridization with decreasing interatomic distances.

4.2 Effect of pressure on the magnetic structures
of amorphous R ±Fe alloys
Exchange interactions in the Fe subsystem of amorphous and
crystalline R ±Fe alloys are of fundamental importance in
determining their magnetic structures. To eliminate from
consideration exchange interactions between sublattices and
exchange interactions within the rare-earth subsystem, the
substitution of trivalent magnetic RE ions by yttrium, which
is also trivalent, is frequently used. Yttrium is a Pauli
paramagnet, has a metallic radius (1.80 A) close to that of
RE ions (1.75 ± 1.83 A), and is an ideal `dilutant' for
amorphous alloys and crystalline rare-earth compounds.

At low temperatures in the amorphous YxFe100ÿx alloys
with a high content of iron �x < 57�, a reentrant spin-glass
state [105 ± 107] and invar properties [86, 108] are found
experimentally. The magnetic moment of iron m strongly
depends on concentration and compositional short-range
order: a noticeable moment appears at x < 60, when more
than six Fe ions are present among the nearest neighbors of a
given Fe ion [105, 106, 109, 110]. At concentrations
20 < x < 60, magnetic and nonmagnetic Fe ions coexist.

As was shown above, the exchange interactions within the
Fe subsystem are strongly dependent on the distance between
the Fe ions. Therefore, an external pressure would be
expected to affect not only the temperatures, but also the
character of magnetic phase transitions [86, 89].

Figure 16 shows the temperature dependence of ZFC
magnetization for the amorphous Y19Fe81 alloy measured
during the warming-up of a sample in various magnetic fields
and the temperature dependence of the initial susceptibility
w�T�. The Curie temperature determined by the thermody-
namic-coefficient method [90] was found to be 166 K.
Temperature hysteresis at low temperatures, upon both
ZFC and FC, indicates that the alloy changes to a reentrant
spin-glass state at these temperatures. The shape of the w�T�
curve shows that a sharp decrease in susceptibility at
Tf � 120 K is also due to this transition. The same w�T�
dependence was observed close to Tf in other amorphous
alloys changing to a reentrant spin-glass state [111, 112].

The w�T� curve substantially changes under the action of
pressure (Fig. 17). A plateau observed at atmospheric
pressure in the temperature range Y to Tf corresponding to
the region of magnetic ordering narrows and shifts to low

temperatures with increasing pressure. When the pressure
exceeds P � 5:7� 109 dyn cmÿ2, this plateau changes into a
maximum. The latter is attributable to the direct transition
`paramagnetic phase-spin-glass state' at temperature Yf

(Yf � 93 K at pressure P � 5:7� 109 dyn cmÿ2). A similar
transformation of the w�T� curves under the action of pressure
was also observed in the amorphous alloy La12.5Fe87.5 [113].

The transition to a spin-glass-like state in amorphous
Y ±Fe alloys at low temperatures is attributable to the fact
that in disordered systems the Fe ±Fe exchange interaction
varies randomly not only in magnitude, but also in sign. The
relative increase of the negative contribution in the Fe ±Fe
exchange interaction under the action of pressure will result in
a considerable shift of the Curie temperature toward low
temperatures and only slightly affect the temperature of the
transition to a spin-glass-like state. It follows from the TÿP
phase diagram presented in Ref. [114] that an increase of the
atomic volume leads to the destruction of ferromagnetic
ordering in the Fe subsystem, with the result that two phase

Table 3. Exchange integrals and their derivatives with respect to atomic
volume for the crystalline intermetallic compounds RFe3.

Composition A11, K A21, K
qA11

q lnV
, K

qjA21j
q lnV

, K
q lnA11

q lnV
q ln jA21j
q lnV
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Figure 16. Temperature dependences s�T� and w�T� for the amorphous

Y19Fe81 alloy at atmospheric pressure. Solid lines correspond to the ZFC

mode, dashed line, to the FC mode. Curve 1 is measured in magnetic field

H � 14 kOe, (2) 2 kOe, (3) 3 kOe, (4) 1 kOe, (5) 0.5 kOe, and (6) 0.12 kOe.

Curve 7 stands for w�T�.
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Figure 17. Temperature dependence of the magnetic susceptibility for the

amorphous Y19Fe81 alloy at different pressures: 1, atmospheric pressure;

(2) 3.3; (3) 4.9; (4) 6.4; and (5) 8� 109 dyn cmÿ2.
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transitions (`paramagnetic ± ferromagnetic' and `ferromag-
netic ± reentrant spin glass') transform into one phase transi-
tion (`paramagnetic ± spin glass').

The investigation of the effect of pressure on phase
transitions in the alloys Dy25Fe75 and Er24Fe76 and in a
number of RxFe100ÿx alloys with x > 30 at.% was also
carried out in Ref. [114].

When considering the effect of pressure on phase transi-
tions in R ±Fe alloys, two further points must be taken into
account. First, the antiferromagnetic interactions between
the R and Fe subsystems must be added to the exchange
interaction within the Fe subsystem. Second, the ionic radii of
rare-earth metals are smaller than the ionic radius of yttrium,
with the result that the distance between the Fe ions becomes
smaller than in Y±Fe alloys and the negative exchange
interactions in the Fe subsystem are enhanced on the account
of overlapping of the wave functions of the 3d electrons.

It is of interest to compare the effect of pressure on the
magnetic structures of amorphous alloys, on the one hand,
and of crystalline compounds, on the other. As was shown in
Ref. [115], in the crystalline compounds R2Fe17 an external
pressure also causes a magnetic structure to transform,
resulting in non-collinear ordering.

Thus, both in amorphous alloys and in crystalline R ±Fe
compounds a decrease of interatomic distances results in
strengthening of antiferromagnetic interactions in the Fe
subsystem. Analogous results were obtained for amorphous
R ±Co alloys [116].

4.3 Effect of pressure on magnetization
The change of magnetization under the action of pressure (Ds
effect) carries important information about the dependence
of exchange integrals and local magnetic anisotropy on
atomic volume. Literature data on the investigations of the
Ds effect in amorphous alloys are scarce. The results of the
Ds-effect measurements depending on temperature and
magnetic field, as well as the calculations of the relative Ds
effect for a number of amorphous alloys, can be found in Refs
[87, 88].

To estimate the Ds effect in amorphous alloys, the
magnetization curves s�H� were measured at atmospheric
pressure and at pressure P � 1010 dyn cmÿ2. The temperature
and pressure dependences of qs=qP were calculated from
these experimental curves.

The temperature dependences of qs=qP for the amor-
phous alloys Y19Fe81 and Er26Fe74 are shown in Fig. 18. As is
seen from this figure, themaximumon the qs=qP curves in the
vicinity of the Curie temperature moves toward higher
temperatures as the field increases.

The qs=qP curves and the s�H� isotherms were used in
calculations of the field dependence of the relative Ds effect
�sÿ1qs=qP� in amorphous R ±Fe alloys at fixed temperatures
T < Y. It is seen fromFig. 19 that near the Curie temperature
and below, two straight segments can be distinguished in the
curves of the field dependences of the relativeDs effect: one in
the low-field region and the other in the high-field region. The
bending point, which demarcates these two portions of the
curve, lies in the range of 2 ± 7 kOe, depending on tempera-
ture. At temperatures below Y, the quantity sÿ1qs=qP
markedly changes with magnetic field in the first region and
is nearly constant in the second region.

The results presented above testify the existence of two
different mechanisms of magnetization processes. To
discuss these results, we note the formula describing the

Ds effect [117]

1

ss

qss
qP
� 1

ss

qs0
qP
ÿ 1

ss

qss
qT

T

P

qY
qP

; �22�

where s0 is the specific saturation magnetization at T � 0 K,
and ss is the specific spontaneous magnetization at an
arbitrary temperature.
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Figure 18. Temperature dependences of the Ds effect for the amorphous

alloys Y19Fe81 [(1) H � 12 kOe, (2) H � 1 kOe] and Er26Fe74 [(3) H � 12

kOe, (4)H � 1 kOe]. Arrows point the Curie temperatures.
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Here, the first term is a contribution to the Ds effect from
the change in the saturationmagnetization atT � 0 under the
action of pressure. The second term describes the Curie-
temperature shift with pressure and, hence, determines the
contribution associated with the pressure change of exchange
interaction.

In high magnetic fields and at low temperatures T5Y,
when the magnetization process is virtually completed, the
Ds effect varies only slightly, so that by analogy with the
foregoing equation one can write

1

s
qs
qP
� 1

s0

qs0
qP
ÿ 1

s
qs
qT

T

Y
qY
qP

; �23�

where s is the magnetization in magnetic field H at
temperature T and pressure P.

Since pressure does not virtually affect the domain wall
displacement [118], one can distinguish two contributions in
the magnetization processes in amorphous R ±Fe alloys: (1)
due to the rotation of the magnetic moments of ions within
domains and (2) due to the rotation of the magnetic moments
of domains toward the magnetic field direction. According to
literature data [15], amorphous rare-earth alloys do not
become saturated up to fields of about 200 kOe because of a
competition of exchange interactions and random magnetic
anisotropy. Thus, the bends in the relative Ds-effect curves
are likely due to the fact that in low fields the magnetization
process occurs by rotation of the magnetic moments of
domains, and the pressure stimulates this process [the first
term in Eqn (23)], whereas in high fields the magnetization
increases on the account of rotation of the magnetic moments
of individual atoms, and the external pressure, affecting the
exchange integrals, enhances this process [the second term in
Eqn (23)].

As was shown above, at temperatures < 100 K the
amorphous Y19Fe81 alloy transforms to a reentrant spin-
glass state. It can be assumed that the variation of the relative
Ds effect in high fields is determined predominantly by the
action of pressure on the asperomagnetic cone of iron spins
with the resulting increase of average magnetic moment per
iron atom.

In the amorphous alloys Er26Fe74, Ho21Fe79 and
Dy25Fe75, the magnetic moment also changes under the
action of pressure because of increasing degree of noncolli-
nearity in the Fe subsystem.

5. Conclusions

Amorphous rare-earth alloys are so specific with respect to
exchange, magnetoanisotropic and magnetoelastic interac-
tions that they may be considered a new class of magnetically
ordered substances. Because of the absence of a crystal
periodicity, the electron density distribution of the deloca-
lized electrons in the interatomic space of amorphous materi-
als is more localized (`compressed') as a consequence of
scattering of these electrons on the disordered atomic
structure. In RE±Fe compounds, where the 3d electrons of
the iron atoms and the 4f electrons are either essentially (3d)
or totally (4f) localized near the atomic cores, this transforma-
tion of electron density distribution upon amorphization
results in a lowering of the Curie temperature in amorphous
alloys relative to that in their crystalline analogs (for example,
Y � 388 K in the amorphous TbFe2 alloy, whereas in its
crystalline analog, Y � 710 K). A dominant role in the

lowering of the Curie temperature in an amorphous state is
played by the effect of scattering of the 3d and 4f electrons,
implementing exchange interaction within a disordered
atomic structure.

In RE±Co compounds, on the contrary, the Curie
temperature of amorphous alloys is considerably higher
than that of their crystalline analogs (for example,
Y � 370 K in the amorphous TbCo2 alloy, whereas in its
crystalline analog, Y � 256 K). Here, the magnetism of the
Co sublattice is itinerant in character: the 3d electrons are
smeared over space and their magnetic moment is determined
by the difference in the degree of occupation of `spin-up' and
`spin-down' 3d subbands. Scattering of the 3d electrons on a
disordered atomic structure appears to increase their localiza-
tion in the vicinity of atomic cores, increasing the 3d subband
shift on the account of exchange interaction and an increase
of the Curie temperature in amorphous alloys as compared to
their crystalline analogs. The experimental data on the Curie-
temperature shift under the action of pressure shows that the
atomic-volume dependence of exchange integrals in amor-
phous alloys differs essentially from that in crystalline
compounds. This testifies to a considerable difference in the
overlap of the wave functions of not only 3d, but also 5d
electrons involved in exchange interaction.

Other features of amorphous alloys are associated with
the fact that magnetic anisotropy manifests itself in them
mainly as local anisotropy in the vicinity of atomic cores.
Because of its combination with induced anisotropy as well as
the presence of stiff domain walls, magnetization processes
take on properties entirely different from those of the classic
ferromagnets. Among these are the formation of a spin `fan'
as the magnetization rotates, the appearance of `forbidden'
spin orientations, breaking of the standard sequence of
magnetization processes (with rotation occurring before
displacement), etc.

The existence ofmicroscopic nanometer-sized regions and
the possibility of creating intermediate states bordering
crystal ones (nanostructural states) allow one, in principle,
to obtain materials in which magnetization processes proceed
in these microscopic regions regardless of the surrounding
magnetic matrix. This makes it possible to use amorphous
materials as magnetic recording media with ultra-high
information-storage densities where these nanometer-sized
regions play the role of unit storage cells. At present, RE-
materials are only at the very beginning of their active
application in technology. Using annealing, fine-grained
films with high magnetic energy can be fabricated from
magnetic layers [10, 11]. Such film magnets are very
promising for microwave technology and magnetic and
magnetooptic recording.

The investigation of the propagation of spin and acoustic
waves in amorphous alloys [118], magnetoacoustic resonance
previously studied in crystalline compounds [119], and some
other effects appear to have considerable promise.

There is no question that the theoretical concepts
developed for amorphous alloys will find wide utility in
studies of other disordered systems such as quasicrystals,
fractals, magnetic polymers, etc.
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