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Abstract. Research into living cells and their communities 
can be extended to more general problems, e.g. what is the 
algorithm of data processing in living systems, or what is 
the difference between living systems and computers. It has 
been shown that a computerised system simulating cell 
behaviour, i.e. multiplication, motility, memory, and taxis, 
can be better at image processing than video-based 
automatic devices. Study of the dynamics of population 
waves formed by living cells is of special interest for 
auto wave physics since population waves differ essentially 
from the 'classical' waves in active media. Mathematical 
models of population waves are found to feature an 
additional term describing not a chaotic but a directed 
motion of individual cells ('the effect of chemotaxis'). 
Detailed analysis of models like these and related 
phenomena (e.g. pattern formation as a result of popula­
tion wave interaction, or symmetry bursting of population 
wave patterns) should be the subject of further research. 
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1. Introduction and statement of the problem 

1.1 Computer program and intellect 
The aim of this paper is to review studies on the dynamics 
of population autowaves formed by living cells and of the 
structures generated by these autowaves. 

We consider live cells and their populations as an object 
of research, an important tool whereby some general 
problems can be solved, such as: which algorithms do 
living systems employ to process information? What is 
the difference between live 'computers' and their man-made 
'analogs' at the current stage of information technology? 

Towards the middle of this century, scientific journals 
and journals popularising science started to feature papers 
under such headings as "Brain as a calculating machine", 
"Are there thinking machines?", "Computer and human 
mind", etc. No effort was spared in an attempt to design 
machines operating on the same principles as human brain 
and capable of reproducing and explaining its function. 

What is the crux of the matter? The duration of a nerve 
impulse in a human brain is around 3 ms, and it is followed 
by a refractory 'tail' which is approximately twice as long. 
Therefore, human brain as a 'neuronal calculating device' 
can perform at a rate of not more than 102 operations per 
second whereas the operating speed of up-to-date micro­
processors exceeds 107 s _ 1 . Computers which will shortly 
become available are expected to operate at 109 s _ 1 and it is 
predicted that their performance will be further raised to 
10 1 2 operations s _ 1 at the beginning of the next century. 

Paradoxically, the 'low-performance' human brain is 
able to distinguish, in a fraction of a second, a cat from a 
dog, to recognise a familiar face in a crowd, and identify 
any letter in different handwritings or printed in different 
fonts, whereas 'high-speed' computers (even those with 
parallel logic) encounter great difficulties in solving prim-
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itive recognition problems. This means that the brain is 
capable of doing 'something' extra which so far remains 
unexplained [1]. 

Advocates of the idea of artificial intelligence argue that 
computers deal with models (i.e. programs) rather than with 
natural phenomena. One such model may describe different 
phenomena. In this sense, programs are universal tools and 
can be expected to simulate adequately brain processes. 
From this viewpoint, all current constraints are due to 
simplifications which at present cannot be avoided and will 
be eliminated with the development of improved programs 
that will bring in qualitative changes in the intellectual 
capacities of computers. The degree of perfection of a 
program is assessed on the basis of experimental results 
obtained with the use of an operational approach the 
essence of which was outlined by Ashby [2]: (1) the method 
must be specified as a working tool, (2) it must be suitable 
for the evaluation of all sorts of material 'machines', both 
animate and inanimate, (3) the mode of information 
retrieval must be reproducible and readily demonstrable, 
(4) the 'machine' must be the sole source of information, 
the use of any other source being illegal. 

Following this line of reasoning forty years ago, Turing 
[3] suggested a test designed to answer the question: "Does 
the machine have intelligence?" According to this method, 
the examiner offers two identically typed messages, one to a 
man and the other to a computer programmed to 'sensibly' 
answer questions. The program passes the test and the 
machine is judged to be intelligent if the examiner finds it 
impossible to differentiate between answers given by man 
and computer during a sufficiently long experimental 
period. The inadequacy of Turing's approach has recently 
been demonstrated by J Searle, an American philosopher, 
who suggested the so-called 'Chinese room' test [4]. Here, 
the observer presents a story and a few pertinent questions 
to a person in a sealed room. The story and the questions 
are written in Chinese, that is in hieroglyphs. The person in 
the sealed room has been previously instructed how to use 
hieroglyphs and can therefore operate with them guided by 
combinatorial rules although he does not know Chinese and 
the meaning of the messages remains incomprehensible to 
him. The observer knowing both spoken and written 
Chinese has the impression that the man in the room 
has the same faculties and can reasonably understand 
and answer questions. This test demonstrates that the 
semblance of reason can be achieved even if the meaning 
of the text evidently remains beyond understanding, being 
presented in an unintelligible form. For this reason, the 
ability of a technical device to operate with combinatorial 
rules (i.e. a program, even a most sophisticated one) does 
not necessarily prove its power of abstract thought. More­
over, Searle emphasises that detaching the program from 
the material from which the device is made is an unsub­
stantiated and artificial operation. The program and its 
material carrier must not be separated from each other 
because the real world does not develop through evolution 
of symbols and information signals from which computer 
programs are constructed. It is the long evolution of live 
organic systems which is responsible for their ability to 
think. That is why no analytic system based on or 
composed of a different material substrate and showing 
other types of innate responses may be considered intelli­
gent [4]. 

This discussion may appear to have no sense because it 
needs to operate with such vague notions as 'mind' and 
'intelligence', no matter how useful they might be for other 
purposes. It is, however, essential that the most important 
differences of opinion have a direct bearing on general 
problems of cognition. Many scientists thought it possible 
to make up a stock of axioms and rules in order to devise a 
model of the universe using computers and methods of 
formal logic to construct it stage by stage, in the way 
employed to prove theorems in mathematics. However, 
such an approach turned out to be in conflict with Godel's 
theorem which states that in a closed noncontradictory 
system based on postulates of formal logic there is always a 
likelihood of obtaining inferences which it is impossible to 
judge as true or false in the framework of a given 
system [5, 6]. This uncertainty may be referred to as 'the 
curse of indeterminate boundaries'. Another curse arises 
from the complexity of the problems to be solved and of the 
sorting procedure. What is 'complexity'? Kolmogorov [7, 8] 
proposed to use the size of the program (/) which trans­
forms a given sequence {v7} to {xt} (in bits) as a measure of 
complexity of a given sequence of zeros and ones {xt} (such 
sequences may be used to describe any process). If the 
problem is not too complex, / is significantly less than the 
length N of sequence {xt} which can in this case be regarded 
as determinate. Otherwise, the process is not amenable to 
algorithmic reduction and can be regarded as irregular or 
random. For such processes, l~N and the algorithm of 
transformation {xt} —> { j y } is reduced to symbol-by-symbol 
presentation of the sequence {xt}. Therefore, solution of 
problems associated with random processes is possible only 
if their spatial and temporal characteristics are available. 
Intermediate between completely irregular and completely 
regular problems amenable to algorithmic transformation, 
there is a class of problems with latent regularity [9]. These 
problems can be arbitrarily referred to as determinately-
stochastic or stochastically-determinate. Transition from 
order to chaos progresses via such problems [10]. 

What ways and means can be used to solve problems 
with latent regularity, not to mention completely irregular 
problems? The traditional approach is based on a very 
simple idea. Consider a computer having 5ft stable states 
placed in an environment with latent regularity and 501 
stable states (5ft > 501). Make the computer learn, that is 
make a set of 5ft stable states assume an index from a set of 
501 environmental states. This results in a computer model 
of the environment. In other words, the computer has 
managed to find latent regularity in a random process. This 
approach is currently employed in an attempt to construct 
computing devices that operate on the neural network 
principle [11, 12]. However, such an approach entails 
difficulties pertaining to the 'curse of indeterminate boun­
daries' and 'the curse of sorting'. According to a 
mathematical postulate, there is a self-contained ideal 
world of algorithms totally independent of human world. 
The objective is to understand the laws governing the 
former taking into account that interaction between man 
and real world is far from being ideal. In nature, the 
relationships between the object and its environment are 
reciprocal in that the object does not only depend on the 
environment but can also markedly change it. In other 
words, the calculation process affects the state of both the 
computer and the environment. Only low-speed computa­
tion capable of solving relatively simple problems allows an 
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arbitrary boderline between the object and the environment 
to be drawn. 

Electronic data aquisition and processing entail absorp­
tion of energy from the environment and its re-emission in a 
different range both inside and outside the computing 
device. Data processing itself requires energy drawn 
from the outside. This energy is then released back in 
another form to the environment, changing its state. The 
question naturally arises: where is the boderline between the 
computer and the environment? 

The 'noise' produced by a high-quality computer is 
negligibly low and in an adiabatically isolated system 
amounts to kT (where k is Boltzmann's constant and T 
is temperature) per one degree of freedom, i.e. 
~ 10~1 6 erg K _ 1 . However, even this small value assumes 
great importance when the number of degrees of freedom is 
large. Suppose that a machine with parallel logic sorts out 
possible states at a rate of 10 2 2 s _ 1 . In this case the power 
emitted by even the most sophisticated machine would be 
around 100 kW and would have a serious effect on the 
environment. 

Also, it should be borne in mind that biochemical 
'computers' (e.g. biochips) release chemical products of 
their metabolic activity into the environment which makes 
the borderline between the organism and its surroundings 
obscure. 

Moreover, it is necessary to know the parameters of the 
medium if its boundaries are to be determined. Construc­
tion of an 'intelligent machine' becomes a purely 
technological matter if the characteristics of the environ­
ment are available. Having determined the properties of the 
environ-ment, we have its description and hence the 
algorithm describing its behaviour. This algorithm can 
be loaded into the computer. Conversely, boundaries of 
the environment cannot be determined without the knowl­
edge of its properties. It follows from this reasoning that 
there can be no universal algorithm for the purpose of 
discrimination. Nor is it possible to design a universal 
machine capable of differentiating situations regardless of 
their specific features. Finally, there is 'the curse of sorting'. 
If the computer has only 103 elements, it will have to sort 
out approximately 103 (!) states, which is actually impos­
sible. At the same time, living systems are known to be 
highly efficient in solving complicated problems including 
those of image discrimination. Wherewith? 

1.2 Taxis, motility, reproduction 
Today, builders of artificial intelligence are putting their 
faith in physiological and psychological studies of human 
brain as a system adapted to solve problems arising from 
random processes with latent regularity. However, it is not 
so easy to identify essential parameters of brain function. 
Moreover, brain is so sensitive and functions as such a 
powerful amplifier of signals acting on it that it is hardly 
possible to establish physical threshold values below which 
signals cannot alter the state of the brain. Finally, there are 
so many feedback loops within the brain that it is almost 
impossible to study this organ on any other basis than 
considering it to be an integrated structure. However, such 
an approach is not very productive in terms of new 
constructive ideas for designing technological systems of 
artificial intelligence [1]. 

It occurred to us that, in order to devise approaches to 
the construction of a new class of machines with artificial 

intelligence, we should solve the problem of synchronous 
development of automaton structure and continuous broad­
ening of its capacity rather than the problem of 
discrimination. We thought that instead of the relationship 
501 —>5ft referred to earlier, we should find a variant of 
automaton's behaviour in which the rate of increase in the 
number of stable states would be related to the rate of 
environmental changes. In this case, all the aforementioned 
'curses' would be eliminated since filling of sets and location 
of their boundaries become immaterial. What matters is 
their dynamics. 

Therefore, what we call 'intelligence' in the context of 
complex systems (bioorganisms including man) is a function 
of the development of both the systems and their environ­
ment. In other words, we have to study implementation of 
the inherent program of automaton development in a 
variable environment. It is assumed that the development 
of automaton structure will reflect development of the 
environment. 

The analogous problem in biology is the study of 
morphogenesis (formation and development of live spatial 
structures). Paradoxically, we propose to look for a clue to 
the underlying mechanisms of rational behaviour by 
examining the behaviour of relatively simple microorgan­
isms, e.g. by investigating changes in the behaviour of 
bacterial communities under variable environmental con­
ditions [13]. A similar approach has been proposed by 
Japanese authors who, unlike ourselves, chose to study 
nematode populations Caenorhabditis elegans instead of 
bacterial communities [14]. What are the advantages of this 
approach? Before considering this question, it is necessary 
to review available data on the behaviour of bacterial cells 
including their motility, taxis, and reproduction. 

Towards the end of the 19th century, Kohn, Engelman, 
and Pfeffer demonstrated the ability of certain bacteria 
cultured in a nutrient medium to change direction of their 
motion in search of a more favourable environment, in 
order to avoid adverse conditions [15 -19] . Although 
systematic studies of bacterial cell motility and behaviour 
(including manifestations of bacterial memory) have a 
relatively short history, considerable progress has been 
made in this field during the last 25 years. 

How do bacteria travel in space? A characteristic trait in 
many bacterial species is the use of specialised locomotor 
organelles, flagella. In peritrichous bacteria, flagella are 
randomly distributed over the surface of the body 
{Escherichia coli, Salmonella typhimurium, Bacillus, etc.; 
Fig. 1). Such cells are able to actively migrate, interrupting 
periods of oriented smooth swimming (free walk) by 
episodes of so-called tumbling. During periods of smooth 

Figure 1. Bacteria S. typhimurium in the state of smooth swimming 
[20]. 
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Figure 2. Random travel pattern of E. coli [25]. 

Figure 3. Altered direction of bacterial motion as a result of 
tumbling caused by untwining of the filament bundle [26]. 

swimming, flagella are rotated and converted into a 
concertedly operating helical bundle behind the cell body 
(Fig. 1). This generates a periodic force pushing the 
cell forward [21, 22]. Flagella rotated in the opposite sense 
cause the cell to lose orientation and travel through the 
environment by abrupt chaotic movements reminiscent of 
vibration and tumbling. Duration of a smooth swimming 
episode is normally 1 to 4 s whereas a tumbling episode 
lasts around 0.1 s [21, 23, 24] (Fig. 2). Tumbling frequency 
remains unaltered under constant environmental condi­
tions. Each tumbling episode is followed by reorientation 
of the cell's motion [13, 21, 23, 25] (Fig. 3). 

However, both tumbling frequency and smooth swim­
ming intervals undergo changes where certain types of 
gradients are present in the media. If a bacterial cell 
happens to swim towards a more favourable environment 
(substrates producing such environment are termed attrac-
tants), the tumbling frequency decreases. Under 
unfavourable conditions (induced by the presence of so-
called repellents), cells show an opposite response [23, 2 7 -
29]. Changing the tumbling frequency and walking ran­
domly through its environ-ment, the cell gradually travels in 
the direction of increasing concentration gradient of the 
attractant or decreasing concentration gradient of the 
repellent (chemotaxis effects). 

Generally speaking, taxis — the reaction to external 
stimuli — is a primeval feature of all living systems. For 
example, positive phototaxis accounts for the orientation of 
a bee or a sunflower towards the sun, whereas negative 
phototaxis (avoidance of light) is inherent in bugs and 
cockroaches. Stereotype response to external stimuli is a 

common trait in lower organisms, insects, reptiles, many 
bird species, and even in certain cell types of higher 
organisms. In mammals, including man, behaviour is not 
solely a function of instinct (imitating, play, sex, migratory, 
gregarious) but depends also on learning and is controlled 
by consciousness (upper cerebral cortex). 

Oxygen, A/-acetyl-D-glucosamine, D-galactose, D-glu-
cose, L-aspartate, L-serine, and some other compounds act 
as attractants for Escherichia coli [13, 30-35] whereas fatty 
acids, alcohols, hydrophobic aminoacids as well as many 
other substances act as repellents [30, 35, 36]. 

Along with chemical substances, physical factors can 
also act as attractants or repellents. They include light 
[30, 37-42], temperature [30, 43-47] , electric and magnetic 
fields [48-50], and gravitation [30, 51-56]. For instance, 
intense blue light can induce continuous tumbling in E. coli. 
This effect is thought to be related to flavin decomposition 
accompanied by oxidation of certain hypothetical chemical 
compounds that supposedly control bacterial behav­
iour [37-39, 57, 58]. Other examples are stimulation of 
E. coli motility by alternating electric fields and their 
inhibitory effect (ca. 70%) on chemotactic responsiveness 
of these bacteria [50]. 

An important factor is that all effects associated with 
the action of attractants and repellents occur not only in 
spatial gradients but also in temporal ones, i.e. bacteria 
respond to time-dependent changes in concentration of 
these compounds [27, 28]. This means that bacteria have 
memory. 

In 1969, it was demonstrated that bacterial response to 
attractants is mediated through chemoreceptors [31]. 
Receptors are protein molecules capable of 'measuring' 
the concentration of certain compounds and conveying this 
information to the bacterial motor. In this way receptors 
are involved in modulation of the tumbling frequency 
[21, 30, 35, 40, 59-61]. 

The mechanism of bacterial chemoreception has not yet 
been fully explained. However, receptors have been shown 
to penetrate the cell membrane [26]. The outer portion of 
the receptor molecule binds attractants [62, 63]. Associa­
tion of the receptor with its ligand results in conformational 
changes [64-66] so that as soon as binding sites of the 
receptor are occupied, this information is transferred to 
cytoplasm. Receptor binding to attractant and repellent 
molecules, and hence, the resulting changes in the frequency 
of switching between smooth swimming and tumbling are 
modulated by the rate of change of the number of bound 
receptors [67]. This rate can be represented as dp/dt where 
p is the value (averaged over all the receptors) of the 
function p(t) which assumes the value of 1 when the 
receptor is bound and 0 when it is not. It is assumed 
[68] that 

p = c(c + c 1 / 2 ) _ 1 , (1) 

where c\/2 is the concentration of bound molecules for 
which p = 0.5. A change in the number of bound receptors 
results in altered behaviour of bacteria [67]. That is why, a 
change in the tumbling frequency is proportional to dp/dt. 
As a result of this change, randomly walking bacteria 
gradually migrate in the direction of increasing attractant 
concentration. 

The relationship between bacterial behaviour and the 
temporal derivative dp/ dt implies that the bacterial cell 
must be able to compare current and recent values of p. In 
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other words, the cell's chemotactic response, i.e the signal 
modulating the tumbling frequency and denoted below as 
R, is proportional to the difference (p — A): 

R=g{p-A), (2) 

where g is the proportionality constant and A is the level of 
adaptation. In turn [69, 70] A varies as follows: 

dA _ p-A 
dt T 

(3) 

where T is the adaptation constant. There is a correlation 
between the levels of adaptation A and methylation, i.e. 
binding of CH3 group of integral-membrane methyl-
accepting chemotaxis protein, MCP [71]. Adaptation of 
bacterial cells is related to enhanced methylation which is 
in turn triggered by association of cell receptors with 
attractant molecules [71, 72]. According to equation (3), 
dA/dt = 0 at A = p, that is the cell is fully adapted. 
Solution of equation (3) for t > T has the form: 

exp(-f / r ) 
A(t) -(V) 

Jo 
exp — dt' 

T 

It follows from equations (2) and (4) that 

*(') = 8 p(t) --[ p(t') exp dt 
T J O T 

(4) 

(5) 

The first term in square brackets in expression (5), p(t), is 
the number of bound receptors at a given moment. The 
second term is the function p(t) averaged over the entire 
past, with a weighting factor exponentially decreasing with 
time. So, in fact, this factor describes bacterial memory. 
According to equation (5), information about the number 
of bound receptors is retained within time (t — tf) which 
does not significantly exceed the adaptation constant T . 

Finally, a further important property of living systems, 
including bacteria, is reproduction. Interestingly, solution 
of the reproduction problem was one of the first applica­
tions of mathematics to the description of biological 
processes. It dates back to 1202, when Leonardo of Pisa 
(Fibonacci) suggested a technique to calculate the annual 
increase in the population of rabbits reared from a single 
pair (a male and a female). A series in which each term 
equals the sum of the two foregoing ones is generally 
referred to as the Fibonacci series. Curiously enough: (1) 
the ratio of any term in the series to the foregoing one tends 
to the famous number 1.618 (the so-called golden section) 
and (2) an increase in the number of rabbits N can be 
described in terms of the exponential law: 111 L C I 1 1 1 S U l l i l t C A p U l l C l 

N = 1.171 exp [0.4812 (?z- 1)] , 

where n is the number of the division cycle. Later, it 
became evident that numerical coefficients of such an 
exponent differ for different organisms and depend on the 
parameters of the environment. 

Let us now try and answer the question: what will solve 
a relatively simple mathematical problem more quickly, a 
bacterial population or a TV automaton? Let us consider a 
surface of a definite size, e.g. 1 cm2, on which a grid of M 
points is plotted (assuming a mesh size of 5 um to be 
approximately equivalent to the length of a bacterial cell). N 
points out of this total number M are filled with an 
attractant. N is the unknown number to be found. 
2 x 101 3 bacterial cells are needed to cover all N points. 
Assuming the duration of the cell cycle to be 20 min, it is 

easy to determine the time necessary for this amount of 
bacterial cells to be produced; it is about 3 h. Bacteria 
travelling at a rate of 2 mm m i n - 1 will spend altogether 
around 200 min to find N points. The search and the 
reproduction occur in parallel; therefore there is no 
appreciable increase in the total time needed to reveal 
all N points containing the attractant. 

A TV automaton that analyses the surface line by line 
with the same apparent resolution of 5 um will operate by 
searching for all M = 2 x 101 5 points. If the time nedeed to 
search for one point is 10~9 s (a high performance 
automaton!), the total duration of the analysis will amount 
to 600 h. 

Thus, 'poorly performing' bacteria require hundreds of 
times less time to solve the same problem. Time savings will 
increase with increasing area to be analysed according to the 
formula 

x M 
0 m~Af 

where T is the time needed for the TV automaton to search 
for each of the M points, 6 is the duration of a bacterial 
generation cycle, and N is the subset of informative points 
in set M. This formula demonstrates that the advantage of 
technical devices attributable to their enhanced perfor­
mance (taken into account by the first factor) is more than 
counterbalanced by the reproduction and motility of 
bioorganisms (taken into account by the second factor). 
In the above example, the first and the second factors are 
assumed to be 10~1 2 and 10 1 4 , respectively. Therefore, by 
using principles derived from the repertoire of bacterial 
behaviour we can significantly reduce the time of analysis. 

1.3 Memory 
Computers are known to keep information at least at three 
different levels: long-term memory (magnetic and optical 
tape, disk, and diskette storage), on-line storage (ferrite cores, 
triggers, etc), and dynamic memory (memory of the 
computing process, e.g. the presence or the absence of 
impulses in different parts of the chips). If the maximum 
lifetime of information is taken as 50 years (approximate 
life of magnetic tape) and its lower limit as 10~7 s (pulse 
duration), the temporal macrocycle of information storage 
in a technical device stretches over some 16 orders of 
magnitude. 

Conformational changes of protein molecules (e.g. 
bacterial receptors) in living systems that serve as signals 
for external stimulus perception may also be regarded as a 
sort of dynamic memory. In this case, information is held for 
a span of picoseconds. On the other hand, hereditary 
memory stored in DNA molecules in the form of genetic 
code needs a few generations to undergo appreciable 
changes. Finally, live systems use intermediate memory 
mechanisms which enable them to keep information accu­
mulated by individual organisms in the course of learning 
and stored in their neurons. 

Bacteria have a relatively short memory which facilitates 
their adaptation to the environment [see equation (5)]. 
Adaptation depends on methylation of integral-membrane 
MCP. Bacterial memory may be regarded as a specific case 
of information storage. The concept of information storage 
was introduced to designate the period during which the 
system forgets noises that affected it [73]. Memory enables 
bacteria to compare, using receptors, attractant or receptor 
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levels at points located along the path of bacterial motion 
(chemotaxis effect). The information obtained by means of 
such comparison is used to control the frequency of tumbling 
responsible for migration of bacteria in the direction of 
optimal environmental conditions. This can give rise to a 
cooperative effect, namely formation of bacterial population 
autowaves. It is bacterial chemotaxis that is the basis of this 
cooperative effect. 

A memory analog in physics are temporal correlations 
which may result, for instance, from the collisions of elastic 
non-correlated particles (note, however, that such collisions 
are equally effective in destroying the correlations). 

Another memory analog is the refractory period in 
active physical, chemical, and biological media, i.e. in 
media with energy sources distributed in them. Human 
brain may be regarded as an example of such a 
medium [74, 75]. 

1.4 Autowaves 
Active media can generate self-sustained waves (so-called 
autowaves) that maintain their characteristics (period, 
length, amplitude, and shape) provided conditions of the 
medium remain unaltered. These characteristics depend 
only on the local properties of active media and do not 
depend on the initial conditions. Examples of autowaves 
include combustion waves, nerve impulses, waves in a 
system of distributed tunnel junctions, etc. (see for instance 
Refs [76, 77]). The phenomenon of autowaves underlies 
most processes involved in information control and 
transmission in biological systems. A brief discussion of 
autowave properties is presented below. 

The simplest type of active media is a one-component 
medium. The energy spent to maintain autowaves in such a 
medium is not replenished, and an autowave is in fact a 
wave of switching from the high-energy state to the low-
energy one. The basic model used to describe one-compo­
nent media is a variant of the Kolmogorov-Petrovskii-
Piskunov parabolic equation [78]: 

S w DAu +f{u) , 
6; 

u{—oo) = w3, w(+oo) = 11 \ (6) 

where u is a variable describing the state of the medium, D 
is the diffusion coefficient, and / is a nonlinear function. 

The basic model (6) is in a sense an antipode of classical 
wave systems including nonlinear ones. The latter systems 
in some way or other arise from the linear hyperbolic 
system 

^ - A W = 0 , (7) 

for which sinusoidal waves represent fundamental solu­
tions. In contrast to equation (7), in the basic model (6) all 
wave processes are due to the dynamics of the nonlinear 
point system 

(8) 

which is actually or potentially an auto oscillating system. 
Autowaves are in some respects radically different from 
waves described by hyperbolic equations. This is illustrated 
by Table 1. 

Table 1. Comparison of wave and autowave properties [79] 

Property Waves Autowaves 

Conservation of energy + — 
Conservation of amplitude 

and shape — + 
Interference + — 
Annihilation — + 
Reflection + — 
Diffraction + + 

Symbols '+ ' and '—' indicate the presence and the absence of a given 
feature, respectively. 

With the N-shaped dependence f(u) inherent in many 
active media, there are two stable states associated with the 
left and right zeros of function/(w), respectively (Fig. 4a). 
Under these conditions, the autowave can be regarded as a 
travelling wave front (Fig. 4b). 

A substantially broader class of autowave processes is 
feasible in re-excitable active media where the travelling 
wave has finite duration; as soon as its propagation is over, 
the medium reverses to the initial state. Examples of such 
media are chains of coupled Van der Pol-type generators, 
nerve fibres, distributed chemical systems with an auto ca­
talyst, etc. [76, 77, 79, 80]. The basic model of reexcitable 
active media can be represented by a system of two 
equations [81, 82]: 

T 9 - = i2Ae-q(e, n,A), (9) 

T , ^ = L2An-Q{8, n , A) (10) 

where T # , T ^ , /, and L are characteristic time periods and 
lengths, and A is a parameter characterising the level of 
system excitation. It is generally assumed that 

dq 
< 0 , 8G > 0 . (11) 

If conditions (11) for equations (9), (10) are fulfilled, 
then at 6 = const fluctuations of the inhibitor are damped 
while at rj = const those of the activator grow. When 
studying various models of physical, chemical, and bio­
logical systems described by equations (9) and (10), simple 
functions are often taken for q and Q. For example [83 -
86], 

6-B-A62rj- n - c e \ 

or [87] 

q = 0-(B + 62ri)(I + A)-\ Q = nO2 

or [77] 

Q = 

(12) 

(13) 

(14) 

Models (12) and (14) have been originally intended to 
describe processes of morphogenesis, and model (13) is the 
well-known 'Brusselator'. For models (12)-(14), condi­
tions (11) are fulfilled. 
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U3 

Figure 4. Travelling waves in models of excitable media: a, b — one-component model (1); c - f — t w o - c o m p o n e n t model (4), (5), where c, d is 
the waiting regime, and e, f is the autooscillation regime; u = 9, and V = r\. 

The point system of equations 

90 

T , g = -Q(6, n,A), 
(15) 

corresponding to equations (9)-(10) is normally a relaxa­
tion system with an N-shaped characteristic which may be 
either a waiting generator of unit pulses (Fig. 4c, d) or an 
autogenerator (Fig. 4e, f). 

For chemical systems, / ^ 0 and L ^ 0; whereas for 
excitable cell membranes, L = 0. Variables in equations (9), 
(10) have the following meanings: for excitable membranes, 
6 is the potential on the membrane and r\ is the conductivity 
of the slow component of the ion flow; for a chemical 
excitable medium, 6 and rj are reagent concentrations. 

Travelling waves are the simplest type of solutions for 
equations (9), (10). Such waves have their own character­
istic velocity and amplitude, both dependent on the 
parameters of the medium and independent of the initial 
and boundary conditions. This is easy to demonstrate on 
the example of a one-dimensional variant of equation (6): 

du d2u . x _ _ 
^ = ^ + f ( u ) . (16) 

Upon substitution of variables £ = at — x (where a is the 
wave velocity), equation (16) assumes the form: 

du d2u 

u(—oo) 

D—~+f(u) , 
dcf 

= u| , w(+oo) u3 . 

(17) 

(18) 

Standard substitution dw/d£ = p converts equation (17) to 
the first order equation 

Dp — ap +f(u) = 0 . 
du 

(19) 

If f(u) has the form of a cubic polynomial, i.e. 

f(u) = —k(u — u\)(u — u2)(u — w3) , 

then direct integration of equation (19) gives the wave 
velocity a [88]: 

fin, * \ 
a — Y ~2~^W l ~̂  u ? > ~ 2> ' 

Solution in the form of a solitary autowave that propagates 
with velocity a corresponds to the separatrix proceeding 
from saddle u\ to saddle u3 (Fig. 5), i.e. 

p = const x (u — Ui)(u — u3) . 

The amplitude of such a wave is equal to the difference 
U3 — U\. 

U2 ^ ^ ^ ^ W 3 

Figure 5. Trajectory in the phase plane of the one-component 
model. 
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The velocity of periodic waves depends on period T and 
falls with decreasing T [76, 77]. Results of analysis suggest 
stationary wave spreading is feasible only at T > Tmin. 
Dependences of Tmin and velocity of propagation of 
periodic autowaves on the parameters of the medium 
have been examined in Refs [89, 90]. At T < T m i n , wave 
travelling patterns are very unusual in that the waves 
propagate without damping, but not all of them, because 
each third or fourth wave (depending on T) is missed out 
(fails to propagate) In two-dimensional nonhomogeneous 
media, this can be accompanied by disruption of the wave 
front. Further evolution of such disruptions frequently 
results in the formation of additional wave sources 
(reverberators) [76, 77, 79]. 

The existence of Tmin is due to the fact that autowaves 
cannot spread until rehabilitation processes described in 
equations (9), (10) by the slow temporal variable rj are 
completed. The characteristic time of recovery is referred to 
as refractoriness and is related to the motion of a point 
along the left branch of isocline 6 = 0 (Fig. 4c). 

Therefore, the medium appears to 'remember' a recent 
event, i.e. propagation of the autowave front, during the 
refractory period until its excitability is fully restored. It is 
this circumstance that allows refractoriness to be considered 
as a physical analog of memory. 

Refractoriness appears to be responsible for annihila­
tion of colliding autowaves (Table 1). In an excitable 
medium, the autowave front (represented on the phase 
plane by the shift from the left descending branch of isocline 
6 = 0 to the right one; see Fig. 4c, e) is followed by a 
refractory trailing edge, i.e. an unexcitable zone (zone of 
slow motion in the phase plane). This accounts for 
reciprocal impermeability of two autowaves, their annihila­
tion, and the absence of reflection from the boundaries of 
the excitable medium. 

Specific features of autowave phenomena simulated by 
equations (9) and (10) are largely due to refractoriness 
('memory' of the active medium). However, these equations 
do not describe the whole gamut of autowave types and 
properties. Specifically, they do not characterise autowaves 
generated by elements that have their own memory, e.g. 
population autowaves. 

A fundamental mathematical feature of autowaves 
generated by elements with memory is that they can be 
characterised by function q dependent not only on functions 

y, t) and r\{x, y, t) as in equations (9), (10) but also on 
spatial derivatives of these functions [13, 91]. Therefore, on 
the basis of formal characteristics alone such autowaves 
may be categorised as representing a separate class [91]. 

Does this class have anything in common with other 
types of autowaves? What new specific effects can arise 
from individual elements possessing memory? In this review 
we present recent findings pertinent to such effects and 
demonstrate their important role in the formation, prop­
agation, and functioning of population autowaves as well 
as in the development of diffusional instability and 
morphogenesis (formation of spatial structures). 

2. Population autowaves as a cooperative 
response of chemotactic bacterial cells 
2.1 Phenomenological model 
In the mid-1960s, Adler and co-workers demonstrated that 
local inoculation of bacteria into the nutrient medium gives 

Figure 6. Bacterial population wave in a Petri dish [25]. 

rise to propagating population waves (Fig. 6) [31, 92-95]. 
It was further shown that these waves may be regarded as a 
macroscopic phenomenon that results from microeffects of 
bacterial memory — specifically, from tumbling rate altera­
tion in individual cells induced by a change in the 
attractant level. A local decrease in attractant concentra­
tion is due to its consumption by bacteria which eventually 
produces a concentration gradient. It is possible to single 
out in the chaotic motion of bacteria a governing 
constituent oriented along the gradient. This, combined 
with continuing reproduction of bacteria, generates 
autowaves easily discernible with the naked eye. In fact, 
autowaves make visible the boundary between the zone 
with decreased attractant concentration (e.g. inside a 
broadening circular bacterial front in Fig. 6) and another 
zone where attractant concentration remains ele­
vated [25, 31, 92-95]. 

A mathematical model describing autowave propaga­
tion was first suggested in 1971 [96, 97]. 

Let f(c) be the mean tumbling frequency in cells 
proceeding in a given direction, c — the mean concentra­
tion of attractant consumed by bacteria which is a function 
of coordinate x (in one-dimensional case), and b(x)— 
bacterial cell density in point x. Then, the cell flow J(x) in 
the direction of growing x, per unit of time, may be 
represented by the expression [96]: 

s + } -a A 

rx+A 

" J J 

Jx 

b(s) ds 

1 
f\c[s--GcA b(s) ds , (20) 

where a is the ratio of the effective length of the cell to the 
distance A which the cell covers in a unit of time unit. The 
effective length of a bacterial cell is thus ocA. Using an 
approximation which is frequently employed in basic 
studies of Brownian motion [98], we can write equa­
tion (20) as: 

7 W . ^ { - / [ c W ] ^ + ( a - l ) | ^ ) ^ } , 

or (in this approximation) 

J \ db dc 
J { x ) = ~ t i ^ + X b t e 

(21) 

In formula (21), motility of bacterial cells is defined by the 
coefficient 
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V(c) =A2{Atyl =f(c)A2 , (22) 

where = \/f(c) is the mean time interval between two 
successive tumbling episodes. Chemotactic bacterial res­
ponse to a change in the environment is characterised by 
the coefficient 

/(c) = (cc-\)A: 

dc ' 
(23) 

where df/dc describes altered behaviour of bacteria 
attributable to their short-term memory. It follows from 
equations (22) and (23) that 

Since 
db 
dt - V / , 

where [99] 

J = -irfb + /fcVc , 

we have (for the one-dimensional case) 

db _ _^_f_ ^ , Sc (24) 

The first term in the right-hand side of equation (24) 
represents non-chemotactic bacterial motion whereas the 
second term describes the chemotactic response of bacterial 
cells. 

The nutrient substrate level, i.e. the concentration of the 
attractant, changes as described by the modified diffusion 
equation: 

9c , x d2c 

where the first term in the right-hand side characterises 
consumption of the substrate by bacterial cells and D is the 
substrate diffusion coefficient. It is generally assumed that 
substrate concentration is sufficiently high and is not a 
limiting factor of the consumption rate, that is 
k(c) = &o — const. If we further assume that /JL(c) = fi0 = 
const and /(c) = 5/c in equation (24) (in accordance with 
the Weber-Fechner law maintaining that the response to a 
stimulus is proportional to its relative strength) and D = 0 
in equation (25) we get [97] 

m = 
u2cn 

li0k0(5- 1) 
e x p ( - | ) [ l + e x p ( - | ) ] - 3 / ( 3 - 1 ) 

= Coo[l + exp(-i)] -1/(3-1) 

. (26) 

(27) 

where \ = (u/fi0)^ (u being the constant population wave 
velocity), £ = x — ut, and 5 = 3//JL0. Solution (26)-(27) has 
been obtained with the following boundary conditions: 

db 
0, when |£| —> oo 

Such a solution is sufficiently accurate to describe uniform 
(along a capillary) propagation of local cell compaction 
(population wave) observed experimentally [93] which is 
due to (a) attractant consumption by bacteria and (b) 
bacterial chemotactic response (functionally related to 

short-term memory) to the continuously generated attrac­
tant concentration gradient in the wave front zone. 

In equation (24), the chemotactic response is defined by 
the expression Vchb where 

8c 
'ch X dx (28) 

is the so-called chemotactic velocity. 
Subsequently, that is since 1971, the expression for V c h 

has undergone substantial changes in line with new 
experimental data. For example, in the exponential attrac­
tant gradient, formula (28) with the assumption 

predicts V c h = const, whereas it has been experimentally 
found that the chemotactic velocity undergoes marked 
changes under these conditions [100]. Having analysed 
experimental findings, Scribner et al. modified function 
X(c) in such a way that /(c) —> 0 when c —> 0 provided 
concentration c of the consumed attractant is below a 
certain threshold level [101]. In 1976, Lapidus and Schiller 
proposed a new form for function V c h [102]: 

dc k + c I dx 
(29) 

where 5 = const and k is a constant determining chem­
otactic sensitivity, i.e. dissociation constant of the 
attractant-receptor complex. Expression (29) is in perfect 
agreement with experimental results demonstrating propor­
tionality of chemotactic response to the gradient of function 
f of attractant concentration a t / " = c/(& + c) [103]. Never­
theless, the form of function / turned out to be in need of 
further correction because chemotactic response at high 
attractant levels (more than 10 mM in the case of serine) 
does not become saturated but continues to increase [104]. 
In agreement with this feature of chemotactic response, it 
was suggested [105] that 

f d cn \ dc 1 
v * = ^ \ T c l ^ ) T x > n = 2- ( 3 0 ) 

The form of function (30) may reflect the presence of a 
heterogeneous population of receptors with different 
chemical affinity for the same attractant [105]. Finally, 
Boon and Herpigny [106] suggested a mathematical model 
allowing a description of the chemotactic responses of 
bacterial cells to more than one chemical stimulus. In this 
case 

v 0 ^ dct 1 + (c./cs)2 
dc,-
dx 

(31) 

where v0 is the so-called 'chemotactic potential' and c- is a 
certain threshold attractant level. 

2.2 Zavalskii's theory 
Evidently, model (24), (25) where V c h = (3/c)dc/dx and its 
modifications (29)-(31) have phenomenological character. 
In the mid-1980s, Zavalskii and co-workers deduced 
equations (24), (25) from more fundamental kinetic 
equations [107-109]. 

In accordance with the Zavalskii model, the propaga­
tion of a bacterial population wave can be described by the 
following equation [108]: 
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6 / ( r

6 ^ f ) + VriVf(r9 n, t) = - y ( v , n, ^ , Vc ]f(r, n, t) 

+ | y ( v , n, ^ , Vc) jB(n, l O / f c 0 d i / , (32) 

where / is the density of distribution of the cells migrating 
in direction n in the infinitely small vicinity of point r at 
time t, y is the tumbling rate, and /3(n, ri) is the probability 
that a bacterial cell that migrated by means of smooth 
swimming in direction n will be reoriented in direction ri 
after tumbling. In compliance with the Zavalskii 
model [109], it is assumed that chemotactic velocity is 
determined by equation (29) and characterised by a change 
in the relative number, N, of receptors bound to attractant 
molecules. In other words: 

dN _ k dc 
dt ~ (k + cf dt ' 

where (for a one-dimensional case) [103] 

dc dc 9c 
— = h Vv— . 
dt dt dx 

(33) 

(34) 

In equation (34), V = const is the speed of bacterial motion 
in a medium with a constant chemoeffector concentration 
gradient, v is the cosine of the angle between the gradient 
and axis x, while 9c/9^ is defined by equation (25). It 
follows from equations (33) and (34) that 

dAT 
~dT 

kNr 

(k + c) 
-Vv* 
2 dx 

(35) 

where N* is the absolute number of bound receptors and 
N0 is the total number of receptors in a given chem­
oeffector. Formula (35) was derived with the condition that 
9c/9^ <̂  Vv9c/9x [109], in agreement with the available 
experimental data. Going over from equation (33) to 
equation (35) is in fact equivalent to the change from 
'temporal' to spatial reception. 

In accordance with experimental findings [68], function 
y from equation (32) can be defined as follows: 

/ dN*\ 
y = y0exp( -*—^r) > ( 3 6 ) 

where a is the proportionality coefficient dependent on 
both the bacterial strain and the type of receptor (i.e. 
nutrient substrate consumed by bacteria). With equation 
(35) in mind, we can write formula (36) as 

y = y0Qxp(-Wv) , (37) 

where 

aN0k dc 
^ dx~ 

(38) 
{k + c)z 

'Microscopic' parameters included in formula (38) can, in 
principle, be determined experimentally. 

To obtain function /3(n, ri) from equation (32), Zaval­
skii [109] used results of experimental studies reported by 
Berg and Brown [23]. He approximated function /3 by the 
following cubic polynomial: 

P(n, ri) = 3tc(1 + 4(n, ri) - (n, ri)2 - 4{n, rif) (39) 

where (w, ri) is the cosine of the angle between vectors n 
and ri. 

Upon substitution of formulas (37) and (39) into 
equation (32), it is possible to obtain, in diffusional 
approximation [109]: 

db _V 9 
9̂  3 9x 

(40) 

where 

colo Y + 777 ^ + ^ 7 ^ + 10 280 15120 y1 + . . , (4i) 

5040 
Wb + ... 

75 V 14 504 
(42) 

and b is the bacterial cell concentration. Interestingly, 
equation (40) with coefficients (41) and (42) was derived 
without any constraints as regards the magnitude of the 
substrate (chemoeffector) concentration gradient which, in 
accordance with formula (38), determines function W in 
equalities (41) and (42). Specifically, if the derivative 9c/9x 
is so small that W <̂  1, the high-order terms in expansions 
(41) and (42) may be neglected; in this case equation (40) 
can be simplified to the expression [109]: 

db 5V2 d2b V db 
dt 

. ^ V dW _ 
3y0 dx2 3 9x 3 9x 

(43) 

The form of equation (43) coincides with that of the 
phenomenological equation (24), but the two equations 
differ in that all functional parameters of equation (43) have 
a clearly defined physical meaning. At W ^ 1, the change 
from equation (40) to equation (43) may not be legitimate. 
This being the case, coefficients \i and % used in equation 
(24) cannot be expressed through simple analytical func­
tions of parameters of an individual bacterial cell. 

2.3 Rivero's theory 
Another attempt to describe migration of bacterial 
populations in terms of individual cell properties was 
undertaken by Rivero et al. [110]. These authors managed 
to obtain formulas that relate bacterial motility coefficient 
\x [see equation (22)] and chemotactic velocity to the speed 
of individual bacteria and probability of their tumbling. A 
brief discussion of this approach follows below. 

In a one-dimensional model, where V is the speed of 
bacteria while n+ and n~ are the numbers of cells travelling 
in directions +x and — x respectively, V is l/y/3 of the true 
speed of bacterial cells [111]; p+ is the probability that a cell 
swimming in direction +x will undergo tumbling and be 
reoriented. For a cell migrating in the opposite direction 
—x, the corresponding probability is p~. It follows from the 
fact that the total cell number b remains unaltered (in the 
absence of reproduction) that: 

dn+ 9 . , x _ _ , , 

8M" 8 + + 

) = p n - p n , 
b = n+ + n~ , 

J = V(n+ - rC) , 

(44) 

(45) 

(46) 

(47) 
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where / is the bacterial cell flow [a different definition has 
been given earlier, see formula (20)]. From equations (44)-
(47), it is easy to obtain the expression: 

S-7Ji = - ^ + + " " ) - y | w - ^ + - " " ) -

(48) 
Suppose that the speed V does not depend on the attractant 
level which is true for a broad concentration 
range [22, 112]. Also suppose that the bacterial cell flow 
attained equilibrium [the time required for this must 
significantly exceed (p+ -\-p~)~l\ In this case, it follows 
from equation (48) that 

db | v(p--p+)b 

p+ +p dx p+ +p 
(49) 

The form of formula (49) is similar to the phenomen 
ological expression 

db 
(50) 

which is easy to obtain from equation (24) and equality 
(28). Direct comparison of formulas (49) and (50) indicates 
that 

V 

P+ +P~ ' 

_v(p~-p+) 
p++p-

(51) 

(52) 

Formulas (51) and (52) demonstrate the functional 
relationship between the 'macroscopic' quantities \i and 
y c h on the one hand and individual cell parameters V, p+, 
and p~ on the other. Also, \i and V c h can be expressed 
through a change in the relative number N of bacterial cell 
receptors bound to attractant molecules. This will require 
the following assumptions: 

(a) In a general case, a change in the number N of 
bound receptors may be caused by changing attractant 
concentration with time and by its spatial change in the 
vicinity of the bacterial cell swimming with speed V. 
Therefore: 

dN dN dN 
- r - = ^ r - + 
dt ot ox 

(53) 

(b) The direction of cell motion after a tumbling episode 
is over is not totally random [23] which accounts for [113] 

\-<p 
P+/P~ (54) 

(for Escherichia coli exhibiting chemotactic response to a 
changing concentration of an aminoacid, the value of cp is 
close to 0.3 [113]). In formula (54) and equation (32) y is 
the tumbling frequency. 

(c) In accordance with formula (36) 

y = M _ a o dt (55) 

where a 0 = ocN0 [N0 is the total number of receptors of a 
given chemoeffector; the same notation was used in 
formula (35)]. 

Substitution of equations (53) and (55) into for­
mula (54) and then of the resulting expression into 

formulas (51) and (52) gives the following final equa­
tion [110]: 

. . exp a 1 _ . . „ , _ 
(/ — (p)y0 \ dc ot J \ dc ox 

dN dc 
sech OLV 

dN dc 

Vch = VtanhfaV 
dN 8c 
dc dx J ' 

(56) 

(57) 

The quantity dN/dc in formulas (56) and (57) stands for 
changes in the number of bound receptors due to changing 
attractant concentration. According to equation (33) 

dN 
~dc~ (k + c)z 

(58) 

where k is the dissociation constant for the at t ractant-
receptor complex. 

Both Zavalskii's and Rivero's models make it possible 
to describe the effect of bacterial memory underlying 
chemotactic responses of individual cells on the formation 
of macroscopic dynamic structures, i.e. population waves. 
The object of future studies will be to clarify the relation­
ship between these models and the results of in vivo 
experiments. Of special interest in this context are findings 
reported in Ref. [114] which indicate that Rivero's model 
compares very well with earlier experimental observa­
tions [100] in that it actually describes both the profile 
of bacterial population waves and the relationship between 
wave propagation velocity and concentration of the 
attractant substrate. 

To summarise, let us note that equations (40) and (43) 
obtained by Zavalskii as well as Rivero's equation (49) 
may, strictly speaking, be applied only to the analysis of 
one-dimensional regimes of population wave propagation. 
Nevertheless, the epistemological importance of these 
theories can scarcely be exaggerated since they provide 
the theoretical basis for phenomenological equations such 
as (24), (25), and the like. Extrapolation of the results 
obtained by the analysis of one-dimensional models to two-
and three-dimensional cases (accomplished artificially, e.g. 
by a y^z-fold reduction of the cell speed, where n is 
dimensionality [115]) has no solid theoretical basis. At 
the same time, it is in reasonable agreement with the 
available experimental findings [116, 117]. 

All in all, there remains much work to be done to 
complete theory of autowaves generated by structures with 
memory elements. 

3. Interaction between bacterial population 
waves and formation of static spatial structures 
3.1 Q and KQ structures 
It has been demonstrated in the foregoing discussion that 
motile bacterial cells inoculated into semisolid agar 
medium can generate wave fronts with enhanced cell 
density. Migration of such fronts can be regarded as 
autowave propagation and described by autowave 'reac­
tion-diffusion' equations [91, 107-110, 118]. 

Interestingly, bacterial waves closely approaching each 
other have been found to induce the formation of 
motionless stationary structures referred to as demarcation 
zones. Such zones separate different bacterial populations 
and prevent the formation of a solid bacterial lawn [119-
121]. 
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Figure 7. Format ion of bacterial Q-like structures [123]: a — 
approaching chemotaxis rings; b - d — their collision; e — their 
reflection from the collision zone; f—collision of reflected autowaves 
with the second tide of chemotaxis waves; g - h — formation of a 
stationary cross-like structure. 

It has been reported [121] that demarcation zones may 
result from the collision of bacterial fronts (chemotaxis 
rings) and their subsequent reciprocal reflections. In such 
cases, demarcation zones are located along front collision 
lines (Fig. 7). Both reflection and emission of several 
successive bacterial autowave fronts are the results of 
the ability of bacteria to switch over from selective 
consumption of one substrate (the concentration of which 
in the inoculation zone and in the zone where the fronts 

draw together falls almost to zero) to the consumption of 
another [13, 122]. The resulting stationary demarcation 
zones will be further referred to as Q structures [123]. 

Another type of demarcation zones, the so-called K Q -
like structures [124], has been reported to occur in 
experiments where wave fronts (chemotaxis rings) formed 
by separate bacterial communities cannot come into direct 
contact [119, 120] and consequently do not collide (Fig. 8). 

Therefore, bacterial communities converging as a result 
population autowave propagation can give rise to two types 
of static spatial structures, Q and KQ. It is noteworthy, that 
transition from Q structures to KQ structures can be 
induced by impaired bacterial cell motility (e.g. owing to 
an increase in agar density). 

Unlike Q structures, KQ structures are formed as a 
result of breaches in the approaching fronts; these fronts 
then diverge in directions perpendicular to the line that 
connects these wave sources (inoculation points) and thus 
'trace' the boundaries of the demarcation zone (Fig. 8a-c ) . 
The second tide of chemotaxis rings following the first one 
is similarly unable to spread beyond the demarcation zone 
(Fig. 8d). The zone remains apparent even 10-15 hours 
after its formation (Fig. 8f). 

The above mechanisms for demarcation zone formation 
are responsible for different spatial structures generated by 
population waves approaching each other. Formation of Q-
like structures is associated with enhanced bacterial density 
at points where chemotaxis rings intersect, as compared 
with cell density in those zones of the nutrient medium 
where they do not (Fig. 7b). Formation of KQ structures 
does not produce a similar effect. 

We have demonstrated that the type of structure is 
determined by various external factors including both agar 
concentration and initial pH values of the nutrient medium. 
Fig. 9 presents the results of experiments showing the 
formation of different structures (Q or KQ) in relation 
to pH and agar density in the nutrient medium. One can 

•11» •! !• 9* 

Figure 8. Format ion of bacterial KQ-l ike structures: a — two chemo­
taxis rings spreading from inoculation points [125]; b , c — formation 
of cross-like wave patterns as bacterial population waves converge; 
d — chemotaxis rings of the second tide unable to penetrate the 

demarcation zone; e — bacterial growth area spreading behind 
chemotaxis rings and equally incapable of entering the demarcation 
zone. Note prominent stationary rings within each bacterial growth 
zone which suffer breaches at the boundaries of the demarcation zone. 
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Figure 9. Relationship between parameters of the medium (pH and 
agar density C a g ) and the type of structures arising from autowave 
interaction of approaching chemotactic populations of E. coli [125]. 
Shaded and open circles denote Q and K Q structures, respectively. 
Half-shaded circles denote regimes at which the structure type depends 
not only on pH and C a g but also on the distance between inoculation 
points. Figures above the circles indicate mean velocities of 
propagation of corresponding chemotaxis rings (mm h _ 1 ) . 

clearly see two characteristic regions for each structure. 
Formation of KQ-like structures is associated with a lower 
rate of expansion of chemotaxis rings than that of Q-like 
structures. The fronts do not collide if their average velocity 
is lower than the critical value of about 4 mm h _ 1 [124]. 
Specifically, population fronts generated by Halobacterium 
halobium never collide because their velocity is at least one 
order of magnitude lower than the critical value [125]. Nor 
do they form Q-like structures. 

Transition from one type of structure to the other 
following a change in the parameters of the nutrient 
medium (e.g. C a g and pH) may be due to the change of 
its global properties independent of bacterial activity (its 
structure, viscosity, etc.) as well as local changes induced by 
the microorganisms themselves. The latter cause has been 
reported [124] to be the determining one in that the 
modulating effect of bacteria on the nutrient medium where 
the wave fronts converge appears to be responsible for the 
formation of different spatial structures. The nature of this 
effect required a special study. 

It was hypothesised that the type of structure may be 
related to bacterial motility which is in turn controlled by 
environmental conditions ( C a g and pH) [124]. Fig. 9 shows 
that formation of KQ structures, unlike that of Q structures, 
occurs at a low propagation velocity of chemotaxis rings, 
possibly owing to impaired motility of bacteria at certain 
pH and agar density values (Fig. 9). Concurrently, chem­
otaxis ring contrast at lower than critical propagation rates 
is markedly reduced and decreases with increasing ring 

diameter. This would suggest that the formation of KQ 
structures is associated not only with reduced bacterial 
motility but also with a fall in the bacterial reproduction 
rate. Reduced bacterial motility facilitates the growth of the 
concentration of repellents, products of metabolism, just 
ahead of the slowly migrating chemotaxis ring. These 
compounds may be responsible for initiating negative taxis 
in bacteria and can prevent wave fronts from coming into 
close contact [124], either directly or through local changes 
in the pH of the nutrient medium. The latter mode of action 
appears to be very likely in view of pH changes in zones 
where bacterial population waves propagate [126, 127]. 
Another feasible mechanism by which KQ structures could 
be generated is the lack of nutrient substrate just in front of 
slowly approaching chemotaxis rings [128]. Special studies 
revealed mechanisms of morphogenesis caused by 
approaching population autowaves, both Q and KQ ones. 

Interestingly, the notion of KQ and Q autowaves was 
first introduced to describe autowaves generated by ele­
ments devoid of memory. Such autowaves (e.g. concentration 
waves in the Belousov-Zhabotinskii reaction [76, 77, 79, 81, 
82, 129-131]) can be described by equations (4) and (5). 

Kerner and Osipov [81] have demonstrated that equa­
tions (4) and (5) describe two essentially different types of 
autowaves with e = l/L as the governing parameter. The 
properties of such autowaves propagating in a medium with 
s <^ I (KQ autowaves) are radically different from those of 
autowaves travelling in a medium where e > 1, or Q-like 
autowaves [81]. It is known that converging Q-like waves 
annihilate [76, 77, 79, 87, 129-134] whereas KQ-like 
waves do not [81]. This difference can be accounted for 
by the fact that in the case of KQ waves L > /, which means 
that 'a diffusion forerunner' (a refractory region ~ L in size) 
propagates in front of the KQ wave [81, 135]. As a result, 
two con-verging KQ waves begin to interact at distances 
considerably exceeding the front width (~ /) . 

The question arises: can a mathematical model of 
bacterial population waves (i.e. autowaves generated by 
cells possessing memory and, hence, chemotaxis) describe 
both Q and KQ waves? The answer is not obvious. Indeed, 
such a model is substantially different from the simple 
mathematical model represented by equations (9) and (10). 
To demonstrate this, we shall consider the following model 
of bacterial population autowaves [118] 

db 
dt 

dp 
dt 

where 

= r(p)b + V[A(p)Vb-vV(X(p)bVp)] 

— —r(p)b + Ap , 

(59) 

(60) 

^ dx dy A~dx2+dy2 

t is time, b is bacterial cell density, and p is concentration of 
the attractant consumed by bacteria. The first term in 
equations (59) and (60) describes growing cell number and 
substrate consumption by bacteria, respectively. The rate of 
cell number growth is 

r(p) (61) 
P + Pr ' 

where Px is Monod's constant [131]. The second term in 
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equation (59) describes chaotic bacterial motion in the 
absence of chemotactic effects. The motility of bacteria is 

A0 

KP) 

at p> p0, 

10— at p<p0, 
Po 

(62) 

where p0 and A0 are constants . It follows from 
formula (62) that a fall in substrate concentration p (at 
P ^ Po) is accompanied by a decrease in bacterial motility. 
The third term in equation (59) describes chemotactic 
response of bacterial cells to the substrate-chemoeffector 
gradient Wp. If the chemoeffector is an attractant, the cells 
compare its concentration at adjacent points of the nutrient 
medium [bacterial memory effect, see formula (5)] and 
gradually migrate to the region with higher concentration 
p. The constant v describes the intensity of bacterial 
chemotactic response, while %(p) is the chemotactic 
sensitivity of the cells. It is characterised by the following 
functional dependence: 

\ 2 

x(p) = 

l/por Pk/(p + Pky 

(P/PO)1 

at p>p0, 

at p^po, 
(63) 

where Pk is the dissociation constant of membrane 
receptors of a given bacterial chemoeffector. 

It is obvious from equations (59)-(62) that migration of 
bacterial population autowaves depends not only on 
functions b(x, y, t) and p(x, y, t) but also on their spatial 
derivatives. This is an important but not the sole difference 
of model (59), (60) and similar models [e.g. (24), (25)] from 
the classical models (4)-(9). For example, chaotic bacterial 
motion is characterised by the functional dependence A(p) 
[see formula (62)] rather than by a constant, unlike chaotic 
motion of reagent molecules which is described by diffusion 
terms in equations (4), (5). Moreover, in contrast to model 

(9)-(14), where it is usually assumed that Te <^ x n [81], in 
model (59), (60) the characteristic time of changes in 
bacterial density b is taken to be of the same order of 
magnitude as the characteristic time of changes in nutrient 
substrate concentration p. 

Numerical solution of equations (59)-(63) indicates 
that this model of propagation of bacterial population 
waves can describe both colliding (Q-like) and non-
colliding (KQ-like) waves [118, 123]. 

Fig. 10 illustrates the behaviour of Q-like autowave 
solutions of equations (59), (60). The figure shows that 
autowaves generated at four points of a two-dimensional 
medium tend to collide on converging. This results in the 
formation of a cross-like static structure characterised by an 
increased (compared to its environment) bacterial concen­
tration. 

Fig. 11 shows the dynamics of temporal and spatial 
changes in bacterial density and concentration of the 
substrate consumed by bacteria along the line joining 
the sources of two converging Q-like waves. It can be 
seen that at the moment of their collision the substrate 
concentration in this region has not yet dropped to zero, 
and it takes some time for this to occur. 

Fig. 12 demonstrates KQ-like dynamics of population 
waves obtained upon solution of equations (59), (60). 
Evidently, KQ-like waves give rise to a cross-like static 
structure with a decreased (compared to its environment) 
bacterial density. Thus, spatial structures formed by K Q -
like waves are qualitatively different from those generated 
by the collision of Q-like waves. 

Fig. 13 shows the dynamics of b and p changes along the 
line connecting two sources of KQ-like waves. It can be 
seen that the amplitude of the waves falls as they approach 
each other. This is obviously related to the formation of the 
demarcation zone dividing the two approaching bacterial 
populations; the population waves diverge in directions 
perpendicular to the line that connects the sources of these 

t = 0 t = 2.5 t = 5 

AO- 40-- o o 
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Figure 10. Format ion of a cross-like static structure with enhanced bacterial density as a result of collision of Q-like population waves [119]; 
the scale on the right corresponds to bacterial density. 



Figure 12. Format ion of a cross-like static structure with decreased bacterial density on convergence of two KQ-l ike bacterial waves [119]; the 
scale on the right corresponds to bacterial density. 

waves and 'trace' the boundaries of the demarcation zone 
(Fig. 12). 

It is seen from Fig. 13 that the demarcation zone is 
characterised by two conditions: (1) bzone —> 0 and (2) 
Pzone ~^ 0- The first condition can be regarded as defining 
KQ-like waves whereas the second leads to the conclusion 
that the formation of demarcation zones (where pzone = 0) is 

due to a gradual decrease of the substrate concentration to 
zero as the population waves approach each other. It 
follows from equations (62), (63) that both motility and 
chemotactic response of bacteria also undergo a dramatic 
fall which prevents such bacterial waves from colliding. 

Both Q-like and KQ-like waves are solutions of one and 
the same system of equations (59), (60). Transition from one 
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Figure 13. The dynamics of changes in bacterial density b (thick lines) and substrate concentration p (thin lines) for KQ-l ike population 
waves [119]. 

10.0 10.0 

Figure 14. Dependence of the width of the demarcation zone S (z axis) 
on the parameters v and Pr; %(p) — \/p. The shaded area corresponds 
to the Q regime [119]. 

0.14 

wave type to the other occurs at appropriate changes of the 
parameters v, Pk, and PX on which chemotactic responsive­
ness of bacteria and their growth rate depend [see 
formulas (59), (61), and (63)]. 

Fig. 14 shows the dependence of the demarcation zone 
width 3 on the parameters v and PT9 on the assumption that 
x(p) = l/p [see formula (63)]. It can be seen that 3 changes 
from 0 (Q-like regime) to = 8.0. Transition from the Q-like 
to the KQ-like regime of propagation of population 
autowaves occurs with a decrease in v and an increase 
in PT9 i.e. when both the chemotactic response and the 
bacterial reproduction rate decrease (Fig. 15). 

Fig. 16 illustrates the dependence (5(v,Pr) on the 
assumption that X(P) = Pk/(p + Pkf t s e e formula (63)]. 
Here, the transition from the Q-like to the KQ-like regime 
occurs more sharply (compare with Fig. 14). 

Fig. 17 clearly demonstrates the division of the 
(v,PK,PR) space into two regions: Q and KQ. In the case 
when X(P) = Pk/(p + Pk)2> the chemotactic response 

Figure 15. The boundary between Q and K Q regions in the (v, PT) 
plane [119]. 

Figure 16. Dependence of the width of the demarcation zone S (z 
axis) on the parameters v and Pr; %{p) = Pk/{p + Pk)2, Pk=0.l. 
The shaded area corresponds to the Q regime [119]. 
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Figure 17. Two-dimensional surface separating Q and K Q regions in 
the (v,Pk,Pr) space [119]. 

Figure 18. Dependence of the width of the demarcation zone S (z axis) 
on the parameters Pk and Pr; v — 1.1. The shaded area corresponds to 
the Q regime [119]. 

depends on two parameters (v and Pk) rather than one. In 
view of this, the change in the width of the demarcation 
zone 3 as a function of the parameters Pk and PY is of 
special interest. The dependence 3(Pk,Px) is shown in 
Fig. 18. 

It is seen from this figure that the transition from the Q 
regime (when 3 = 0) to the KQ regime occurs with a rise of 
both parameters, Pk and Px (corresponding to a decrease in 
chemotactic response and bacterial growth rate). 

Fig. 19 shows the dependence of the population 
autowave velocity U on the parameters v, Pk, and Px for 
both types of functional dependences x(p) t m accordance 
with formula 63)]. It can be seen that U depends weakly on 
the parameter Pk but increases significantly with both the 
growth of v and the fall of Px. The Q-like waves propagate 
at a higher velocity than the KQ-like waves. The critical 
value Ucx at which the transition from the Q region into the 
KQ region occurs within the (v,Pk,Px) parameter space 
depends on these parameters even though this dependence is 
not strong. All the Ucx values lie within a relatively narrow 
range of propagation velocities of population waves: 0 . 3 -
0.5 for X(p) = UP and 0.2-0.3 for X(P) = Pk/(p + Pk?• 

These findings are in good agreement with the results of 
our in vivo experiments on motile chemotactic bacteria [118, 
123-125, 136, 137]. Fig. 20 shows the spatial structure 
which is formed when two KQ-like bacterial waves 
approach each other in an in vivo experiment. It also 
shows changes in the nutrient substrate (glucose) concen­
tration immediately ahead of the wave fronts and in the 
demarcation zone separating the two populations, in 
comparison with the concentration at control points 
located at a distance from the propagating waves. It is 

Figure 19. Dependences of the population wave velocity U (z axis) on 
the parameters v and Pr, %(p) — \/p (a); v and Pr, 
x(p) =pk/(p + pk)2, pk = 0.1 (b); Pk and Pr, v = 1.1 (c). The shaded 
area corresponds to the Q regime [119]. 

Figure 20. The decrease of glucose concentration in the agar nutrient 
medium when a demarcation zone is formed. The glucose sampling 
points shown are as follows: at a distance from the converging waves 
(control), immediately ahead of the wave fronts, and in the 
demarcation zone [119, 138]. 

clearly seen that the glucose concentration decreases 
significantly ahead of the wave fronts and even more so 
within the demarcation zone. Table 2 contains more 
detailed information obtained in these experiments. It 
also shows that the fall in glucose concentration in the 
demarcation zone (0 — 21% of the control value) is, on 
average, more pronounced than ahead of the population 
wave fronts (0 — 45% of the control values). 

These results obtained by biochemical methods have 
been confirmed in experiments in which radioisotope 
tracers were used [123, 136, 138]. 

Interestingly, glucose concentrations on both sides of 
the demarcation zone boundary were nearly identical, so 
that the ratio of these concentrations in our experiments did 
not exceed 2. However, the chemotactic response of E. coli 
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Table 2. Glucose concentration changes when two KQ-l ike bacterial population waves approach each other. 

Sampling points Glucose concentrat ion/mM 

Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 

Control 1.12 ± 0 . 2 0.76 ± 0 . 1 3 
Ahead of wave fronts 0.14 ± 0.33 0.22 ± 0.01 
In the demarcation zone 0.11 ± 0 . 0 1 0.16 ± 0 . 0 1 

to sugars is known to occur only when this ratio is close to 
100 [103]. 

Therefore, the fall in glucose concentration appears to 
be the determining factor in the formation of demarcation 
zones. A similar effect was observed in computer simula­
tions (Fig. 13). It is important to note that in accordance 
with the results of computer simulations, the transition 
from KQ-like waves to Q-like ones in vivo was charact­
erised by an increase in the wave propagation velocity to a 
certain critical value (ca. 4 mm h _ 1 ) [124]. 

The question arises: why the demarcation zones do not 
dissipate 10 or even more hours after their formation, as has 
been shown in our earlier studies? Evidently, this can be 
attributed to the decrease in substrate concentration in the 
demarcation zone below a certain critical level resulting in a 
markedly reduced bacterial motility [in compliance with 
formula (62)]. In computer simulations, demarcation zones 
did not form when this condition was not fulfilled [123]. 

To summarise, extensive experimental studies have 
demonstrated that spatial structures formed by motile 
bacteria can be very unstable (e.g. local clusters of bacteria 
form around inoculation points in bacterial cul­
tures) [13, 31, 35, 93, 96, 101, 103, 119, 137]. Instability 
of such structures (their schematic representation is given 
in Fig. 21 A) may be caused by continuous changes of the 
nutrient substrate distribution (owing to its consumption by 
bacteria) and also by bacterial motility and chemotaxis. 
Unstable structures are eventually transformed into other, 
more stable ones. The transformation patterns depend on 
both the properties of bacteria and the parameters of the 
nutrient medium. The two types of structures thus formed 
are shown in Figs 21B and 21C (compare with Figs 7 and 

B 
Q-like waves 

C 

KQ-like waves 

Figure 21. Autowave transformation of unstable bacterial clusters into 
two types of spatial structures [119]. 

0.87 ± 0 . 0 8 0.96 ± 0 . 1 4 1.00 ± 0 . 1 
0 0.25 ± 0.01 0.45 ± 0.02 
0 0.09 ± 0 . 0 1 0.21 ± 0 . 0 6 

8). It is interesting that the spatial structure presented in 
Fig. 21B appears, in its turn, to be unstable under certain 
conditions (e.g. when the bacteria forming population 
waves in a multi-component nutrient medium can switch 
from preferable consumption of one substrate assortment to 
the consumption of another); this may result in the 
formation of a structure resembling the one shown in 
Fig. 21C [13, 121-124]. The transition A ^ B (Fig. 21) 
is produced by rapid Q-like waves (propagating at veloc­
ities exceeding the critical value), whereas the transition 
A —> C is accomplished by slow KQ-like waves. In the latter 
case a demarcation zone separating individual cell popula­
tions is formed (Figs 8, 12, 20). 

3.2 T2R waves 
It is noteworthy that in addition to the above two regimes 
of bacterial wave interaction, a third type has recently been 
described [139]. It has been found that superfast bacterial 
waves (propagation velocities in excess of 9 mm h _ 1 ) 
approaching each other behave like solitons (i.e. in a way 
very unusual for autowaves). They appear to be recipro­
cally permeable and neither interfere with each other nor 
change their velocity during their interaction. Such mode of 
interaction is called the T5[R regime and the corresponding 
waves are referred to as T5[R waves [139]. 

The soliton-like behaviour of Tffll waves is illustrated in 
Fig. 22. A possible mechanism responsible for the induction 
of the Tffll regime was investigated in numerical simulation 
based on mathematical model (59)-(63) [139]. It was found 
that propagating T5[R-waves leave behind them a certain 
amount of substrate unmetabolised by bacterial cells and 
sufficient for a gradient to form in the region where Tffll wave 
fronts collide and bacterial density is enhanced. As a result, 
the collision may be followed by further propagation of 
individual T5[R waves without the bacteria switching to the 
consumption of another substrate (in contrast to the 
situation observed in the case of Q-like population waves 
[13, 118]), until the concentration of the consumed sub­
strate just ahead of the T5[R waves falls to zero owing to its 
utilisation by bacterial cells which have remained behind 
and did not participate in the population T5[R waves [139]. 

It is known that autowaves play an active role in the 
morphogenesis of multicellular organisms. They may also 
include waves of mechanical activity of epithelial cells [140], 
calcium waves generated upon egg-cell fertilisation [141], 
waves arising from cell aggregation in Dictyostelium 
discoideum, and also wave processes associated with the 
developmental stages of this slug following aggrega­
tion [13, 142-144]. Autowave involvement in the above 
processes may account for the growing drive to discover 
new types of autowaves (e.g. autowaves) and for 
studies of the interaction between autowaves ( with 
memory and without it ) and their role (along with that 



From the dynamics of populat ion autowaves generated by living cells to neuroinformatics 979 

t = 0 t = 20 min T — 28 min 

Figure 22. Soliton-like behaviour of two bacterial population autowaves (TStR waves) approaching each other [139]. 

T — 33 min 

of the Turing mechanism [77, 81, 82, 87, 131, 135, 145]) in 
the formation of biological structures. 

4. Unstable propagation regimes of population 
waves formed by motile chemotactic cells 
4.1 Stability of classical autowaves formed by elements 
devoid of memory 
Stability of autowaves is a cardinal problem in the physics 
of excitable media [123]. In the early 1940s, Kokochashvili 
was the first to show impaired stability of flame 
propagation front in a hydrogen/bromine mixture 
(35% -40% H 2 and 60% - 6 5 % Br2) [146, 147]. The 
theory of this phenomenon was worked out by Zel'dovich 
[147]. The stability (or instability) of the flame front was 
found to be dependent on the ratio of the coefficient of 
diffusion to thermal conductivity. In mixtures in which the 
coefficient of diffusion exceeds thermal conductivity, 
increased fuel supply due to diffusion in a randomly 
formed convex front zone prevails over loss of heat from 
the unburnt portion of the mixture; this results in a higher 
combustion rate. Conversely, in a mixture with a concave 
front the loss of fuel through diffusion prevails over heat 
generation which accounts for a decreased combustion rate 
and instability of the plane autowave [147]. 

Later, Kuramoto [148-151] undertook a more detailed 
theoretical analysis of autowave stability in re-excitable and 
non-reexcitable media. He demonstrated that the autowave 
front may lose stability when the diffusion coefficient of the 
inhibitor exceeds the diffusion coefficient of the activator, 
assuming that the front is formed by elements devoid of 
memory and can therefore be described by typical autowave 
'reaction-diffusion' equations. In vector form, these 
equations can be written as: 

dX 
dt D 

dx2 + dy2 
X + F(X) (64) 

where X = X2, • • • ,Xn) is a vector with concentration 
variables serving as its coordinates and D is the diagonal 
diffusion matrix. In order to examine the stability of the 
autowave described by equation (64) by the conventional 
approach, it is necessary to specify a small spatial 
deformation of the wave front similar to that depicted 
in Fig. 23. The weak dependence of X on the coordinate y 
can be formally presented as: 

^ = F { X ) + D ^ + S»> 

d2X 
P = D W 

(65) 

By analogy with perturbation of a one-dimensional system 
according to 

X(z, t)=X0+ U(z, t) , 

where z = x — c(t +1//0) and c is the front velocity, two-
dimensional perturbation of the autowave front was 
simulated by the equation [150, 152]: 

X(x,y,t)=X(Z, [ * ] ) = * o ( 9 + « ( & [*]) 

where 

£=x -c$(y,t) , 
/ rd<P d2<P 

(66) 

(67) 

(68) 

(68a) 

Figure 23. Distortion of wave fronts: 
(b) switching wave [151]. 

(a) impulse-like and 
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In equation (67), $(y,t) is a function changing slowly with 
y which is reflected in the small factor e. The shape of this 
function is defined by the following equation [151]: 

— = 1+Q[$] , (69) 

where 

0 [ * ] s 0 ^ , » ^ , . . . j 

The form of the function Q[&] may be determined by 
substitution of expression (66) [with account taken of 
identity (68) and equation (69)] into equation (65) followed 
by expansion into powers of e: 

fl[*] = X V f l v [ * ] , 

where [152] 

62<Z> Jc&Y 

o2[*] 644> /64>V 

(70) 

(71) 

(72) 

etc. The coefficients a,/?,y (the coefficient 5 will not be 
needed below) are defined as [151]: 

a = (0|D|0) 

P = -c[0 D 

y = ^Tl(0\D\t)(l\D\0)9 

with the following notation: 

/•OO 

(Z|A|/») = ut(Z)Aum(t;)dZ 
J —OO 

(73a) 

(73b) 

(73c) 

(74) 

In formulas (73) and (74), kx and u{ (I — 0,1, 2, . . . ) are 
the eigenvalues and the corresponding eigenvectors of the 
operator 

nz)=L(Z) + c - + D - 2 . (75) 

In equation (75), L(z) is a Jacobian in which the ij-ih 
element is dFi(x0)/dx0j, and u* in (74) is the eigenvector of 
the operator 

r { 7 ) = m _ c A . ^ D j _ , ( 7 6 ) 

corresponding to the eigenvalue kh where the index t stands 
for transposition. The eigenvectors are orthonormalised as 
follows: 

u\{z)um{z) dz = 5 LM 

where b\m is the Kronecker delta. It is assumed that 
Uq(z) = dX0/dz. 

Taking into account expressions (70)-(76), one can 
transform the evolution equation (69) to [149, 151] 

e 7 = a v + / W ~ ] W 
+ . . . , (77) 

where *P = <P — t. Neglecting all terms in the right-hand 
side of equation (77) except the first two and substitut­
ing [152]: 

«A = - l n £ / , a 
>' = — u 

we can transform the 'truncated' evolution equation to 

dt a du2 
(78) 

The form of equation (78) coincides with that of the 
diffusion equation and the ratio /32/oc corresponds to the 
diffusion coefficient. It is clear that, at a < 0, solutions of 
the evolution equation become unstable. The question 
arises whether a takes on a negative value. Using the 
specific model 

dx 
-X + H(X -a)-Y + DXAX , 6; 

67 
= bX-cY + DYAY (79) 

where H{X — a) is the Heaviside's function, Kuramoto 
[149, 151] showed that a is determined by the formula: 

(1 - lay \D 
(80) 

and can take on negative values. In equations (79) and 
(80), a, b,Dx, and DY are non-negative parameters of the 
model, and e is a parameter determining the smallness of 
the quantities b,c, and Dx'. 

b = sb , 

c = EC , 

According to formula (80), the transition from positive to 
negative values of a occurs during motion in the parameter 
space, e.g. when the diffusion coefficient DY of the 
'inhibitor' Y increases. Taking into account higher order 
terms one cannot rule out that unstable regimes will not 
arise [148, 151, 153, 154]. 

To obtain a better insight into the mechanism of their 
formation, consider a bistable system consisting of an 
activator X and an inhibitor Y. Assume that the entire 
medium is divided by the autowave front into two regions 
as shown in Fig. 24a and that each region corresponds to its 
stable state: (Xi,Yi) and (X2, Y2). Also, assume that 
Xx > X2 and hence Yx > Y2. 

Let us suppose that an initially plane wave front has 
suffered a small perturbation (Fig. 24b) and examine its 
evolution. For autowave instability (as well as for the 
Turing structures [145]) to occur, it is necessary that the 
diffusion rate of Y should be higher than that of X [147, 
149, 151, 155]. Because of this, the isoconcentration contour 
of Y looks and actually is somewhat smoother than the 
front of X (Fig. 24b). As a result, the most convex part of 
the front of X (designated as A in Fig. 24b) is located in the 
region with reduced Y concentration. At the same time, the 
concave parts of the front of X (indicated by letters B and C 
in Fig. 24b) coincide with the region of enhanced levels of Y 
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Figure 24. Mechanism of autowave front instability [152]. 

(Fig. 24b). The deficit of Y facilitates the production of X; 
conversely, the production of X is inhibited by increased Y 
concentrations. When these effects are sufficiently strong to 
counterbalance the smoothing effect of diffusion, they may 
become capable of amplifying the originally weak perturba­
tion of the shape of the autowave front leading to the 
development of diffusional instability (Fig. 24c). 

Another interesting mechanism of autowave instability 
is inherent in bistable anisotropic active media whose 
diffusion properties do not change along any particular 
direction but are different for different directions. Such an 
instability was investigated by Mornev [156]. 

Anisotropic active media are characterised by diffusion 
coefficients having a tensor nature. For this reason, instead 
of the equation describing mass transfer due to diffusion 

J = -DWu , 

where u is the concentration variable, the following 
equation applies: 

-DWu , (81) 

where D is a linear operator performing the rotation of 
vectors y and Vw relative to each other (diffusional 
anisotropy effect). It is possible to rewrite equation (81) 
as follows 

du 
'dx~R 

(82) 

where the summation is performed over repeated indices /?. 
In equations (81) and (82), D is the diffusion tensor of the 
excitable (active) medium defined in each spatial coor­
dinate system by corresponding matrices of its components 
[Dap] and Ja are the components of / in the same 
coordinate system. 

The tensor D in equation (81) must fulfill the following 
two conditions: 

(i) it must be nondegenerate, i.e. 

det ^ 0 ; 

(ii) all eigenvalues of D must be positive. 
Condition (f) ensues from the one-to-one relationship 

between / and Vw. This automatically leads to the existence 
of a complete set of nonvanishing eigenvalues Z)1,Z)2, 
of tensor D and corresponding principal axes defined by 
unit linearly independent eigenvectors A U a 2 , 

Condition (ii) follows from the physical meaning of the 
eigenvalues Z)1,Z)2, . . . of tensor D: Dk is the diffusion 
coefficient in the case when Vw is located on the k-th 
principal axis of tensor D. It is clear that a diffusion 
coefficient cannot be negative. 

For an anisotropic medium, equation (6) takes on the 
form: 

'•DnR^-?-+f{u) . (83) 
du 
di' 

In equation (83), summation is performed over repeated 
indices. 

The presence of anisotropy of an active medium, 
described by equation (83), accounts for the dependence 
of the steady-state velocity a of the plane wave travelling in 
such a medium on the direction n in which it propagates: 
v = v(ri). 

In the case of a symmetric tensor D (Dap = Dpa), that is 
when the principal axes of D are mutually orthogonal, the 
dependence of velocity on direction is relatively simple. 
Thus the velocity Vk of a switching autowave propagating 
along the k-th principal axis is proportional to where 
Dk is the k-th eigenvalue of tensor D. Such a medium has 
been examined in detail in connection with the analysis of 
excitation wave propagation in anisotropic neuromuscular 
syncytia in which electric conductivity played the role of the 
diffusion tensor [157]. 

When Dap ^ Dpa, the two principal axes of tensor D are 
not mutually orthogonal and the minimum adjacent angle 6 
between them (the so-called 'angle of anisotropy' [156]) 
serves as a parameter that markedly affects autowave 
propagation patterns. It has been demonstrated [156] 
that in this case the autowave velocity depends both on 
the direction of its propagation and on the parameters of 
anisotropy defined by tensor D. This dependence is 
described by the formula [156]: 

a = (x(n)ae , 

where 

a(#i) = VS :n2 

(84) 

(85) 

In formula (84), a e is the velocity of a plane autowave in a 
reference isotropic medium (with D = 1) and with the same 
function f(u) as in the anisotropic medium [the reference 
isotropic medium is described by equation (6) while the 
anisotropic one is characterised by equation (83)]. In 
formula (85), a (w) is the absolute autowave refractive index 
of the anisotropic medium in direction n and the expression 
under the root sign is a double convolution of tensor 
D = [Dap] and tensor n 2 = [n^nv], i.e. 

: DapnanB . (86) D : n2 

the summation is performed over 

by the 

In expression (86), 
repeated indices. 

Expressions (84)-(86) have been obtained 
following simple line of reasoning. Suppose that 

u = uc(t) , 

T = t — Jt'Xa~l , 

U'X 

2 2 2 
n = rii + n2 + .. = 1 (87) 

is a self-modelling solution of equation (6) with D = 1. 
Such a solution is known to correspond to a switching 
wave that propagates in an isotropic ('reference') medium 
with a velocity a e in direction n. Substitution of expres­
sion (87) into equation (6) (at D = 1) yields the following 
differential equation: 

d M f t - + / ( K e ) = 0 , (88) 
d2ue 

1 ^ dr 

where 

dxadxp 
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(89) K = — 
ai 

Equation (88) fulfills boundary conditions which define 
two stable states of the active medium for a switching wave 
at T — > =boo. These conditions being fixed, the value of 
parameter K , which is the eigenvalue of the boundary 
problem and is defined by equality (89), can be uniquely 
and unambiguously determined. This yields the velocity 
A E = K " 1 / 2 . 

Now, consider the self-modelling solution 

u = u(t) 

t — RI'Xa 

n2 = n\ + n\ + . . . = 1 (90) 

of equation (83) which describes a switching autowave 
spreading in direction n in an anisotropic bistable medium. 
Substitution of expression (90) into equation (83) leads to a 
boundary problem which includes the equation: 

d2u du 

where 

(91) 

(92) 

It is obvious that equation (91) coincides with equation 
(88). In both problems, the parameter k has the same value 
if we assume that the boundary conditions of equa­
tions (88) and (91) also coincide. Equating expressions (89) 
and (92) we find that 

a = a(n) = fleV^V^ = cicVd : n2 (93) 

which proves formula (84), with equalities (85) and (86) 
taken into account. 

An important corrolary of equation (93) is that plane 
autowave propagation is impossible along directions n (the 
so-called 'autowave opacity directions' or 'forbidden direc­
tions of propagation' [156]) for which the following 
inequality holds: 

oc2(n) = (D:n2)^0 . (94) 

In fact, the refractive index [defined by formula (85)] along 
autowave opacity directions either equals 0 [when the 
right-hand side of equation (94) is zero] or is purely 
imaginary [when inequality (94) is strictly fulfilled]. 
Accordingly, the velocity a defined by formula (84) and 
proportional to a ( w ) is also equal to zero or purely 
imaginary for these directions. This implies that, for the 
forbidden directions n, equation (83) does not have 
autowave solutions in the form of switching waves 
travelling with a real nonvanishing velocity a . 

It has been shown [156] that the quantity oc2(n) —D\n2 

can be determined in the following way: 

oc2((p) =A+B(9) sinlcp (95) 

In equation (95), 6 is the angle of anisotropy, and cp is the 
angle between direction n and the axis of abscissae, 

1 
( D 2 + D x ) 9 B 

1 
2 sin 6 

( D 2 - D l ) , 

Di > 0 and D2 > 0 are eigenvalues of tensor D. It follows 
from equation (95) that autowave opacity directions fulfill 
the inequality: 

A +£(0)sin2(p ^ 0 . (96) 

Inequality (96) corresponds to angles of anisotropy 6 for 
which the plot of function oc2((p) touches the axis of 
abscissae or intersects it. The analytical condition for the 
emergence of opacity sectors has the form [156]: 

D2-Dx 

< arcsm D2+Dl 

What is the underlying physical reason behind the 
appearance of forbidden directions? To answer this ques­
tion we shall examine the relationship between the geometry 
of the disposition of vectors / and V and the autowave 
refractive index a. / may be represented as the sum: 

/ = /|| + J ± _ •> 

where J\\ lies on the same straight line as Vw while / j _ is 
perpendicular to it. Since 

/ i i = ( J \ \ ' Q ) Q = Ja<iAQ, 

where Q is a unit vector codirectional with Vw and qa are 
direction cosines of Q, it follows [on taking into account 
equation (82)] that: 

du 
-D *P<la (97) 

Note that 
du 

dxR 

Vu\qp 

Owing to this, equation (97) assumes the form 

/ | | = - ^ a ^ a ^ | V w | g = -(£> : q2)Vu . 

From this and equation (85) it follows that 

/ i i = -oc2(Q)Wu . (98) 

It is clear from equation (98) that is directed against 
the gradient u when and only when oc2(Q) > 0. Conversely, if 
oc2(Q) = 0, then is orthogonal to Vw. Finally, when 
oc2(Q) < 0, i.e. when the refractive index oc(Q) in the Q 

direction has an imaginary value, then is codirectional 
with Vw. This means that if Vw coincides with one of the 
directions lying in opacity sectors, the medium contains a 
component of activator flow which is described by vector 
and is coincident with the direction in which its concentra­
tion grows. This makes it impossible for autowaves to 
propagate along directions corresponding to imaginary or 
zero values of oc(Q). 

Hence, the inevitable loss of stability and disintegration 
into fragments of any plane autowave front the normal to 
which lies in the opacity sector. It should be noted, 
however, that the author of this model [156] himself 
questions the possibility of the existence of active media 
having a diffusion tensor with non-orthogonal eigenvectors. 

4.2 Spontaneous bursting of the symmetry of population 
autowaves formed by mobile microorganisms possessing 
chemotaxis 
Unlike classical autowaves, population waves are often 
formed by 'particles' (individuals) posessing memory and 
taxis. It is therefore tempting to suggest that this difference 
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may account not only for the specific features of 
population wave propagation and interaction but also 
for the possible disturbance of spatial structures generated 
by these waves. This subsection is largely dedicated to the 
examination of the distortion of symmetry of such 
autowave patterns. 

Usually, inoculation of bacterial cells at some point of 
semisolid (agar) nutrient medium is almost immediately 
followed by their reproduction and formation of a round 
spot that expands from the inoculation point, representing 
bacterial growth. This parent bacterial population produces 
spreading concentric circles of population waves [93] 
(Fig. 25a). The mechanism of this process has been 
examined in detail [101] and shown to involve release of 
bacterial population waves, one after another, when 
chemotaxis effects prevail over effects associated with 
cell motility. 

The symmetry of autowave patterns is subject to 
spontaneous disturbance upon a rise in agar density [13, 
91, 123, 159]. This was reported to be the case when agar 
concentration was increased to 0.3% or higher (provided 
this did not interfere with the motility of bacterial cells). 
Such an increase resulted in the parent bacterial population 
giving rise to randomly distributed arch-shaped waves 
('bursts') rather than to regular concentric structures [13, 
91, 123, 159] (Fig. 25b). 

What is the mechanism of transition from symmetric 
(Fig. 25a) to asymmetric wave patterns? One possibility was 
predicted by computer simulation. 

The mathematical model designed to answer the above 
question [123] describes the motion of zero-size 'cells' in an 
attractant concentration field in accordance with the 
'chemotactic behaviour codex'. Any such 'cell' is an 
independent entity travelling with constant speed (v) during 
time (T) in the direction determined by angle 

After a lapse of time T, angle $ undergoes random 
changes within the interval [0, 2n]. As in the case of live 
bacterial cultures, time T in the model depends on the 
attractant level, that is T increases by the amount Tx at the 
instant t + T (where T is the time step) 'the cell' reaches a 
point with attractant concentration exceeding that in the 
previous point of the space at the previous instant t (the 'cell 
memory' effect). The constant T\ is the parameter of the 
model. 

The concentration field consists of Kx x My squares. 
Attractant concentration (C0) in any given square at instant 
t + T depends on the attractant level in N adjoining squares 
at instant t (diffusion effect). This dependence is described 
by the formula: 

C0(t + T) = ^Cn(t)+DC0(t) (99) 

where D is a constant. If, for instance, D = 1, n = 8, 
C 0 ( 0 = 9, Cn[t) = 0 (n = 1 , 2 , 3 , . . . ,8) , then it follows from 
expression (99) that C 0 ( ^ + T ) = 1 (Fig. 26 ) . At C 0 < C M I N 

( C m i n is the parameter of the model), the velocity of the 
'cell' falls in accordance with the parabolic law. Therefore, 
at attractant concentrations below the threshold value, the 
'cell' loses motility [in model (59), ( 6 0 ) this phenomenon 
was taken into account by formula (62) ] . 

Figure 25. (a) Typical symmetric wave patterns formed by 
chemotactic bacteria E. coli in semisolid nutrient medium; agar 
concentration 0.28%. (b) Typical asymmetric wave patterns formed 
by chemotactic bacteria E. coli in semisolid nutrient medium; agar 
concentration 0.34%. Each burst shows two waves following each 
other in succession [118, 24, 158]. 

Ci c 2 c 3 

c 8 Co c 4 

c 7 c 6 c 5 

t + T 

0 0 0 1 1 1 

0 9 0 => 1 1 1 

0 0 0 1 1 1 

Figure 26. Attractant difusion in compliance with formula (99). 

In addition to the aforementioned 'chemotactic behav­
iour codex', it is assumed that the 'cells' are capable of 
reproduction. Reproduction of an individual 'cell' is 
characterised by quantities T C E L L which at the outset are 
randomly distributed among 'cells' within the interval 
[0, T M A X ] , where T M A X is the lifespan of a single 'cell'. As 
soon as T C E L L attains the value T M A X , the 'cell' undergoes 
division into two. T M A X is the parameter of the model. 

'Cell' behaviour in the present model is determined by 
three parameters: (1) cellular motility, i.e. path / travelled 
by the 'cell' during time T ; (2) chemotactic responsiveness 
T\\ and (3) chemotactic sensitivity, i.e. the minimum 
difference between attractant concentrations to which the 
'cell' can respond: 
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min AC 0 = min[C0(^ + T ) - C0(t)] . 
Fig. 27 demonstrates the formation of stable wave patterns 
( a - c ) and development of instability ( d - f ) in a computer 
simulation based on the automaton model described 
earlier. The initial stages of the two-wave regimes are 
seen to be very similar in that ring-shaped structureless 
'cell' populations resembling those observed in in vivo 
experiments arise and propagate from the origin (Fig. 25). 
However, subsequent stages are essentially different. The 
likelihood of wave symmetry bursting (Fig. 2 7 d - f ) 
depends on the above cellular parameters, viz. motility /, 
chemotactic responsiveness 7\ , and chemotactic sensitivity 
of the 'cells'. For example, distortion of symmetry may 
result from impaired chemotactic sensitivity (as in the case 
of the computer simulation shown in Fig. 27). 

d c f 

Figure 27. Format ion of symmetric ( a - c ) and asymmetric ( d - f ) wave 
patterns in a computer simulation [124]. A stationary (motionless) ring 
is formed behind the propagating population wave (b). Characteristic 
parameters: 7 ^ = 4 ; / = 0.8; min A C 0 = 1 (for symmetric wave 
patterns) and Tx —4; I — 0.8; m i n A C 0 = 10 (for asymmetric wave 
patterns). 

It follows from Fig. 28 that the parameter space 
(/, Tu min AC0) is divided into two regions: RW (where 
regular symmetric wave patterns occur) and DW (where 
symmetry is distorted). Fig. 28 shows that the transition 
RW - > D W is virtually independent of the chemotactic 
responsiveness unless motility / exceeds 1. Critical values 
of chemotactic sensitivity increase dramatically with 

Figure 28. The interface between R W and D W regions in the 
parameter space ( r 1 ? /, m i n A C 0 ) . The D W region is located above the 
interface. 

increasing motility provided the chemotactic response is not 
abnormally high (Fig. 28). 

Therefore, this relatively simple mathematical model 
demonstrates how symmetric autowave patterns formed 
by motile elements with memory (and chemotaxis) may 
be distin-guished. It may be suggested that such symmetry 
bursting is due to fluctuations of bacterial cell density (by 
analogy with fluctuations in the amoeba Dictyostelium 
discoideum reported to cause instability of cell flow during 
aggregation [159]). 

It follows from Fig. 28 that the transition RW DW 
can be obtained in experiments on living cells with reduced 
motility and cells exhibiting impaired chemotactic sensitiv­
ity or strong chemotactic response (provided they retain 
sufficiently high motility). The former possibility can be 
easily observed in an experiment (see Fig. 25b). However, it 
remains to be elucidated whether bacterial density fluctu­
ations are actually responsible for the formation of bursts 
and, hence, asymmetric wave patterns in in vivo experi­
ments, notwithstanding that many authors have provided 
evidence to confirm the feasibility of such a relationship 
[91, 123, 159]. 

Fig. 29 shows a two-dimensional pattern of optical 
density measured 2 h after the appearance of one of the 
bursts. Clearly, there is a correlation between its localisation 
and fluctuations (local rise in bacterial cell density) at the 
parent population border. It has been shown [123, 159] that 
such correlation holds for all cases of burst development. 
However, in certain instances bacterial density fluctuations 
are not accompanied by the appearance of bursts. One can 
therefore conclude that fluctuations are necessary but not 
sufficient to cause symmetry disturbances in bacterial 
autowave patterns. At the same time, mutations do not 
appear to constitute a necessary condition for the devel­
opment of such instabilities. This inference is confirmed by 
the following evidence [91, 123]. Bacteria from the bursts 
inoculated into freshly-prepared agar nutrient medium 
prove to be able to form population waves that propagate 
at a velocity identical to that of parent population expansion 
(< 1 mm h _ 1 [91, 123]). These isolates, in turn, give rise to 
bursts. Results of aminoacid analysis and NMR spectro­
scopy of samples of medium obtained immediately behind 
the parent population wave front and just behind the arched 
boundary of the burst indicate identity of their chemical 
composition. Moreover, bacteria from bursts and circular 

Figure 29. A two-dimensional map showing optical density 
distribution during burst formation [159]. The scale on the right 
corresponds to bacterial density. There is a small area of the initial 
localisation of bacterial cells in the middle of the developing burst. 
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wave fronts inoculated into fresh nutrient medium have 
similar doubling time T and exhibit practically identical 
growth curves (T « 65 min at 36 °C [91, 123]). 

Interestingly, bursts, unlike circular waves [158], are 
characterised by time-dependent variations of such an 
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Figure 30 Cell distribution in relation to their length (a) in the parent 
population and in bursts: (b) immediately after their appearance and 
(c) 3 hours later [91, 123, 159]. 

important parameter as the average cell length 
L [91, 123, 158]. Immediately after the bursts appear, their 
cells are longer (higher values of L) than the cells belonging 
to the original parent population (Fig. 25b shows such a 
population as a round spot in the centre of the wave 
propagation area) (Fig. 30). Cell length distribution max­
imum at the initial stage of burst formation is shifted 
towards higher values of L (Fig. 30b) as compared with a 
similar maximum in the parent cell population (Fig. 30a). 
Three hours later, both the maximum of cell length 
distribution and the average cell length return to the initial 
values characteristic of the parent population 
(Fig. 30c) [91, 123, 158]. It has been shown that cell redis­
tribution in relation to their length is governed by: (a) a rise in 
the number of cells when their density decreases and an 
increase in the cell length with the resulting enhancement of 
cell density in the population [161], and (b) the relationship 
between cell motility and length in E. coli [162]. 

It is noteworthy that bursts failed to develop when the 
propagation velocity of bacterial population waves was in 
excess of a critical level UCY approaching 1 mm h _ 1 . Wave 
velocities U > Ucx were reached when agar concentration 
was reduced to 0.3% or below [91]. Only slow waves proved 
unstable. Their low velocities were probably due to a 
relatively high agar concentration. In fact, motile bacteria 
living in the agar medium collide from time to time with 
agar fibres and come to a stop [163]. This results in reduced 
cell motility and wave propagation rate with increasing agar 
density. These findings suggest that low motility of cells 
may be responsible for parametric instability of bacterial 
population waves. 

The mechanism of such instability has been explained as 
follows [91, 123, 159]. Bursts are formed if the most motile 
and initially few cells travelling ahead of the front formed 
by the expanding parent population are given sufficient 
time for their density to increase significantly (as a result of 
reproduction) and produce their chemotaxis wave before 
the approaching front takes them up and thus absorbs the 
developing burst (Fig. 31). 

It is appropriate to use model (59), (60) in order to 
estimate UCT. For bacteria travelling ahead of the parent 
population front we have [91]: 

b = sp , 

p =p* + £71 , 

KP) = , 

r(p) = r(p*) + en(p* + en + Pk) , (100) 

where p* is a constant, p* > p0, and e is a small parameter 
(e > 0). Since A0 < r(p*) ~ 1 [118], substitution of expres-

( D -V 
Figure 31. Hypothetical mechanism of bacterial wave instability and the nascent burst and the edge of the propagating parent population, 
burst formation. The dotted line indicates scarcely visible confines of Arrows show the direction of the wave propagation. 
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sions (100) into model (59), (60) allows equation (59) to be 
linearised and represented in the form [91, 123]: 

6/} 

Hence, 

In 
Po 

(101) 

where /30 = /3 (t = 0). T in equation (101) is dimensionless 
time [118]. Dimensional time is 

* 1 

where K = 0.76 h" 1 [136]. Therefore, 

(102) 

During the time interval t*9 bacterial cell density ahead of 
the advancing parent population front increases from /30 to 
/?. The critical velocity is 

Ucr = - = KL In 
Po 

(103) 

where L is the characteristic size of the developing 
protuberance. Normally L « 5 mm [91, 123]. Therefore, 
at p / p 0 ~ 102 - 103, UCI = 0.6 - 0.8 mm h" 1 . This value 
is in good agreement with experimental 
results [91, 123, 159]. 

The mechanism of symmetry bursting of wave patterns 
formed by chemotactic bacteria has in the main been 
studied experimentally. Analytic generalisations of the 
available data have so far not been reported. It is reason­
able to assume, however, that the approach employed by 
Kuramoto in his autowave stability studies [148-151, 153, 
154] is equally applicable to investigations of population 
waves formed by elements with memory (and their 
mathematical models). Specifically, this approach may 
prove fruitful not only in studies of the disturbance of 
the symmetry of wave patterns but also in studies of the 
mechanisms underlying instability of bacterial population 
waves. Mathematical models of such waves (see above) 
being essentially different from the classical model of the 
'reaction-diffusion' type (9), (10), it seems safe to prog­
nosticate the discovery of new instability mechanisms. 

4.3 Instability of population autowaves generated 
by chemotactic cells 
The previous subsection was dedicated to spontaneous 
bursting of symmetric autowave patterns developing in a 
system during its motion in the parameter space. Equally 
important are the possible mechanisms of instability of 
population waves formed by chemotactic cells and 
propagating in real space and time. 

Fig. 32a shows a fragment of the population wave front 
generated by chemotactic amoeba Dictyostelium discoideum 
in the gradient of an attractant (folic acid). Front stability 
was found to deteriorate with increasing gradient: isolated 
cell clusters were formed rather than a continuous front and 
these clusters travelled along the attractant gradient 
(Fig. 32b). A similar front 'perforation' has been observed 
in the propagation of population waves formed by chemo­
tactic bacterial cells of E. coli (Fig. 33). It can be postulated 
that in this case the instability is associated with the 

Figure 32. Zones of stable (a) and unstable (b) population waves 
generated by Dictyostelium discoideum cells. 

Figure 33. An unstable bacterial population wave [172] with 
'perforated' sites. 

presence of 'forbidden directions' [156] as follows, for 
example, from formulae (93), (94). It remains, however, 
unclear what is the relationship between these mathematical 
formulae and experimentally observed instabilities of cell 
population autowaves. Extensive studies of the mechanisms 
of such instabilities are currently under way. 

5. Synopsis 
Thus, 'memory' of the medium, i.e. its refractoriness, is 
responsible for specific wave phenomena in many active 
media (Table 1). Such specificity has led to the special term 
'autowaves' being coined [1, 76, 77, 79]. 

A separate class of autowaves are waves in active media 
in which individual elements have memory. Memory 
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enables these elements to 'trace' changes in the parameters 
of their environment and 'organise' their own motion 
taking into account these changes. Therefore, in addition 
to memory, these elements possess taxis. An example of 
such 'nonclassical' autowaves is provided by population 
waves formed by motile chemotactic bacterial cells 
[13, 91, 93]. 

Mathematical models of these waves [see for instance 
equations (24), (25) and (59), (60)] differ from the classical 
equations of the 'reaction-diffusion' type (9), (10) in that 
they include terms which describe the directed component 
of cell motion arising from their chemotactic properties. 
Equations of this kind need further investigation. 

In this context, experimental studies may provide a 
deeper insight into the role of cellular memory as a factor 
involved in the formation of spatial structures. It is 
important to identify effects that are specific to systems 
generated by particles with memory (and chemotaxis). It is 
noteworthy that such specificity is lacking in processes 
giving rise to spatial KQ-like structures. Indeed, KQ-like 
structures have been reported to arise not only upon 
convergence of bacterial population waves [13, 118, 123, 
124, 136, 138, 139] but also when chemical autowaves 
formed by reagent molecules evidently devoid of memory 
and chemotaxis approach each other [161]. At the same 
time, it can be expected that specific memory effects should 
in the first place manifest themselves in new, nonclassical 
instability mechanisms operating in spatial structures 
generated by active media. For example, distortions of 
the symmetry of autowave patterns generated by motile 
bacteria and the process of burst development are largely 
dependent on chemotactic properties, i.e. the memory of 
individual cells [see formula (5)] [107]. The duration of 
burst development t* defined by expression (102) and 
amounting to a few hours may be regarded as the duration 
of information memory at the cell population level [73]. It is 
three orders of magnitude greater than the duration of 
information memory for an individual bacterial cell [171] as 
it appears in equation (5). 

Investigation of the simplest nonlinear (autowave) 
systems with memory elements may be of interest not 
only for the physics of autowaves but also for under­
standing the mechanisms of thinking. Already a long time 
ago, it was postulated that in the course of evolution higher 
organisms came into being from primitive ones by means of 
association, with the concomitant loss of certain properties 
and the development of new ones owing to the cooperative 
effect. Observation of the social life of microorganisms 
provides striking examples of their metamorphosis. Two 
fundamental inferences can be deduced from the foregoing 
discussion, one pertaining to biophysics and the other to the 
development of new information technologies. 

1. The environment for individual cells of a multicellular 
organism is formed by its internal milieu. In the case of 
neurons, such milieu is composed of the cerebral fluid and 
the products of metabolic activity of glial cells and other 
neurons. Clearly, the behaviour of all cells in the body is 
totally dependent on the ability of the internal milieu to 
maintain its properties within physiological limits. Devia­
tion of its parameters beyond the physiological range may 
have most deleterious effects, regardless of the causative 
factors [1]. 

It is possible to distinguish two groups of factors 
responsible for different forms of collective behaviour of 

cells. One group depends on environmental parameters, 
whereas the other is related to the internal, genetically 
controlled program of organism development which origi­
nated in the course of evolution. 

In different types of cells, the flexibility of the behaviour 
program and the possibility of its modification (i.e. 
learning) vary in a broad range. In this way, the past 
(the evolutionary history) and the present come 
together [165]. 

2. The properties of living cells: memory, taxis, motility, 
and reproduction, may prove helpful in the development of 
a new generation of information systems. The first steps in 
this direction, even if modest, have already been made [166]. 
Technical implementation of systems with memory, taxis, 
and motility gave rise to TV automata with tracing 
scanners. One of such machines was constructed in this 
Institute as early as in 1970 [167] and later used as a 
prototype in the commercial production of the "Morpho-
quant" apparatus for computer identification and analysis 
of human chromosomes (jointly with Karl Zeiss, Jena). 

The advantage of technical implementation of 'cell' 
behaviour based on such intrinsic properties as memory, 
taxis, and motility is in saving time as compared with TV 
automata that analyse visual images line by line. This time 
saving is approximately equal to the ratio of the total path 
traversed by the probe during line-by-line scanning to the 
total perimeter of information zones. This value is normally 
in the range of 10 to 100, depending on the character of the 
image, but may significantly increase if 'cells' are capable of 
reproducing themselves. 

The very first attempts to develop artificial reproducing 
systems date back to the 1950s. One of such algorithms was 
proposed and realised in 1960 [168]. There are scores of 
potential modes of using active media for reproducing 
analytic probes, i.e. 'cells'. Such media include chemically 
active media supplemented with photosensitive ruthenium-
based catalysts, matrices of active (nonlinear) elements and 
photodiodes arranged in feedback loops, liquid-crystal 
photosensitive media, spin-glasses, matrices of photosensi­
tive protein molecules (e.g. rhodopsin), and solid-phase 
photosensitive matrices with combinations of p - n junc­
tions [165]. It remains to be seen which media will find 
practical application. This is a matter of technological 
progress and market competition. 

Although autowave principles of the analysis of external 
signals (e.g. images) may be used in brain processes 
associated with thinking, it is not nearly enough to 
understand these principles for being able to answer the 
question that interests us most: how do we think? It can be 
argued that thinking is essentially cognition and modelling 
of the environment, the quality of the models being 
determined by the reaction of the surroundings to their 
application. L Frobenius, a German ethnographer, main­
tains that humans construct models of the natural order of 
things based on the way they apprehend it [169]. This 
observation was made apropos of religious rites, but it 
may be equally true as regards the process of cognition and 
thinking in general. Modelling of the environment appears 
to be an intrinsic feature of sufficiently complex systems. A 
major requisite of such modelling is the presence in the 
system of blocks that are only weakly involved in processing 
of current information. These blocks analyse different 
scenarios of the development of a given situation. This 
mode of model construction is similar to playing a 
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game [170], and its further exploration may be crucial for 
better understanding of the phenomenon of thinking. 
Evaluation of effective data processing algorithms includ­
ing autowave algorithms is only the first step towards this 
goal. 

Thinking implies the ability to doubt and have com­
passion, to be inspired and terrified, to estimate possible 
effects of one's actions. Human brain is the sole highly-
organised structure in which these abilities are intrinsic. 
Neither bacteria nor computers have any of these faculties 
and seem to be none the worse for that. If, in pursuit of 
delusive happiness, humans simplify their lives to the extent 
that they have nothing but instincts to live on, they may be 
misled by a deceptive feeling of the simplicity of the world 
and commit many serious mistakes which may threaten 
their very survival as a biological species. 
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