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The experimental data on the structure of and the structural defects and structural relaxation in
amorphous metallic alloys are reviewed. The elastic and inelastic properties of amorphous
metallic alloys and the effect of disorder in the arrangement of atoms on the ferromagnetic
properties of amorphous metallic alloys are also studied. Magnetoelastic phenomena are
discussed in detail: the AE effect and magnetomechanical damping. Possible applications of
amorphous metallic alloys in microelectronics, video recorders, and different types of

transducers and sensors are discussed.

1.INTRODUCTION

Many scientists are now studying the structure and
properties of disordered condensed media. The importance
and necessity of studying such media are reflected in the
following words of J. Ziman:' “This research is not purely
academic: disordered phases of condensed matter—steel
and glass, earth and water, if not fire and air—are far more
abundant, and of no less technological value, than the ideal-
ized single crystals that used to be the sole object of study of
‘solid-state physics’.”” Disordered condensed media include
solids with glass-like structure, in particular, amorphous
metallic alloys (AMAs), whose structure and properties are
being studied intensively.

Why are amorphous metallic alloys interesting? First
and foremost they are of interest because metallic alloys with
short-range order in the arrangement of the atoms are very
interesting objects and they expand our knowledge of the
physics of condensed media. From the practical standpoint
the increased interest in amorphous metallic alloys is due to
the combination of unique physical properties found in
them. Thus some amorphous metallic alloys consisting of
ferromagnetic components are magnetically soft materials
with better characteristics than permalloys, and at the same
time they are mechanically strong, like very hard steels. The
temperature coefficient of the electric resistance of amor-
phous metallic alloys can be close to zero in a wide range of
temperatures, and the corrosion resistance of iron-based
amorphous alloys with very small admixtures of chromium
is significantly higher than that of stainless steel in the crys-
talline state.

Amorphous metallic layers were first produced by A. L.
Shal’nikov more than 60 years ago. He used them for study-
ing superconductivity in disordered structures.”* Investiga-
tions of the structure of alloys formed under conditions of
high rates of cooling were continued in the USSR at the be-
ginning of the 1950s; this work resulted in the publication of
the monograph of Ref. 4. However the tempo of research
work on amorphous metallic alloys increased worldwide
after the publication of the paper by Duwez et al.® A signifi-
cant number of binary, ternary, and multicomponent sys-
tems of amorphous metallic alloys are now known. In the
general case all amorphous metallic alloys are divided into
two large groups: metal-metal and metal-metalloid. The first
group consists of alloys of transition and precious metals
(Fe, Co, Ni, Re, Ti, Pd, et al.) with metalloids (B, C, P, Si,
Ge), whose atomic content is equal to 15%—-20%. The sec-
ond group consists of alloys of a) transition metals with one
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another (for example, Nb-Ni, Zr-Pd, etc.), b) simple met-
als with one another (Mg-Zn, Mg—Cu, etc.), ¢) simple met-
als with transition metals (Ti-Be, Zr-Be, etc.), d) simple
metals with rare-earth metals (La-Al, La—Be, etc.), and e)
transition metals with rare-earth metals (Gd-Co, Tb-Co,
etc.). Aside from the binary alloys, the same elements can
form numerous multicomponent amorphous alloys.

Progress in the technology of production of solids of
this class has played a definite role in the increase in research
work on amorphous metallic alloys. There are now a large
number of different methods for producing alloys with
amorphous structure. It is convenient to divide these meth-
ods into three large groups according to the starting aggre-
gate state from which the amorphous metallic alloy is ob-
tained: methods for producing alloys from gaseous, liquid,
and solid crystalline states. The first group consists of the
well-known methods of vacuum evaporation and condensa-
tion, cathodic sputtering, gas-thermal sputtering, etc. The
second group consists of diverse methods of quenching from
the liquid state, electrolytic and chemical deposition from
the melt, laser-induced vitrification, etc. The third group
consists of methods for transferring cfystalline solids into an
amorphous state by means of ion implantation and neutron
irradiation, mechanical action and pressure, as well as acti-
vation of solid-phase reactions.

The purpose of this paper is to review briefly the present
status of research on the structure of amorphous metallic
alloys and its effect on some physical properties of these ma-
terials, to summarize the results of research on solids of this
class, and to examine questions and problems which have
not been studied.

2. THE STRUCTURE OF AMORPHOUS METALLIC ALLOYS

The spatial order in the arrangement of atoms in an
amorphous structure is customarily called topological or
configurational, while an ordered arrangement of atoms of
different types in two-and many-component systems is cus-
tomarily called chemical or compositional. The main “di-
rect” methods for studying the structures of amorphous ma-
terials are diffraction of x-rays, electrons, and neutrons,%’ as
well as the method of extended x-ray absorption fine struc-
ture (EXAFS).? The short-range order parameters (intera-
tomic distance and coordination number) are determined by
analyzing the radial distribution functions 47r%(r)
(RDFs) of the atoms. These functions are calculated by
Fourier transforming the experimental data (here r is the
distance and p is the density). Indirect methods, for exam-
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ple, nuclear magnetic resonance, the Mossbauer effect, and
others, are also used for analyzing the structure of amor-
phous metallic alloys.

In the study of amorphous structures there are definite
difficulties in understanding and interpreting the experi-
mental data, since the RDFs give only a one-dimensional
representation of the real three-dimensional structure. This
shortcoming makes it necessary to construct structural
models and to compare the theoretical values of the param-
eters with the experimental values. However the choice of a
model is also difficult, since all these models give the same
structural parameters which makes it difficult to obtain an
unequivocal interpretation of the topological arrangement
of the atoms in an amorphous metallic alloy. Aside from the
original experimental studies of the structure of amorphous
metallic alloys a large number of reviews and monographs,
concerning primarily diffraction methods of study®'? and
modeling of the structure,'>'* have now also been pub-
lished. The experimental data are examined in detail in Ref.
9; we shall only briefly describe the main results.

1. The radial distribution functions of the atoms in an
amorphous metallic alloy have several diffuse maxima.
Characteristically the second peak is split into two peaks,
one of which is stronger than the other, the ratios of the
distances to the first peak being r,/r, = 1.63-1.67 and r; /r,
= 1.87-193. The first ratio is close to the average value for
atoms occupying the vertices of two tetrahedra having a
common base, while the ratio »; /7, approaches the distance
2d for three collinear atoms, where d is the diameter of an
atom.

2. The ratio of the subpeaks of the split second peak
depends on the composition of the alloy. For example, in the
amorphous metallic alloy Fe-B the higher first subpeak be-
comes lower as the concentration of the metalloid increases.
This indicates that the parameters of the short-range order
in the system change as the content of the components
changes.

3. For metal-metalloid systems the metal atoms are
concentrated around the metalloid atoms.

2.1. Model representations of the structure of an amorphous
metallic alloy

The existing methods for constructing models can be
divided into three large groups according to the structural
state of the starting material, i.e., gaseous, liquid, and solid.
Models based on the construction of an amorphous struc-
ture from the solid crystalline and gaseous states are topo-
logical models in the form of polyhedra with atoms at the
vertices. The first group of such models are “microcrystal-
line” models with short-range order characteristic for the
corresponding crystal lattices. In the last few years the idea
of the breakdown of long-range order as a result of special
atomic coordination ( Gaskell’s model of coordination poly-
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FIG. 1. Thirteen-atom icosahedron (a) and pentagonal dodecahedron
(b).

hedra'®'” ) or the introduction of a three-dimensional high-
density network of dislocations and disclinations'®*® has
been introduced into the “microcrystalline’” models.

The second group of topological models are “cluster”
models, which are similar to the microcrystalline models,
but the basic structural units are noncrystallographic or-
dered microclusters of atoms,?""?> which play the same role
as microcrystals. Figure 1 shows two possible structural
units of this group:*""** a thirteen-atom icosahedron and a
pentagonal dodecahedron—a so-called “amorphon,” whose
characteristic feature is a symmetry axis of fifth order. Inter-
est in this group of models has increased in the last few years
as a result of the discovery of a new class of materials—
quasicrystals with icosahedral packing of the atoms.>*%’

The third group of topological models of amorphous
metallic alloys consists of models based on a combination of
random close packings of rigid and soft spheres.?s>! A ver-
sion of the random packing of atoms as applied to covalent
and oxide glasses is the model of a continuous random
network.’? All models of this group are characterized by a
collection of spheres of the same size (or spheres of two
sizes) packed randomly and relaxed to the highest density.
They differ by the packing rules, the interaction potential,
the method of relaxation, etc. In configurations of random, -
close packings the structural elements of both crystallo-
graphic and noncrystallographic packings can be distin-
guished. This can be seen clearly in the example of Bernal
polyhedra (Fig. 2).%¢

Models based on the construction of a structure from
the liquid state are constructed with the help of a computer
by means of “rapid cooling” of the configurations character-
istic of aliquid. In the process the analysis of the structure, in
contrast to topological models, is usually conducted with the
help of Voronoi polyhedra, in which the atoms occupy not
the vertices, but rather sites inside the polyhedron. Nonethe-
less the form of this polyhedron preserves the characteristic
symmetry elements in the arrangement of the atoms. A sta-
tistical-geometric analysis of the structure of amorphous
metal-metalloid alloys showed®® that the coordination
around the metal atoms is represented by distorted icosahe-

FIG. 2. Configuration of atoms in close packings according
to Bernal. a) tetrahedron, b) octahedron, ¢) trigonal prism,
d) Archimedean antiprism, e) tetragonal dodecahedron.
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dra, while the coordination around the metalloid atoms is
represented by the energetically most favorable structural
forms (distorted octahedron, trigonal prism; or dodécadel-
tahedron). Generalized indices, making it possiblé to classi-
fy a structure with short-range order in the arrangément of
the atoms, have been proposed for all Voronoi polyhe-
dra.>*35 The methods of modeling and models of the struc-
ture of amorphous alloys are examined in detail in the mono-
graphs of Refs. 14 and 15. ‘ L

Analysis of the currently proposed sttuctural models
shows that they are in many ways similar. The similarity
between the microcrystalline and cluster madefs Hes in the
assumption that there exist several structural units, whose
topology, however, is different. In the case of the microcrys-
talline model these are crystallographic polyhedra, and in
the case of the cluster model they are noncrystallographic
icosahedra. The tetrahedral pore is also a common element
for all topological models. Voronoi polyhedra, obtained by
modeling by the method of molecular dynamics from the
liquid state, also consist of distorted polyhedra, similar to
some topological models, and reflect their.symmetry. This
similarity and the presence of fifth-order axes in the amor-
phous structure indicate that on the whole our understand-
ing of the general characteristics of the packing of atoms in
amorphous metallic alloys is correct, and the proposed mod-
els give a relatively good approximation to the real structure,
since they reproduce some parameters quite well, for exam-
ple, many features of the experimental radial distribution
functions. In addition, with the help of cluster and close-
packing models it is possible to explain the variation in many
structurally sensitive properties. At the same time, it should
be noted that amorphous metallic alloys ate, as a rule, di-
verse and have many components, and the structural models
sometimes give a far from adequate representation of the real
structure. At the present time there does not exist a universal
model of the noncrystalline state that is suitable for arbitrary
systems and that permits describing the structure adequate-
ly and relating the structure with the properties.*® Such a
universal model apparently does not exist, siticg thenoncrys-
talline state is more diverse than the crystalline state. There
exists such a multitude of structures with different short-
range order that it is hardly possible to describe the order
with a universal model. Apparently, it is necessary to use a
model with the short-range order appropriate to the case at
hand. Moreover, since amorphous metallic altoys are multi-
component materials, the model must be héterogeneous, i.e.,
each constituent atom of the structure must have its own
short-range order. In conclusion we note that in the case
when real crystals are being modeled the ideal structural
models are supplemented by defects in the crystal lattice,
which play an important role in the interpretation of many
physical properties. This analogy apparently should be pre-
served also in the modeling of the structure of amorphous
metallic alloys.

2.2. Structural defects in amorphous metallic alioys

The study of the properties of amorphous metallic al-
loys shows that they are structurally sensitive to and depend
on the conditions under which the alloys were prepared, the
conditions of heat treatment, and other external actions.
This is indicated by investigations of structural relaxation in
amorphous metallic alloys, as a result of which the struc-
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tural changes at temperatures which do not lead to crystalli-
zation give rise to changes in the mechanical, electric, mag-
netic, and other properties.”” By analogy to crystals the
structurally sensitive properties of amorphous metallic al-
loys are also determined by defects in the amorphous
structure.

The separation of the entire structure of an amorphous
solid into defect-free (ideal) and defective is important not
only from the theoretical standpoint, but also from the prac-
tical standpoint. Since amorphous bodies do not have long-
range order in the arrangement of the atoms, in the presence
of short-range order it must apparently be recognized that in
the “ideal” amorphous structure there are no disruptions of
the short-range order.’®* If there are disruptions in the
short-range order, then these disruptions will be defects of
the amorphous state.

Structural defects on an atomic scale (<1 nm) are
usually regarded as point defects. These defects are consid-
ered to be fluctuations of the free volume,** vacancies and
pseudovacancies,*'*? n-, p-, and r-defects,**** and other
types of defects.*® Thus a defect of the p-type is a section of
high local density of the amorphous structure, while defects
of the n-type are a local fluctuation of low density, corre-
sponding to excess free volume. Fluctuations of the shear
stresses—r-defects—are also introduced as characteristics
of shear stresses. The definition of point defects that is con-
nected with the perturbation of the coordination number
deserves attention.*® Since amorphous bodies are character-
ized by the presence of short-range order, one characteristic
of which is the coordination number, the structure in which
the coordination of a given type of atom is conserved is ideal,
while local sections whose coordination is different from the
normal coordination will represent structural defects. The
simplest defect in this definition is one in which only one
atom has a coordination differing by one unit from the ideal
coordination, i.e., from the coordination Z characteristic for
the ““ideal” state. Defects of the vacancy type can be repre-
sented as a collection of Z of the simplest defects with co-
ordination Z — 1 for the surrounding atoms and a defect of
the type of an interstitial atom can be represented as a collec-
tion of Z of the simplest defects with the coordinationZ + 1.
Thus the simplest defects can exist only in amorphous struc-
tures, and their different combinations with one another
generate a great variety of complex point defects. We note
that point defects of the type of a vacancy or an interstitial
atom in a crystal lattice comprise a definite collection of
elementary defects arranged in an ordered fashion. With this
definition of defects some cells in Bernal’s model (3-5 in Fig.
2) will be defects of the amorphous structure, since when the
space is filled with such polyhedra the coordination number
of some atoms will be less than the ideal coordination.

Structural fluctuations at the microscopic level (10—
100 nm) are ascribed to the existence of “‘quasidislocation
dipoles”*” and linear disclinations.*® Thus if it is assumed
that the main structural elements of amorphous metallic al-
loys are 13-atom icosahedra (see Fig. 1a), then the distor-
tion-free regular icosahedral packing (defect-free glass) can
be realized only in a space of constant curvature, for exam-
ple, in a three-dimensional sphere .S 3 In order to transfer a
defect-free amorphous metallic alloy into the flat space R *
disclinations must be introduced into the structure of the
alloy.**->° The nuclei of such disclinations consist of clusters
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whose symmetry differs from the icosahedral symmetry.

Diffraction investigations in some amorphous metallic
alloys have revealed structural components that are distin-
guished by the type of short-range order®"** and are charac-
terized by phase separation. To study such structures it is
necessary to introduce interphase boundaries, which are de-
fects of the planar type.

Thus the question of the classification of structures of
short-range order and their disruptions (structural defects)
is open and requires further study.

2.3. Structural relaxation

Investigations of the structural state of amorphous sol-
ids have shown that irrespective of the method of prepara-
tion an amorphous metallic alloy is not in a state of metasta-
ble equilibrium. The transition into a state of metastable
equilibrium, characteristic for a given amorphous system
under definite external conditions, is accompanied by a
change in the physical properties. For example, on heating
or isothermal annealing below the vitrification point (i.e.,
the temperature at which the liquid melt freezes) the density
increases, the elastic modulus increases, the diffusion coeffi-
cient decreases, etc.’” The change in these and other proper-
ties is connected with the process of structural relaxation,
when the frozen amorphous structure relaxes to a state of
metastable equilibrium.** In the process of structural relax-
ation there occur atomic displacements that lead to
changes® in a) the interatomic distance between the nearest
neighbors, b) the average interatomic distance, and c) the
average chemical order. Based on the x-ray diffraction data
on structural changes accompanying relaxation in the amor-
phous alloy Fe,, Niy, P,, Bs Egami*’ concluded that as a re-
sult of structural relaxation the peaks in the structure factor
curves become higher and narrower. The relative changes in
the height of the first and second peaks are of the order of
29%-3%, but the change in the shoulder of the second peak
and the change in the maxima from the third to the fifth peak
are equal to approximately 10%. Structural relaxation is
also caused by the motion of many atoms, resulting in order-
ing of the nearest-neighbor atoms around the chosen atom.
Similar results have also been obtained for other amorphous
metallic alloys.>%5°

For the case of amorphous metallic alloys obtained by
quenching from the liquid state structural relaxation can be
interpreted based on the scheme of Fig. 3 which presents the
dependence of the free energy F on the temperature T and
the volume V, which appears as a structural parameter of the
condensed state of the material.”” The dependence of the
free energy on the structural parameter ¥ has the form of a
potential well for both the solid crystalline state Fg and the
liquid state F . This character of the dependence of the free
energy on the structural parameter results from the fact that
in the state of equilibrium the free energy of the system is
minimum. For example, the elastic part of the free energy of
a solid U can be represented as a quadratic function of the
change in volume:*®

UWV)y—U v, =-;—K(V—V0)2Vo“; 2.1

here V¥, is the equilibrium volume and KX is the compression
modulus.
At temperatures above the melting point 77, the bottom
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FIG. 3. The free energy of the condensed state as a function of the tem-
perature and volume.

of the potential well F is lower for the liquid state, while at
temperatures below 7, it is lower for the solid crystalline
state. By rapid quenching from the liquid state it is possible
to achieve a situation in which at low temperatures the sys-
tem remains in the metastable state characteristic for a su-
percooled liquid (the point 2 at T'< T, in Fig. 3a). At tem-
peratures below the vitrification point (7, ) the structure
freezes and the system is now characterized by the point 4
(Fig. 3, T< T,,). Such a state is a nonequilibrium state, not
only with respect to the stable crystalline equilibrium, but
also with respect to the metastable equilibrium, characteris-
tic for a supercooled liquid. The process of relaxation of the
amorphous structure from the nonequilibrium state (the
point 4 at T < T, in Fig. 3a) into a state of metastable equi-
librium (the point 2 at temperatures 7T < T,, in Fig. 3a) is
customarily called structural relaxation, in contrast to the
crystallization process, which is associated with a transition
into a state with an absolute minimum of the free energy (the
point / in Fig. 3a). In accordance with what was said above,
the free energy as a function of the temperature and volume
is described by the relation

4 = (Z_;_)v a7 + (ZLV)T dv; 2.2)
whence
o= (o7 )y + (e @)

It follows from this expression that in the general case the
temperature coefficient of the free energy Fis determined by
the temperature coefficient (dF /3T), and some quantity
equal to the thermal coefficient of the volume changedV /dT
multiplied by a factor that depends on the structure of
(OF /3V) . Therefore the physical properties of amorphous
metallic alloys will depend strongly on the structure and will
change when the structural parameter changes.
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The change in the structural parameter ¥ with the tem-
perature for the equilibrium crystalline and metastable
states is connected with, on the one hand, the anharmonicity
of the vibrations of the atoms and, on the other, the change in
the equilibrium concentration of defective configurations of
the vacancy type. Taking into account the fact that below the
vitrification point (7, ) the structure freezes, the concentra-
tion of defective configurations of the ith type C; and the
associated excess free volume for amorphous and super-
cooled states can be expressed as >°

Ci=co for T< TK

=Ae VM for T,<T<T, (2.4)

where C, is a constant, equal to the equilibrium concentra-
tion of defects for T = T ; U, is the formation energy of the
ith defect; k& is the Boltzmann’s constant; and, 7, is the crys-
tallization temperature. Thus below the vitrification point a
nonequilibrium concentration of defective configurations
obtains and it can change as a result of structural relaxation.
As possible mechanisms of structural relaxation, mod-
els have been proposed according to which the freshly
quenched amorphous metallic alloy can be represented as
consisting of distorted, randomly packed, trigonal prisms,
which relax to a closer packed structure of undistorted tri-
gonal prisms® or consist of complexes of icosahedra which
transform into isolated and more regularly packed icosahe-
dra.’® Computer modeling*® shows that the irreversible part
of the relaxation could be due to the annihilation of positive
and negative fluctuations of the free volume. It can also be
conjectured that the process of structural relaxation is deter-
mined by a decrease in the concentration of frozen defective
configurations of the vacancy type to a value characteristic
for the metastable state at the given temperature. This pro-
cess requires that the immediate atomic environment be res-
tructured, i.e., it is an activational process and proceeds
more rapidly at temperatures close to the vitrification point.
If the amorphous structure is represented as a collection of
tetrahedra (the basic structural units) and polyhedra with a
large number of atoms at the vertices (defects of the amor-
phous structure),®' then the structural relaxation can be
connected with irreversible changes of the defective configu-
rations and the associated decrease of their free volume.
The rate at which the nonequilibrium amorphous struc-
ture approaches the metastable equilibrium at a definite tem-
perature T, < T, can be assumed to be proportional to the
degree of departure from equilibrium. If the difference ¥
— V,, where Vand V, are the values of the structural param-
eter for the amorphous structure and the metastable state at
the temperature T, respectively, is used as a measure of the
degree of departure from equilibrium, then

W=Vl Liy_v,, (2.5)
T

dt

where 7 is the relaxation time characterizing the mobility of
the structural defects, whose diffusion determines the con-
vergence of the amorphous alloy to a state of metastable
equilibrium;

(2.6)

For quantitative calculations of the stabilization of the prop-
erties of amorphous metallic alloys it is necessary to take
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into account the temperature dependence of the relaxation
time

T="T,e” UV (2.7)
and the existence of a distribution of defects in the structure.
As a result Eq. (2.6) becomes

VOV (2.8)

[~
vin—v, j. Q(r)e¥/~dr,
[}
where Q() is a distribution function, satisfying the norma-
lization condition

o
y Q(r)dt =1.
o
In practice the kinetics of structural relaxation is also ana-
lyzed with the help of the empirical relation'?
P(ty— P, —exp [_(_t-)n] ,
POy —P T
where P(t), P(0),and P_ arethe values of the parameters at
t=1,0,and e, respectively, and 0 <n < 1.

In cyclical regimes of heat treatment of amorphous me-
tallic alloys reversible changes are observed in many phys-
ical properties.®*"** This is connected with the so-called “re-
versible” structural relaxation. Such structural changes can
be understood by appealing once again to the scheme shown
in Fig. 3b, where the dependence F(T,¥V) (see Fig. 3a) is
shown in the form of two projections F(¥), V(T) and two
sections F(¥) at the temperatures T, and T,. After pro-
longed annealing at the temperature T, the system with the
amorphous structure relaxes from the nonequilibrium state
corresponding to the point X into its own metastable state
characterized by a minimum of the free energy (point 2 in
Fig. 3b). This state is characterized by a definite concentra-
tion of structural defects or by the structural parameter V.
When the material is heated up to a temperature T, below
the vitrification point 7, because of the long relaxation
times the system once again leaves its metastable equilibri-
um state since at the given temperature there is a unique
concentration of equilibrium defects or a unique structural
parameter V,, which is now characterized by the point B in
Fig. 3b. In the case of isothermal annealing, i.e., under con-
ditions when the temperature T, is maintained constant, the
system will relax with the thermodynamic potential decreas-
ing from the point B into a state of metastable equilibrium
characterized by the point 4. However this process is now
different from the structural-relaxation process occurring at
T =T, At T=T, structural relaxation occurs with a de-
crease of the structural parameter V, whereas at T= T,
structural relaxation occurs with an increase in V. This pro-
cess, resulting in an increase of the concentration of defec-
tive configurations and therefore in reversible restoration of
the structure (or V), is customarily regarded as reversible
structural relaxation.

Thus the change brought about in the physical proper-
ties of amorphous metallic alloys by a change in the struc-
ture as a result of structural relaxation can be uniquely at-
tributed to the presence of defects of different types in the
structure of the alloys. The deviation of the structure of
amorphic metallic alloys from the metastable equilibrium
when the alloys are cooled is caused by freezing of some

(2.9)
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concentration of defective configurations. From this view-
point the vitrification temperature is the temperature at
which the concentration of frozen defects becomes equal to
the equilibrium concentration, i.e., the vitrification tem-
perature is analogous to the temperature of freezing of va-
cancies in a crystal when the crystal is cooled. In many cases,
however, structural relaxation is accompanied by diffusive
redistribution of the constituent elements of the alloy, i.e.,
phase separation. Thus Mdssbauer spectroscopy revealed
that in the amorphous alloy Fe,,Ni,,P,, B, the initial ho-
mogeneous amorphous matrix decomposes as a result of
heat treatment and forms two of the most probable types of
nearest-neighbor atomic environments which are ordered in
accordance with the stoichiometry of the crystalline phases
of this alloy.®® Here it is desirable to study experimentally
and theoretically the amorphous structure of different types
of short-range order and defects of definite type as well as to
investigate their effect on the physical properties. From this
standpoint it would be useful to perform experiments on the
effect of different types of actions (irradiation, plastic strain,
thermal and thermomagnetic annealing, etc.) on the struc-
ture and properties as well as to perform computer modeling
by the method of molecular dynamics for the purpose of
determining the structural configurations and their distribu-
tion in ‘“quenched” and ‘heat-treated” amorphous
structures.

3.ELASTIC AND INELASTIC PROPERTIES
3.1. Elastic properties of amorphous metallic alloys

For amorphous metallic alloys, just as for crystalline
solids, for small strains Hooke’s law is satisfied

O = Clumnemm

3.1

where oy, are the components of the stresses, £,,, are the
components of the strains, and C,,,,, are the stiffness con-
stants. Of the 81 elastic stiffness coefficients, in the case of
cubic crystals three are independent. The elastic constants in
this case can be represented in the form of a symmetric
matrix"’

Cll Cm Cl2
Cl2 Cll CI2

Cup = (3.2)

Cr
0
0
0

The indices @ and S taking on values from 1 to 3 corre-
spond to the normal components of the stress and strain
while the indices for values from 4 to 6 correspond to the
shear components. For amorphous bodies, which are usually
completely isotropic (with the exception of magnetostric-
tion alloys), the matrix (3.2) has the same from, but the
number of independent constants is reduced to two as a re-
sult of the additional equation

Ciy=Cp+C. (3.3)

The shear modulus G and the bulk modulus X can be
chosen as the independent constants. They are related with
the components of the matrix (3.2) by the expressions

G=C,, (3.4)
K=';—(Cn +2012)- (3-5)

The relation between these moduli, Poisson’s ratio v,
and Young’s modulus E is determined by the expressions

E=3(1—v)G, (3.6)
1<=%(1 —2v). (3.7)

Table I gives experimental data, obtained with the help
of resonance, ultrasonic, and static methods, on the elastic
properties of some amorphous alloys.

In all cases the elastic moduli of the amorphous alloys
are lower than the analogous moduli of the corresponding
crystalline analogs or the crystalline metals on which the
corresponding alloy is based. This behavior is associated
with the presence of excess free volume and reflects the fact
that in the amorphous state the average interatomic interac-
tion force is weaker than in crystals. Structural relaxation
resulting in a decrease of the excess free volume gives rise to
an increase in the elastic moduli of the nonmagnetostriction
amorphous alloys by several percent.®

Aside from the excess free volume, the strength and
character of the chemical bonds, which depend on the com-
position of the alloy, significantly affect the value of the elas-
tic moduli. Increasing the content of metalloid atoms in-
creases Young’s modulus from 158 to 187 GPa in the alloys
Fe-Si-B, from 150 to 152 GPa in the alloys Fe-P-C, and
from 173 to 175 GPa in the alloys Co-Si-B.”® In addition,
there exists a correlation between Young’s modulus, the mi-
crohardness, and the ultimate strength. All this indicates
that the mechanical behavior of amorphous metal alloys is

TABLE I The elastic characteristics of some amorphous (A ) and crystalline (C) alloys at room

temperature.
Alloy Structure| E,GPa | G,GPa | K, GPa v References
|
Pd,, CueSi, 5 A 98,1 34,8 182,0 A 66
! K 130,0 46,9 194,0 ,385 66
Sm,Co,, A 131,2 39,4 130,2 ,332 37
K 181,8 57,9 140,0 ,283 37
Pdg,Siz A 68 35 182 A 11
T4 A 85,1 M1 104,2 ,364 37
SiO, A 76 3N 37 A7 67
Fe0C040Bx A 166 61 206 ,365 13
dgoPso A 80,5 28,6 144,2 0,407 68
Pt75Pyy A 93,4 32,7 207 0,425 68
Co:6Bag A 179,4 67 183 .4 0,337 68
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TABLE II. The basic characteristics of relaxational processes observed in amorphous metallic

alloys.
Temperature
Alloy Ofbe‘;k, P Tor S E, eV | References
LagyAlyy 190 3.10"14 0,4 71
LaggAly 220 3-10~14 0,44 71
CugyZrs, 314 1,4.10714 0,69 72
Cogs Yas 260 2,2.40-14 0,56 72
CogsDyes 262 7,7-10"1s 0,59 72
FegaNigCri4P15Bg 246 — 1,08 73
FeyoNigPieBg 258 — 1,48 73
CogeThy; 488 1-10718 0,8 74
NbsGe 260 2.10718 0,52 75
PbeggSigy (H) 180 1,4.10"1 0,33 76
Pd,, CugSiy, , (H) 160 3.10-18 0,31 77
NbyoNige (H) 230 3.1074 0,47 [78]
Pd,, CugSi,, , 250 1.1018 0,52 [79]
Cug,Tigg 270 - - (801

similar to that of crystalline metal alloys. On the other hand,
the ratio of the ultimate strength to Young’s modulus for
amorphous alloys is o/E = 0.02-0.03, which is almost one-
half the value g/E = 0.05 corresponding to the theoretical
strength.'! This value is much higher than the known value
for most of the strong crystalline materials now employed
(o/E =103 — 10~ 2). This result indicates that in amor-
phous alloys linear structural defects, analogous to disloca-
tions of the crystal lattice and responsible for plastic strain,
are either absent in the starting state or are strongly pinned
owing to the high concentration of defects giving rise to high
internal stresses. Further investigations should give a more
accurate answer.

3.2. Inelastic properties of amorphous metallic alloys

In amorphous metallic alloys, as in crystalline metals
and alloys, a number of deviations from the purely elastic
behavior, which have been termed inelastic phenomena, are
observed in the region of elastic strains where Hooke’s law
operates. Inelastic effects, observed at low stresses, are the
main reason for the internal friction (IF), which character-
izes the irreversible energy losses within a solid in the pro-
cess of mechanical vibrations.

The experimental data obtained from the study of inter-
nal friction showed that for many amorphous metallic alloys
attenuation maxima of the relaxation type, whose height and
position depend on the composition of the alloy and the
structural state of the material, are observed in the tempera-
ture dependence of the internal friction in the temperature
range T = 200—400 K. Table II shows the basic characteris-
tics of the relaxation maxima studied for some amorphous
alloys as well as maxima owing to the presence of hydrogen
in the amorphous structure.

The tabulated data can be supplemented by some char-
acteristic features of the relaxational maxima:

1. The peak is two to three times higher than the Debye
peak, corresponding to a single relaxation time.

2. Plastic prestraining (for small strains) increases the
degree of relaxation, and increasing the annealing tempera-
ture and time decreases the height of the maximum and
shifts it into the region of high temperatures.

3. The characteristic relaxation
~1071% —10"s.

The existence of peaks of the internal friction for many
amorphous metallic alloys is proof of the existence of atomic

time is 7,
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configurations with short-range order which differ from the
average configurations (defects of the amorphous struc-
ture) and which create a response to external mechanical
stresses by means of local rearrangement of the atoms. The
elementary acts of such rearrangement are atomic hops; this
is indicated by the characteristic time 7,~ 10~ !* s. The fact
that the relaxation peaks are two to three times wider than
the Debye peak indicates that there is a spread in the param-
eters of fixed atomic configuration as a function of the ener-
gy; this is a consequence of the fact that there is size distribu-
tion of “point-like” defects (see Sec. 2). Heat treatment
reduces the height of the internal-friction peaks;?! this is
connected with structural relaxation and decrease in the
concentration of defective configurations.

Athigher temperatures (from temperatures 150-200 K
below T, and higher) exponential growth of the attenuation
of mechanical oscillations is observed;*?*" this is the high-
temperature background. Figure 4 shows the typical tem-
perature dependence of the internal friction of the amor-
phous alloy Pd,,Ni,uP,,.2* Two sections of exponential
growth can be distinguished on it: from 360 K up to the
vitrification point 7, and from T, up to 7, . The sharp drop
in the internal friction at higher temperatures is associated
with the crystallization of the amorphous phase. It should be
noted that the process of crystallization of amorphous me-
tallic alloys having a complex composition is accompanied
by the appearance of not one but several peaks of the internal
friction.®® These peaks appear as a result of the multistage
nature of the crystallization process, i.e., transitions through
a series of metastable states.

a—f
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FIG. 4. The temperature dependence of the internal friction of the amor-
phous alloy Fe,, Niyo Py for a heating rate of 0.85 K/min.
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FIG. 5. The change produced in the structural configurations of an amor-
phous metallic alloy by external mechanical stresses.

Analysis of the data on the frequency dependence of the
high-temperature background of the internal friction of
amorphous metallic alloys at temperatures T'< T, shows
that its magnitude reaches maximum values at low frequen-
cies and decreases as the frequency of the mechanical oscilla-
tions increases. This dependence is characteristic also for
inorganic glasses.”® A configurational model, which ex-
plains the appearance of the high-temperature background,
was proposed in Ref. 63 based on the experimental data of
Refs. 91-93. It is believed that the relaxation processes are
caused by the transformation of some structural units into
other structural units (Fig. 5).

The explanation given in Ref. 59 is perhaps more realis-
tic. According to this explanation the exponential growth of
the internal friction in the first (low-temperature) section is
connected with migration of mobile structural units (de-
fects), whose concentration is constant and which form
when the amorphous state is obtained, under the action of
mechanical stresses, while in the second section (high-tem-
perature) it is caused by the migration of structural units
formed in the process of thermal activation. The internal
friction is estimated by the expression

Q-1 = Y& upr

okl (3.8)

where C is the concentration of defects, V is the size of a
defect, G is the shear modulus, ¢ is the magnitude of the
elastic strain, v, is the characteristic relaxation rate, w is the
frequency of the mechanical vibrations, k£ is Boltzmann’s
constant, and U is the activation energy of migration of a
defect. Since the size of the defects and the activation energy
for their migration in amorphous metallic alloys have a wide
spread, it is difficult to draw a reliable conclusion about the
nature of the migrating defects from the experimental data.
The activation energy U, determined experimentally based
on the formula (3.8), is an effective energy, since it does not
take into account the distribution of 7 and U. Analysis of the
high-temperature background internal friction with the help
of the continuous spectrum of relaxation times shows®* that
in this case it is necessary to use a wide distribution of relaxa-
tion times 7, which, in its turn, is determined by the wide
spectrum of activation energies. Thus, if the activation ener-
gy is estimated with the help of the expression

Y —kln(or,),

T (3.9)

where 7, = 10~ !? s, then depending on the temperature the
values of U for the amorphous alloy Fe,,Ni,;Cr,P ,B,
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range from 1.2 to 1.7 eV.** Analogous results are also ob-
tained when U is determined from the temperature displace-
ment of the internal-friction background when the frequen-
cy is varied.

Thermal annealing at temperatures which do not lead
to crystallization of the alloy reduces the internal-friction
background and shifts the start of the exponential growth of
the internal-friction curve toward higher temperatures.®!**
In addition, in the annealing process, a unique metastable
state is achieved owing to structural relaxation, and this
gives a definite attenuation. However annealing at a high
temperature after prolonged annealing at a low temperature
increases the internal-friction background; this is explained
by the process of “‘reversible” structural relaxation (see Sec.
2).

Thus high-temperature investigations of internal fric-
tion yield information about the kinetics of defects in the
amorphous structure. However the question of the nature of
the defects responsible for the appearance of the internal-
friction background in amorphous metallic alloys remains
open, since it has not been solved even for the simplest sys-
tems in the crystalline state. To elucidate these questions as
well as to determine more accurately the spectra of the distri-
bution of the activation energies and relaxation times it is
necessary to perform further investigations at different fre-
quencies and amplitudes of deformation, this will yield addi-
tional information about the behavior of defects in amor-
phous metallic alloys.

The results of the study of the amplitude dependence of
the attenuation of elastic oscillations in amorphous metallic
alloys are of special interest. In crystalline materials such
data make it possible to elucidate the mechanism of hystere-
tic internal friction, determined by dislocations.’®®” A few
numerical investigations of the amplitude dependences of
the internal friction in amorphous metallic alloys have
shown™ "% that the character of the internal friction
changes substantially after plastic prestraining.

4.MAGNETIC PROPERTIES

4.1. Effect of the disordered arrangement of atoms on the
ferromagnetic properties

The fundamental possibility of the existence of amor-
phous ferromagnets was first pointed out by A. I. Gubanov
in 1960.”° Experimental proof of the existence of ferromag-
netism in an amorphous film of iron was presented in
1964.'® Since then interest in understanding the fundamen-
tal reasons for magnetism in amorphous alloys has not
flagged. There is a large number of reviews and monographs
devoted to the magnetic properties of amorphous metallic
alloys,'’='>'%! so that we shall discuss only some aspects to
which earlier less attention was devoted.

The first question that must be answered is: how does
the magnetic moment of an atom of a ferromagnet change in
the presence of long-range order in the arrangement of the
atoms? We shall bear in mind the fact that magnetism in
crystalline alloys consisting of transition metals is predomi-
nantly a local phenomenon, determined by the average envi-
ronment of the atoms having magnetic moments. For this
reason, models of the local environment,'°>'%* largely deter-
mined by the chemical short-range order (CSRO), are em-
ployed to explain magnetism in structures with short-range
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order. According to Ref. 104 four aspects of CSRO are im-
portant for magnetism: the number, type, distance, and sym-
metry of the nearest neighbors around a fixed position of the
magnetic atom. All this can be expressed quite simply in
terms of the molecular field for the Curie temperature

T.=/(r)ZS(S+1) (3k)™ 4.1

or Stoner’s criterion, which determines the condition for the
existence of a local moment:

J(F)N(F)>1; (4.2)

here J(r) is the interatomic exchange integral, which de-
pends on the distance; Z is the coordination number of an
atom with a distinct magnetic moment; .S is the spin quan-
tum number; k is Boltzmann’s constant; J(F) is Stoner’s
integral, calculated at the Fermi level and reflecting the in-
teratomic exchange interaction (Hund’s rule); and, N(F) is
the electron density of states at the Fermi level. N(F) is aver-
aged at some site and J is a function of these states, localized
around an atom. The number, type, and distance to the near-
est neighbors are determined in terms of Z and J(r) as well
as in terms of N(F) and J(F). The symmetry in the arrange-
ment of the nearest neighbors affects N(F) and J(F) and
changes the distribution of the electronic states. Thus the
formation of a local magnetic moment is determined by the
space in which the intra-atomic exchange is realized quite
freely.

We shall examine the existing ideas about the effect of
disordering on magnetism. It is known'?® that antiferromag-
netic compounds became ferromagnets with a transition into
the amorphous state. Such a transformation can be ex-
plained by two factors:

1) when the structure becomes disordered frustration
of the antiferromagnetic bonds arises and results in fluctu-
ations in the interaction of the nearest neighbors, as a result
of which the “monolithic nature” of the antiferromagnetic
state is destroyed;

2) the transition into the disordered state is accompa-
nied by an increase in the average atomic displacement, re-
sulting in the appearance of bonds characteristic for a
ferromagnet.

The effect of local disorder on the exchange interaction
was studied by Handrich in 1969.!°¢ He found that the ex-
change integral AJ; fluctuates around some average value

=<K + AJy, (4.3)

where {...) denotes averaging over the random bonds.
The exchange integral can be represented in the form of
a Gaussian distribution

P(Jy)=

T — I
— Y °)] (4.4)

1
Vanal <P [ NG
According to the mean-field model the effect of the fluctu-
ations in the exchange interaction is to lower the Curie tem-
perature and smooth the curve of the magnetization versus
the temperature. In this case the Curie temperature for the
amorphous state T2 is expressed in the form

TS = T;‘(1 —-Z—),
VA

4.5)
where § = {(AJ?)/J 2, Zis the coordination number, and T°¢

728 Sov. Phys. Usp. 33 (9), September 1990

is the Curie temperature of the crystalline state.
The temperature dependence of the magnetization is
described by the equation

MG _ 2 B0+ 851+ 5 Bil(1 — 8 =,

M0 5 (4.6)

where B, is the Brillouin function and x = 3S(S + 1)7./T.
The quantity & ranges from O to 1 and is determined
experimentally.

To calculate the chemical bonds in an amorphous me-
tallic alloy Messmer'”” employed a tetrahedral cluster, con-
sisting of Fe and Ni atoms and supplemented at the center
with a boron atom. He found that the formation of metal-
metalloid bound states qualitatively reduces the features of
the d band and reduces the magnetic moment. The introduc-
tion of boron into a cluster results in broadening of the d
band owing to hybridization with the 2p orbital of boron as
well as in a decrease of the total energy of the states below
that of the corresponding states for a cluster without a boron
atom. In the process the stability of the amorphous state
increases.

The essential feature of the model proposed by Corb et
al.'®®1% is that for a given content of the metalloid
MM = B,Si,C,N) in alloys of the type T, _, — M, the M
atom is bound more to the 7 atom and is effective in sup-
pressing magnetism. The degree of the p—d bonds is assumed
to be proportional to the number of T atoms surrounding the
atom M. The magnitude of the average magnetic moment
per T atom in the amorphous alloy decreases owing to the
increase in the number of coordination bonds between T and
M. The average magnetic moment per T atom is

4.7

VAN
HT=n(l—' M M)v

5Ny

where 7 is the number of valence electrons and N and Ny,
are the number of T and M atoms, respectively. The equation
(4.7) presupposes that each T atom, located in a nearest
neighbor environment of M atoms, forms with them a bond
and, therefore, loses one-fifth of its magnetic moment be-
cause its fifth 3d electron orbital is bound by a nonmagnetic
covalent bond.

Results demonstrating good agreement between the ex-
perimental data and the calculations based on the proposed
model for an amorphous metallic alloy and crystalline solid
solutions are presented in Fig. 6 for cobalt, which is a strong
ferromagnet. The solid lines were calculated using Eq. (4.7)
for Z $° = 6 (upper curve) based on Co,B, Z §° = 9 (middle
curve) based on the tetragonal structure Co,P, and Z$°

changes from 12 (hexagonally close packed solid solution) |

with Ny /N, =0to Z5° =9 for N /N, = 0.3. It is be-
lieved that the bonds of the boron atoms decrease the mag-
netic moment of the six cobalt atoms, while the phosphorus
atom, bound with nine cobalt atoms, gives an even sharper
decrease of the magnetic moment. Corb et al.'®®'® believe
that this model can also be extended to the metal-metal sys-
tem. Based on everything said above we can conclude that
the magnitude of the magnetic moment of a ferromagnetic
element in a disordered state is determined by the short-
range order and the interaction of electrons with the d shell.

Thus the models examined above make it possible to
predict the magnetic moment and the Curie temperature of
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FIG. 6. The average magnetic moment per magnetic atom as a function of
the ratio of the concentrations ¥, /N ¢ of the nonmagnetic metalloid N

to the transition element N . The solid line was calculated using Eq. (4.7)

for the corresponding coordinate M.

the amorphous alloys T, _, M, . Significant difficulties are
encountered when this question is examined for more com-
plicated systems.

4.2.Spin glasses

Disorder, randomness, and frustration are problems
that generate significant interest among physicists world-
wide. The term “spin glass™ was introduced by Coles in 1968
in order to distinguish magnetic amorphous materials with
disordered arrangement of magnetic atoms in space from
crystalline solid solutions in which the magnetic atoms
usually occupy interstitial positions.

Spin glasses are magnetic systems in which the interac-
tion of the magnetic moments is frustrated, and this frustra-
tion is caused by the “frozen” structural disorder. As in
ferro- or antiferromagnets, in spin glasses there also exists a
transition into the “frozen” state, characterized by a new
type of order, in which the magnetic moments of the atoms
are randomly oriented. The nature of this new type of order
and its theoretical explanation have been under intense dis-
cussion in the last decade by many investigators (see Refs.
110-115 et al.).

Interest in spin glasses continues to increase because of
the following circumstances.

1) Many condensed materials exhibit the properties of a
spin glass. These include, first of all, systems with competing
interaction between spins, i.e., crystalline alloys of metals of
the type Fe,Au,_,, crystalline dielectrics of the
type Eu,Sr,_,S, and amorphous alloys
(Feg, 5 Nig g5 )75 P Bg Al;, Tbg, Si o, and others. It was re-
cently reported''® that granular high-7, superconductors
exhibit the properties of a spin glass.

2) Attempts to sort out and understand the nature of
the spin-glass state have led to the realization of the fact that
the new concepts used to explain spin glasses can be used in
other areas of science, for example, statistical mechanics and
problems of optimization and computer technology.'!>!"”

3) In spite of the intensive investigations, both experi-
mental and theoretical, questions regarding the nature of the
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spin-glass state and especially the relaxation of such systems
have not yet been completely explained.

The characteristic properties of spin glasses are deter-
mined from observations of the physical characteristics.
Such observations include measurements of the magnetic
susceptibility as a function of the temperature (y (7)), which
permit determining, based on the presence of a maximum in
the curve y(7), the temperature of the transition into the
spin-glass state 7';. The temperature 7; cannot be regarded
as the phase-transformation point, since it depends strongly
on the external magnetic field employed when measuring the
frequency. The study of neutron-diffraction spectra shows
that there are no magnetic Bragg peaks; this indicates that
there is no long-range order in the arrangement of the mag-
netic moments at temperatures 7 < T';. The transition into
the spin-glass state does not affect the temperature depend-
ence of the heat capacity C(T). A wide peak is observed in
thecurve C(T) at T~ 1.3T;. At the present time it is difficult
to say anything definite about the reasons for the appearance
of this anomaly in the heat capacity, but it is undoubtedly
connected with the transition into the spin-glass state.

Measurements of the magnetization are a quite reliable
indicator of the spin-glass state. Below T'; the magnetization
depends on the history (the magnetization measured after
cooling in a zero magnetic field differs from the magnetiza-
tion obtained on cooling in a magnetic field). In all cases the
residual magnetization decays very slowly with time. The
use of other structurally sensitive methods for studying spin
glasses raise hopes that other physical characteristics will
also be sensitive to the transition into the spin-glass state. In
particular, for example, in Ref. 117 it is reported that a peak
was observed in the internal friction in the reentrant spin
glass Feso Ni,, Cr,; accompanying a transition into the fro-
zen state.

The behavior of frozen magnetic moments in a spin
glass does not resemble the ferromagnetic state, which is
characterized by long-range order and spontaneous magnet-
ization. In a spin glass there is no magnetization in zero mag-
netic field when the magnetic moments of the atoms are fro-
zen in a random orientation and in the absence of long-range
order. This concept presupposes that there is a significant
difference between amorphous ferromagnets, paramagnets,
and spin glasses. This difference is illustrated schematically
in Fig. 7.

The main requirement for some kind of magnetic order
in a solid is that there must exist magnetic moments that
interact with one another. In systems with lanthanides,
where the electrons are well localized, the magnetic mo-
ments can be coupled by means of isotropic Heisenberg
exchange

H,'j= —2]1~jSiSj, (48)

where J; is the exchange parameter between spins occupy-
ing the sites / and j. It is positive for ferromagnets and nega-
tive for antiferromagnets. In metallic dilute solid solutions
the magnetic moments interact by the RKKY mechanism
(Ruderman, Kittel, Kisuya, and Yoshida), the distinguish-
ing feature of which is its long-range and oscillating nature.
In the simplest case it is described in the form

J(R) = V,cos (2keR + @) (keR)™, ke R3> 1, (4.9)

where the effective parameter J between the spins separated
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by adistance R decreasesas R ~*. Here k ¢ is the wave vector
of an electron at the Fermi level of the base metal; ¢ is a
phase factor; ¥, is the coefficient proportional to J,, where
J s is the exchange interaction between the localized felec-
trons and the conduction electrons.

The interaction between atoms separated by distances
Ry~n~"'7 for n/k <1 is sign-alternating.''® The sign-al-
ternating interaction permits the atomic moments to inter-
act with different probability with one another in both the
ferromagnetic and antiferromagnetic manner. The presence
of a random interaction of different sign results in competi-
tion between these two types of interactions. This fact is a
determining feature in the physics of spin glasses.

Relaxational phenomena in spin glasses are of special
interest. The first measurements of the relaxation time of the
magnetization of spin glasses revealed a logarithmic time
dependence.''® Subsequent measurements revealed a signif-
icant deviation from a purely logarithmic dependence. At-
tempts to find the functional form of the relaxation contin-
ued and are continuing. The experimental data obtained
with the help of different methods cover a time interval of up
to 17 orders of magnitude: from 10~ '? to 10° s. At tempera-
tures below T'; the time dependence of the thermoremanent
magnetization in a spin glass can be described by an expo-
nential function of time'"'

t n

M@ « exp(— 7) , (4.10)

0
where f, is the hold time at constant temperature and
0 <n < 1. The decay of the magnetization depends on the
hold time of the system. This indicates the existence of mem-
ory and the operation of the superposition principle. How-
ever this form should operate only for times less than the
hold time ¢,

In accordance with the fractal-cluster model the rate of
relaxation of the magnetization to the equilibrium state can
be represented in the form''?

- —B0/Z
M m(_t_) B/Zvexp[__(z‘ )ﬂ/v ’
dlnt T Trmax

where B, 8, Z, and v are the standard static and dynamic
exponents, and

T -Zv
Tmax = Ty (?_ 1 '
f

(4.11)

(4.12)

where 7, is the minimum relaxation time of the spin system
(7 can be regarded as the time necessary for one flipping of
the spin magnetic moment and is equal to 10~ '* s). Equa-

730 Sov. Phys. Usp. 33 (9), September 1990

o
o(m >=0
& @ FIG. 7. Schematic representation of the differences be-
o ke tween a ferromagnet below 7, (a), a spin glass below T
»k O (b),anda paramagnet (c). The open circles denote atoms

of a nonmagnetic element, the dark circles with arrows
denote the positions of atoms i, j, and k£ with magnetic
moments responsible for the magnetization of the medi-
um, N, is the number of atoms with magnetic moments,

<M>=3, (m,), (m;), and {m, ) are the thermally averaged mag-
2 netizations in thef, j, and & positions, and M is the average
ME>Q magnetization over all positions.
c

tion (4.12) reproduces the fundamental characteristics of
relaxation effects in real spin-glass systems in a wide range of
times and temperatures. Equation (4.11) leads to a slow
change in the relaxation rate as t—7,,,,, , characterized by a
weak power-law dependence (experiment and computer cal-
culations give values for 8 /Zv that fall within the limits
0.05-0.1). Using the usual values for the parameters deter-
mining the exponent Binder and Young''® obtained for the
spin glass (Fey;5Niggs)+5BsPgAly (8 =0.38, 5§ =10,
Z =28.2and 7, =210~ "3 c satisfactory description of the
time dependence of the experimentally observed relaxation
rate near T;. Thus Eq. (4.11) for the relaxation rate repro-
duces some fundamental characteristics of the relaxational
effects in real spin-glass systems.

The search for analytic expressions for relaxation phe-
nomena in spin glasses is nonetheless continuing. Theoreti-
cal and experimental methods, employing the excitation of
elastic sign-alternating fields and making it possible to ob-
tain information about structural relaxation processes in sol-
ids in the frequency range 10 ~°-10"* Hz, deserve attention
for studying relaxational processes in spin glasses.

Practical applications of spin glasses in microelectron-
ics and other areas are significantly hampered by the absence
of spin glasses with Ty > 300 K. In the last few years there
have appeared experimental investigations in which efforts
were made to prepare spin glasses with high values of T';.
Thus in Ref. 114 it is reported that the crystalline alloy
Tbg, s Sizz s has T = 180 K.

There have also appeared studies on the development of
so-called cluster spin glasses. Thus in Ref. 115 heat treat-
ment of the alloys Cu, _ . Mn, Al (0.24 < x <0.36) was used
to obtain a system which had inclusions of the ferromagnetic
intermetallide Cu,MnAl with average size '~4 nm. Mea-
surements of the susceptibility showed that such a system is
analogous to a spin glass, where accumulations of the inter-
metallide Cu,MnAl play the role of spin magnetic moments.
It is conjectured that if the average separation of the inclu-
sions /., > d_ (d. is the average size of the inclusions), then
the magnetic moments of the inclusions interact by means of
the RKKY indirect-exchange mechanism. Thus work on the
development of new structures with the properties of a spin
glass have only just begun and the development of this direc-
tion should lead to the realization of many still unknown
theoretical and practical possibilities.

4.3. Magnetoelastic phenomena inamorphous alloys

For many years researchers have been interested, from
both the theoretical and practical viewpoints, in magnetoe-
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lastic damping, the AE effect, and other magnetoelastic phe-
nomena.''® In recent years interest in these phenomena has
grown owing to the study of amorphous ferromagnets,
where they are stronger than in crystals.''*'?° For example,
in some amorphous alloys based on iron the AE effect can
reach several hundreds of percent.'?' Magnetoelastic prop-
erties are determined by the effect of magnetic order on the
elastic characteristics and are connected with the existence
of the magnetostriction effect. Although in the theory of
magnetism magnetostriction is a second-order effect, for
amorphous metallic alloys, which are anomalously soft mag-
netically, magnetoelastic effects in many cases can be strong-
er than the first-order magnetic and elastic effects.

4.3.1. Magnetostriction

Magnetostriction is the most important parameter of a
ferromagnet and is of interest both for the physics of the
magnetic state and for practical applications. Knowledge
about magnetostriction of amorphous magnetic alloys is
necessary for solving fundamental problems of the magne-
tism of disordered structures and gives direct information
about the character of the orbitals of the magnetic electrons.

When magnetic order appears spontaneously below the
Curie temperature the volume and shape of the ferromagne-
tic material change. The application of external mechanical
stresses in this case results in the appearance of, apart from
purely elastic strain, and additional magnetostrictional
strain, i.e., the total strain £, is equal to

(4.13)

S m
& ==& + &ij,

where £}, are the components of the strain of the ferromagnet
in a saturating magnetic field and £ are the components of
the magnetostrictional strain. The change in the compo-
nents of the magnetostrictional strain tensor £7' in the ferro-
magnet phase depends on the direction and magnitude of the
spontaneous magnetization M, :!’

er = hiyuMeM;, (4.14)

where A, is the tensor of magnetostrictional elastic
constants.

Just as in the case of the tensor of elastic constants, in
this case there exist only two independent constants, de-
scribing the change in the volume and shape. If the magne-
tostrictional tensor is divided into purely volume &' and

shear £]*" parts, then"
off = ef" + e, (4.15)
where
,
8?}"’: (?s) 6;,', 0)s=2 €y = _AV—V', (416)
A 3, MM,
el == 3 G (4.17)

here w; is the relative change in volume AV /V owing to the
spontaneous magnetization M, (T) and A, —the linear mag-
netostriction, i.e., the relative elongation A/ /I of the sample
in the direction of magnetization (€ = 0), as compared with
an imaginary sample with the same volume but with disor-

dered magnetic moments, is given by
Al 3 1
= = ( 0520 — —j,
2 s 1@ 3)

. (4.18)

\
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where 0 is the angle between the direction of M, and the
direction in which Al /! is measured.

The spontaneous volume magnetostriction o, at a tem-
perature T is described by the following expression:'?

s (T) = o (0) — KCM? (0, 0) (%)’ ,

c

(4.19)

where w, (0) is the spontaneous volume magnetostriction at
0 K; K is the compressibility; C is the coupling constant;
M(0,0) is the magnetization at 0 K and in zero magnetic
field; and T, is the Curie temperature. On the other hand the
quantity w, (7) can be represented in the form
TC
as(T) =3 5 (a, —a,)dT, (4.20)
[1)
where , and a; are the thermal linear expansion coefficient
in the paramagnetic and ferromagnetic states, respectively.
For amorphous alloys based on iron the total magnetoelastic
increase in volume w, at 0 K is of the order of 1-10~2, which
is comparable to the decrease in the volume observed when
amorphous metallic alloys crystallize.

Experimental investigations of many amorphous alloys
based on iron have shown'?? that in a wide temperature in-
terval their magnetoelastic effects, leading to an increase in
the volume as | M, | increases, i.e., @, > 0, can compensate or
even exceed the standard thermal expansion owing to anhar-
monicity of the vibrations of atoms. Thus, for example, in
the interval 200600 K the thermal expansion coefficient of
the amorphous alloy Fe,; B, is zero, i.e., this alloy is a typi-
calinvar. Analyzing the experimental results for amorphous
alloys Fe-B, Fe-P, Co-B, and others, Ishio and Takaha-
shi'?* concluded that the zero thermal expansion coefficient
is determined by the effective number of electrons rq,
which is estimated based on the charge-transfer model as

1
Teti = ATM ~+ ——— Xii,
14+ D%

i

(4.21)

where 1, is the number 6f 3d + 4s electrons for each tran-
sition metal, x; is the concentration of the ith metalloid, and
g, is the number of donor electrons of the ith metalloid. For
B, Si, and P, g; is equal to 1, 2, and 3, respectively. For the
above-indicated alloys, irrespective of the type of metalloid,
an alloy of the invar type corresponds to n.; = 8.2. The
same value of n.4 corresponds to magnetic instability in the
amorphous state and a maximum magnetic moment for
amorphous iron, obtained on a cooled substrate.

The change brought about in the shape of the sample
(deformation at constant volume) by the presence of uniax-
ial anisotropy leads to the fact that the amorphous ferromag-
netic has a linear magnetostriction A, . The experimental val-
ues of A, for most of the investigated amorphous alloys based
on Fe-Co and Fe-Ni with a metalloid content of 20-25
at.%'?* fall in the range ( — 10 to 45)-10~ %, Applications
in electronic and electromagnetic devices require amor-
phous metallic alloys in the form of thin films and foils either
with the strongest possible magnetostriction or with negligi-
bly weak magnetostriction (close to zero). For example, dif-
ferent types of sensors and magnetoelastic transducers re-
quire materials with large value of A,. The highest values of
A, just as in the crystalline state, are found in amorphous
metallic alloys based on rare-earth elements. Thus in amor-
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phous alloys whose composition is close to that of Tb,, Cos,
gigantic magnetostriction (1, ~2-10~*) was observed in
significantly lower saturating fields (H = 3—4 kOe) than
necessary for the crystalline analogs (H > 100 kOe).'?* It is
conjectured'?® that magnetostriction in the amorphous al-
loys Tb—Co is determined primarily by the flipping of the
magnetic moments of terbium, which in a zero magnetic
field form a “fan,”” whose aperture angle is determined by the
competition between the local magnetic anisotropy and the
effective exchange-interaction field. In a field H > 0 the mag-
netic moments of the terbium ions are oriented along the
field; this results in the appearance of gigantic magnetostric-
tional strains. Further investigations of the conditions re-
quired to produce amorphous alloys with gigantic values of
A, and studies explaining these phenomena are undoubtedly
necessary.

Devices and systems operating at high frequencies re-
quire amorphous metallic alloys with close to zero magneto-
striction, since the magnetoelastic effects still degrade the
magnetically soft properties. Amorphous metallic alloys
based on cobalt and iron with zero magnetostriction were
obtained already in the early studies of amorphous alloys.
Later different types of amorphous alloys based on cobalt
were obtained by sputtering. These alloys contained the non-
magnetic elements Zr, Hf, Ti, Nb, Ta, W, and Mo as the
glass-forming elements. Alloys with both positive and nega-
tive A, were obtained. They also included the alloys
CogsNb, s Ti;s and CogeNb,Zry Mo, sCr, s with zero
magnetostriction.'**'”” The magnetostrictional properties
of the amorphous alloys (Co, _ , Fe, )gs Nb,s have been the
most studied.'?® The curves of A, as a function of the con-
centration x are described by the parabolic equation

A 100=0ax*+2Bx(1—x) +y(1—x)?, (4.22)

where a, 3, and y are constants determined from the data on
A,. The equation (4.22) is equivalent to the theoretical de-
pendence of A, on x in alloys of the binary system A, _ ,B,,
based on the dipole-type magnetic interaction of atomic
pairs.

Studying the reasons for the appearance of zero magne-
tostriction in amorphous magnetic alloys of the type
(Fe,Co,_,),_,(Siy,By,), and using the single- and two-
ion model to explain magnetostriction Balasubramanian et
al.'® and Gonzalez and du Tremolet de Lacheisserie'*
came close to solving the problem of determining the basic
characteristics of the ferromagnetic state.

4.3.2. The AE effectin amorphous alloys

Magnetoelastic coupling changes the elastic modulus,
which can be regarded as a superposition of separate
contributions:'*'

E—E,—En, (4.23)

where E,, is the “paramagnetic” elastic modulus, obtained
by extrapolating the dependence E(T) from the paramag-
netic region, and E, is the “magnetic’’ contribution of the

elastic modulus, which consists of three components:
En=AL,+AE,+AE;; (4.24)

here AE, and AE, are determined by the change brought
about by magnetic ordering in the binding forces and the
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FIG. 8. The temperature dependence of Young’s modulus in the amor-
phous alloy Feg, B,, measured in a magnetic field of strength H# = 0 (1),
0.96 (2), 1.36 (3), and 112 (4) kKA/m.

change produced by the magnetic field in the volume contri-
bution, respectively, and AE, is characterized by the change
brought about in the domain structure by external stresses.

Investigations of the AE effect in amorphous ferromag-
nets have shown that in amorphous metallic alloys based on
the transition metals iron, cobalt, and nickel the main contri-
bution to the change in the elastic modulus is connected with
the change brought about in the domain structure by exter-
nal mechanical stresses. Figure 8 shows the temperature de-
pendence of Young’s modulus in the amorphous metallic
alloy Feg, B, after isothermal annealing at 7= 573 K dur-
ing a period of two hours.'* In the absence of a magnetic
field E is virtually independent of the temperature, and thus
below the Curie temperature this alloy is a typical Elinvar
material. In a field H# = 112 kA/m at room temperature E
changes approximately by 70% (curve 4), and this increase
is connected with both components AE, and AE,; (the com-
ponent AE,, ~0). However it is difficult to make an accurate
determination of the components AE, and AE,,, determined
by the difference between E, (measured in a saturation mag-
netic field) and the elastic modulus obtained by extrapola-
tion from the paramagnetic state, since the Curie tempera-
ture of amorphous metallic alloys is close to T, . Therefore
the extrapolated curves are poorly determined. For this rea-
son, in studying the AE effect in amorphous metallic alloys
the component of the elastic modulus AE, whose appear-
ance is closely related with existence of €™, is usually studied.
In magnetostrictional alloys in the presence of an external
magnetic stress o; the magnetoelastic energy'** can be writ-
ten in the form

W), = — D oief, (4.25)
[8} .

which under the action of uniaxial tensile stress o assumes
the form

W, = —% 50 c0s2 0, (4.26)
where A, is the linear saturation magnetostriction and @ is
the angle between the spontaneous magnetization vector and
the direction of o. From the condition that the energy should
be minimum when a ferromagnet with positive magneto-
striction is stretched, according to Eq. (4.26), it follows that
the angle 60, i.e., the spontaneous-magnetization vector is
aligned parallel to the stretching force, while for a ferromag-
net with negative magnetostriction 8- 90°, i.e., the magneti-
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zation is perpendicular to the stretching force. As a result of

the rotation of the spontaneous-magnetization vectors,
. caused by the tensile stress, in a ferromagnet with either sign

of A, an excess relative stretching is created and the modulus

of elasticity decreases. The magnitude of the AE effect shows

the relative contribution of the magnetic strain £€™ to the

total elastic strain ¢, i.e.,”*

AE E;—E, em

- £ > (4.27)

where E, is the modulus of elasticity measured in a saturat-
ing magnetic field and E, is the modulus of elasticity mea-
sured in the absence of a magnetic field. The numerical value
of the AE effect depends on the magnetostriction, the magni-
tude of the internal stresses, and the orientation of the mag-
netization vectors of the domains relative to the external un-
iaxial stress:'?

AE  E,—En _ 3E|A

E  Ey  ojfcost0.sin®f

(4.28)

where E; is the modulus of elasticity measured in a magnet-
ic field of strength H and o; is the internal stress. The de-
pendence of the AE effect on the strength of the external
magnetic field for the amorphous ferromagnet Fe,, Co,,B ¢
with different domain structure and different orientation of
the external mechanical stress'**'** is shown in Fig. 9,
where the AE effect was calculated according to the formula
AE/E = (Ey; — H,)/E,. In alloys with a complicated do-
main structure, which were obtained by quenching from the
liquid state (QLS), the AE effect assumes small negative
values in weak magnetic fields (H <400 A/m), after which
it increases monotonically and saturates (curve /). This de-
pendence of AE /E = F(H) is characteristic for many crys-
talline ferromagnets. In amorphous alloys with a striped do-
main structure, which are obtained by the method of
ion-plasma sputtering (IPS), when the magnetization vec-
tor lies in the plane of the film, the magnitude of the AE
effect depends on the orientation of the applied stress rela-
tive to the axis of easy magnetization. When the axis of easy
magnetization is parallel to the applied stress the AE effect is
not observed (curve 2), and when the axis of easy magneti-
zation is perpendicular to the applied stress a negative AE

AESE, /o

20}

4 H,kA/m

FIG. 9. The AE-effect in the amorphous alloy Fe,, Co,,B,, prepared by
the method of quenching from the liquid state (7), the method of ion-
plasma sputtering with magnetization parallel (2) and perpendicular (3)
to the easy axis of magnetization.
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effect occurs for all values of the strength of the external
magnetic field (curve 3). Such an unusual dependence is
characteristic only for amorphous magnetic alloys and is de-
scribed well by the expression (4.20). In the model of coher-
ent rotation of magnetic moments,'*® calculated for this
case, it is shown that for strengths of the external magnetic
field H <2K,/M

A_l‘:;i = ORZEMEH? (2K,) 3,

(4.29)
where K, is the magnetic anisotropy energy and M, is the
saturation magnetization, the AE effect must be proportion-
al to the squared magnetostriction, but this model has not
been checked experimentally.

The difference in the domain structure of alloys with
identical composition gives rise to different mechanisms for
the change in magnetization of the material. In a material
prepared by the method of quenching from the liquid state
the magnetization changes by means of the displacement of
the domain walls as well as a result of the rotation of the
magnetization vector. However in alloys obtained by the
method of ion plasma sputtering there are no 90° walls and
the 180° walls are oriented perpendicular to the applied field,
and for this reason the magnetization along the longitudinal
axis of the sample is produced by the rotation of the magneti-
zation vectors. This difference is also reflected in the depend-
ence of the magnitude of the AE effect on the frequency of
the mechanical oscillations, as shown in Fig. 10 in the co-
ordinates |AE /E | = F(f~"/*)."*® Thus the absence of a fre-
quency dependence of the AE effect for alloys prepared by
the method of quenching from the liquid state, right up to
f~400 kHz, indicates that the domain walls affect most the
change produced in the magnetization of the material by
mechanical stresses. Increasing further the frequency of me-
chanical oscillations results in the fact that the oscillating
displacements of the domain walls cannot follow the change
in the sign-alternating stresses and the AE effect diminishes.
In an amorphous alloy prepared by the method of ion-plas-
ma sputtering the dependence of the AE effect on the fre-
quency of the mechanical oscillations arises primarily be-
cause of eddy currents, which, owing to the skin effect,
diminish the magnitude of the AE effect in proportion to
fV2. The fact that the skin effect affects the magnitude of the
AE effect is indicated by the data in Ref. 137, which were
obtained for the amorphous alloys Fe,sCo,sZr,, of differ-
ent thicknesses (Fig. 11). Thus, at the frequency f= 1 mHz

14€/El,%%

20}

161
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0T 2 3 4 5 6

7 YR

FIG. 10. The frequency dependence of the AE-effect in the amorphous
alloy Fe;, Co (B, prepared by the method of quenching from the liquid
state (/) and ion-plasma sputtering (2).
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FIG. 11. The frequency dependence of the AE-effect in the amorphous
alloy Fe s Co,sZr,, for samples with different thicknesses (in m): 10
(1), 40 (2), and 120 (3).

with a thickness A = 120 um AE /E~2% (curve 3), while
for h = 10 um the AE effect increases to 9% (curve 1).
The values of the AE effect have now been determined
for many metal-metalloid and transition metal-rare-earth-
metal systems. Table III gives values of the maximum AE
effect obtained as the difference between E, and the mini-
mum value Ej; in the kilohertz frequency range for different
amorphous metallic alloys. Analysis of the table shows that
the high values of the AE effect were obtained after heat and
thermomagnetic treatments. In the case of the heat treat-
ment, the internal stresses decrease as a result of structural
relaxation; this reduces the magnetoelastic anisotropy and
increases the magnetoelastic properties. Figure 12 shows the
AE effect in the amorphous alloy Feg, B, 5Si, as a function of
the temperature and the duration of isothermal anneal-
ing.'*? At the first stage of annealing the magnitude of the
AE effect increases; this is connected with relaxation and the
decrease in the internal stresses preventing the motion of
domain walls. However for some values of the temperature
and duration of annealing the magnitude of the AE effect
decreases appreciably. This is especially noticeable if the iso-
thermal holding is conducted below the Curie temperature;
this stabilizes the domain walls. Better results can be ob-
tained if the crystallization temperature of the amorphous
metallic alloy is higher than the Curie temperature. In this
case annealing in the temperature interval between 7, and
T, followed by fast cooling results in an increase of the AE
effect. Another method that makes it possible to decrease the
stability of the domain walls is annealing in a magnetic field

oriented perpendicular to the longitudinal axis of the sam-
ple. In this case, apart from the decrease in the internal
stresses, there forms a domain structure that permits realiz-
ing maximum values of magnetostriction along the longitu-
dinal axis of the sample and makes possible ““gigantic values
of the AE effect.

Thus investigations of the AE effect in amorphous me-
tallic alloys have led to the development of a significant
number of ferromagnetic amorphous metallic alloys with
high magnetoelastic properties in the kilohertz frequency
range. Practical applications (for example, in controllable
signal-delay lines) require materials with a high AE effect in
the megahertz frequency range. Further work in this direc-
tion should lead to the development of materials based on
amorphous metallic alloys that will make it possible to rea-
lize a gigantic AE effect at frequencies of 1-50 MHz.

4.3.3. Magnetomechanical damping

In magnetostrictional amorphous metallic alloys, aside
from damping of elastic oscillations for nonferromagnetic
reasons, there arise additional energy losses connected with
the existence of magnetoelastic coupling in these materials.
Internal friction in this case (with the exception of damping
of a nonmagnetic nature) can be represented in the form of
three terms:

Q_l = Q;llax r-nlin + Flv
where Q .1, O =.! and Q,'are the damping of elastic 0s-
cillations that is connected with the existence of macro- and
microeddy currents and hysteresis, respectively. The magni-
tude of the damping and the dominant component of the
magnetoelastic internal friction depend on the type of do-
main structure of the material and the conditions of mea-
surement (the frequency of mechanical oscillations and the
orientation of the applied mechanical stress relative to the
magnetization vector of the domains). In amorphous metal-
lic alloys prepared by the method of quenching from the
liquid state, at frequencies f'< 10° Hz the main contribution
to the damping of elastic oscillations is connected with mag-
netomechanical hysteresis—irreversible motion of 90-de-
gree domain walls. This is indicated by the strong amplitude
dependence of the internal friction''*'** and the fact that
the magnetoelastic properties are constant in this range of
frequencies.'* The high damping in this case is realized in
the absence of strong stoppers, which interfere with the mo-
tion of the domain walls. In crystalline ferromagnets the fac-

(4.30)

TABLE IIl1. The maximum changes in the modulus of elasticity in some amorphous metallic

alloys at room temperature.

Annealing conditions
Alloy AE/E :i':e’ Temperature} pi.q | References
FegaByg 0,7 120 643 - [132]
FessP1sCio 0,8 30 573 H [138]
FesB1:Siyg 1,75 5 €46 - [139]
Fe;1CogBsg 2,2 15 657 — {139]
FegoB1sSis 4,5 2 623 H [140]
FegBy ;Si;4Ca 2 — - H| [141)
Feg;B;5SisCy 2,36 15 663 H| [121]
FegBysSis 2,77 2 663 H [1424
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FIG. 12. The AE-effect in the amorphous alloy Fey, B, Si, at room tem-
perature as a function of the isothermal annealing time for annealing tem-
peratures T=473 (1), 523 (2), 573 (3), 623 (4), 648 (5), 673 (6), and
698 (7) K.

tors resisting the motion of domain walls are crystallograph-
ic anisotropy and defects in the crystal lattice (grain
boundaries, dislocations, etc.). Amorphous metallic alloys
do not have the crystallographic anisotropy and many struc-
tural defects inherent in crystalline alloys. The main stop-
pers, preventing the motion of domain walls, in them are
defects of the amorphous structure which give rise to inter-
nal stresses. The magnitude of the internal stresses can be
estimated from measurements of the amplitude dependence
‘of the internal friction (Fig. 13). In Ref. 145, under the as-

£,10'9 N/m?

’ O

472

0‘1.103 “‘ £, 1019 N/m? 11
5 18
. . 1 ]
116
] 18
p o 114 )
F-00000~0-Omree 3OO0 00 | s
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2 -a0-e ;
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FIG. 13. The amplitude dependences of the internal friction and the mod-
ulus of elasticity of the alloy Fe,, Ni , P,4 B, in the starting state (curves 4
and 4'), the crystalline state (curves S and 5'), and the states (7, 1') after
thermomagnetic treatment (curves I, I’-3, 3'); the measurements were
performed in the field H=0(/), 1 (2, 2'),and 10 (3, 3') kA/m.
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sumption that the distribution function of the internal stress-
es is Maxwellian, expressions were derived that relate the
parameters of the magnetomechanical damping with the
average internal stresses o;, i.e.,

OAE

Ql~— for
o

o< a (4.31)

where o is the amplitude of the internal stresses. The maxi-
mum magnitude of the damping

AE

AQY ~ (4.32)
is observed when
0=0,72560;; (4.33)

here AQ ! is the height of the maximum in the amplitude
dependence of the internal friction; o,, is the amplitude of
the stresses that corresponds to the maximum in the curve
Q' (g). In Ref. 119 the magnitude of the internal stresses
was estimated for the amorphous alloy Fe,, Ni,, P, B, with
the help of Eq. (4.33) and the data in Fig. 13. The estimates
made of the magnitude of the internal stresses showed that
heat treatment of the alloy Fe,,Ni,,P,, B, can reduce the
stresses from 1.5:107 to 2+ 10° Pa, i.e., by almost an order of
magnitude. This result indicates that the concentration of
defects of the amorphous structure, which prevent the dis-
placement of domain walls under the action of mechanical
stresses and which increase the internal friction by more
than an order of magnitude, decreases.

At higher frequencies the contribution of the eddy cur-
rents to the total internal friction increases. Figure 14 shows
the frequency dependence of the internal friction of the
amorphous alloy Fe,; Co,s Zr,, with a striped domain struc-
ture,'”” whose easy-magnetization axis is oriented perpen-
dicular to the longitudinal axis of the sample, along which
the elastic waves were excited. Measurements performedina
magnetic field H corresponding to maximum damping
showed (Fig. 14) that the Lieight and position of the maxi-
mum of internal friction depend strongly on the thickness of
the material. This is a characteristic feature of the losses
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FIG. 14. The frequency dependence of the internal friction in the amor-
phous alloy Fe s Co,s Zr,, for thicknesses of 10 (/), 40 (2), and 120 (3)
pm.

1. V. Zolotukhin and Yu. E. Kalinin 735



associated with macroeddy currents®’

-1 wh?
gt~ D (4.34)
where o is the angular frequency, 4 is the thickness of the
sample, and D,, is the diffusion coefficient. In the limiting
case of high frequencies the eddy-current damping is deter-
mined by the frequency dependence of the depth of the skin
layer and is proportional to f~ /2.

Maximum losses associated with microeddy currents
are also expected in the frequency range 10°-10° Hz.'*¢
However, because their contribution to the total magnetoe-
lastic damping in the pure form in amorphous metallic alloys
is small they have not been observed.

Thus from the physical standpoint the same damping
mechanisms are realized in ferromagnetic amorphous me-
tallic alloys as in crystalline ferromagnets. However because
of the lower anisotropy and the absence of structural defects
characteristic of crystals (grain boundaries, twins, etc.) the
damping of mechanical oscillations is stronger in amor-
phous metallic alloys. This makes amorphous metallic alloys
promising materials with a high damping capability which
are suitable for applications in the building of instruments.

5. CONCLUSIONS. POSSIBLE APPLICATIONS OF
AMORPHOUS METALLICALLOYS

The technology for preparing amorphous metallic al-
loys by quenching from the liquid state has made it possible
for physicists and materials scientists to discover a number
of new physical phenomena and properties and to employ
them in many applications. Unfortunately, some practical
applications of amorphous metallic alloys, prepared by the
method of quenching from the liquid state, have not com-
pletely lived up to their promise, for example, for the devel-
opment of high-power transformers or heavy-duty construc-
tional parts. However there exist very many other
possibilities for using amorphous metallic alloys both in the
development of new technology and in studying physical
phenomena, if other methods of preparation are employed:
ion-plasma method, laser-induced vitrification ion implan-
tation, etc.

1. Asis well known, the diffusion of atoms is accelerated
significantly in the presence of interphase boundaries and
grain boundaries. A lower rate of diffusion is characteristic
for single-crystalline layers, in which diffusion along lattice

sites predominates. Experimental data for a large number of
materials show that diffusion along lattice sites is most no-
ticeable and occurs quite rapidly at temperatures above
0.7T,, (T,, is the melting point ), while diffusion along grain
boundaries occurs at temperatures above 0.57,, . From here
it can be concluded that in the technology of production of
microelectronic devices single-crystalline layers are most
desirable, but for the existing level of the technology this is
difficult to achieve. For this reason, in the last few years the
question of the application of amorphous metallic alloys pre-
pared by the method of ion-plasma sputtering as an alterna-
tive to single-crystalline layers has started to be discussed. In
relaxed amorphous metallic alloys there are no grain boun-
daries or dislocations characteristic of the crystalline state,
the structure is more homogeneous, and diffusion along the
vacancies is slower, since vacancy-like defects often are
smaller than vacancies in the crystal lattice. Thus amor-
phous metallic alloys are potential candidates for use as bar-
rier layers blocking diffusion. Of course, it is necessary to
choose alloys whose crystallization temperature is higher
than the technological formation temperature of the inte-
grated device. Another characteristic property of amor-
phous metallic alloys is the relative technological simplicity
of producing any kind of geometric configurations on large
areas. This feature, together with the capability of obtaining
in a single technological cycle semiconductor and insulator
layers, makes amorphous metallic alloys promising for ap-
plications in microelectronics.

In 1985 a patent entitled ‘“‘Semiconductor devices em-
ploying amorphous metallic layers as contacts” was pub-
lished.!*” The amorphous alloys Ni-Nb, Ni-Mo, Mo-Si,
W-Si are recommended as a new class of materials for meta-
lization, that can be used as the first metal coating, and diffu-
sion-blocking barriers as well as corrosion-resistant
coatings.

The main drawback of the proposed amorphous metal-
lic alloys is their relatively low crystallization temperature
(850-1000 K ), which makes it impossible to use them in a
technological process with heating above 1000 K. In the last
few years'**!*° new amorphous layers, which remain amor-
phous even with heating up to 1300-1400 K, have been de-
veloped. These are alloys of rhenium with tantalum, titan-
ium, and niobium. Thus it is entirely possible to increase
significantly the thermal stability of metal-semiconductor
contacts with the use of amorphous metallic alloys. There is

Flow sensors Distance sensors Torque sensors
Current sensors Frost sensors Force sensors
Proximity sensors Pressure sensors Knock sensors

Pulse generator
encorder

Proximity sensors

FIG. 15. Diagram of the possible applications of amor-
phous alloys as sensors and transducers.

Zero magnetostriction High magnetostriction As=(20 — 45)-70"5

Ultimate strength o5 = 2.5-4 GPa
Resistivity p = 120-200 pf2-cm

Temperature of the transition from the amorphous
state into the crystalline state 7, = 400-600 C.
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no doubt that such amorphous alloys are promising as anti-
diffusion barriers.

2. Amorphous metallic alloys as a material for magnetic
heads and different types of transducers and sensors. The
technology for preparing amorphous metallic alloys by the
method of ion-plasma sputtering, which makes it possible to
obtain layers 1-10* um thick, has already been developed in
the laboratory. Thin layers often have unique physical prop-
erties, and this makes it possible to solve very complicated
problems in instrument building. It is well known that ferro-
magnetic materials are employed for recording and storing
information. To increase the information density materials
in which the size of a single carrier does not exceed 1 um are
under development. Such carriers have a high coercive force
(1500-2000 Oe). To work with such carriers it is necessary
to have magnetic heads in which amorphous metallic alloys
must be the main working element. The traditionally em-
ployed ferrite cannot be used, since the saturation induction
in magnetic heads made of this material does not exceed
0.45-0.50T,, and the brittleness and crystallinity make it
impossible to obtain a head with a working part less than 10
pm in size. Sputtering makes it possible to obtain from an
amorphous metallic alloy a magnetic head with induction
B =1-14T,, dimensions as small as desired, for example,
capable of remagnetizing a particle 0.01 zm in size. The core
of the head has minimum anisotropy and relative permeabil-
ity 4 = 1000-2000 at frequencies of 5-20 MHz with satura-
tion magnetostriction close to zero.

Amorphous layers can also find wide application in the
development of highly sensitive transducers, sensing de-
vices, and different converters. Figure 15, which was taken
from Ref. 150, presents some properties of amorphous me-
tallic alloys and the possible areas of application. As one can
see from this diagram, amorphous metallic alloys can be
used in two areas: different types of magnetic-field meters
(magnetometers), magnetic heads, where alloys with zero
magnetostriction must be employed, and sensors (sensors of
voltages, strain, velocity, rotation, etc.), where alloys with
high magnetostriction are employed. Amorphous metallic
alloys are most effectively used by Japanese companies.
Thus the Matsushita Company employs in the production of
a commercial computer 361 different types of sensors made
from ferromagnetic amorphous metallic alloys.

In conclusion we note that amorphous alloys with high
values of the AE effect at frequencies above 1 MHz are prom-
ising. Thus, for example, for the amorphous alloy
Fe,, Co,, B, prepared in the form of a film 5 um thick, the
AE-effect reaches values of 20% at frequencies of 1-1.5
MHz."*' Such an alloy with amorphous structure can be
employed to fabricate magnetic-field-controlled delay lines
operating at megahertz frequencies.
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