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Spectroscopy of organic molecular glasses and cold-deposited films is reviewed. The emphasis is
on demonstration of the capabilities of such spectroscopy in tackling the fundamental problems in
the physics of the amorphous state. [t is shown that in discussing the structural properties a
considerable amount of information— which can be used to identify the amorphous state, follow
its thermal and time relaxation, and establish the participation of conformational
transformations of molecules in these processes—can be obtained by diffraction-spectral
methods combining diffraction measurements with simultaneous recording of Raman light-
scattering spectra. A detailed analysis is made of the possibility of investigating the density of
vibrational states by inelastic neutron scattering and Raman scattering of light. The results
obtained by electron spectroscopy are discussed in the specific case of the spectra of cold-
deposited-films. Much attention is given to the method of selective laser spectroscopy. A
hierarchy of universal properties of a molecular amorphous substance is proposed and it is shown
that spectroscopy is the main method for investigating the majority of them.

1.INTRODUCTION

Many low-molecular organic compounds—normal and
cyclic hydrocarbons, monatomic and polyatomic alcohols,
simple and complex esters, including amines, aromatic com-
pounds, acroleins, succinates, maleates, etc.—form amor-
phous substances when supercooled. The available data in-
dicate that number of such compounds amounts to =~4% of
the total number known at present. Already this number is
several hundreds, much greater than the number of inorgan-
ic compounds that can become amorphous.

Organic amorphous substances, which (by analogy
with such concepts as a nematic, a smectic, a cholesteric,
etc.) can be conveniently called molecular amorphics, have
been the object of intensive research in the *“‘organic glass”
form already at the beginning of the present century. These
investigations have been concerned mainly with thermody-
namic properties (for a review see Ref. 1). Already then the
nature of vitrification and the relationship between the glass-
transition temperature and other thermodynamic proper-
ties, on the one hand, and the properties of the molecules of
the glass-forming substances, on the other, have been con-
sidered. This has been followed by a period of loss of interest
in these solids and by a second upsurge of interest in the late
sixties.

The explosive growth of interest in the physics of amor-
phous substances, due to widening horizons of modern ma-
terials science, has increased greatly the rate of research of
their fundamental properties. Although the attention has
been concentrated on inorganic substances, studies of mo-
lecular amorphics have in many cases provided more de-
tailed and deeper understanding of the fundamental proper-
ties of this new type of solid.

This has been due to the following reasons. Amorphiza-
tion of inorganic compounds raises the fundamental prob-
lem of the short-range order, whereas in molecular amor-
phics the main structure element is a molecule and it is not
destroyed by the amorphization process.

Molecular amorphics are easy to prepare, they can be
made in large volumes, high vacuum is frequently unneces-
sary, and some other stringent conditions do not have to be
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obeyed; this makes it much easier to carry out not only a
single (e.g., thermodynamic) investigation, but to develop
an extensive program of research.

In view of the specific nature of molecular objects, the
main method for their investigation is spectroscopy. This
highly-developed approach provides successful means for
the investigation of molecular amorphics employing the
huge arsenal of data accumulated by the spectroscopy of
molecules and molecular crystals.

The purpose of the present review is to demonstrate the
capabilities of spectroscopy in tackling the main problems in
the physics of the amorphous state. The review is organized
as follows. A detailed description of a molecular amorphic as
an investigation object is given in Sec. 2 together with its
definition, methods of preparation, and main thermody-
namic characteristics. The foundations of the physics of the
amorphous state, which is the structure of a molecular amor-
phic is considered in Sec. 3 and the spectroscopic approach
to finding this structure is discussed. Relaxation of the struc-
ture and the ability to investigate it by spectroscopic meth-
ods are considered in Sec. 4. Spectroscopy of vibrational and
electronic states of molecular amorphics are the subjects of
Secs. 5 and 6, respectively. Selective laser spectroscopy of
amorphics is discussed in Sec. 7 and the Conclusions deal
with the hierarchy of universal properties of a molecular
amorphic, confirming that spectroscopy is the main method
for the investigation of the majority of amorphics.

2.MOLECULAR AMORPHIC AS AN OBJECT OF
INVESTIGATIONS

2.1.Brief definition

An amorphous substance or an amorphic is a solid
which is alternative to a crystal differing from the latter by
the absence of the translational periodicity and character-
ized by a shear viscosity of at least 10'*° P (Refs. 2 and 3).
An enormous number of substances is dealt with in the phys-
ics of the amorphous state under the name of glasses. This
term applies to amorphics prepared by rapid quenching of
melts. However, from the beginning of investigations of
glasses {mainly organic) right to the present, a glass is un-
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derstood to be an amorphic exhibiting a glass transition"’
and described by a characteristic known as the glass-transi-
tion temperature.* We shall use this definition of a glass.

The absence of the translational periodicity in an amor-
phic does not result in a random distribution of atoms: fixed
lengths and directions of the valence bonds, valence angles,
and atomic and ionic radii determine the short-range order.
In the case of inorganic amorphics it is usual to speak of
associates and clusters,’ intermetallic “molecules” or mo-
lecular configurations,® polyhedra (for example, quartz te-
trahedra, boron icosehedra,’ etc.), and regular complexes.®
However, the problem of the true short-range ordered struc-
ture in these substances is still largely a matter of controver-
sy. In the case of organic amorphics the main short-range
structure unit is the molecule.

The packing of neighboring molecules is responsible for
the average order. It is the packing that is responsible for the
type of disorder occurring in a solid. Figure 1 shows four
types of disorder resulting in the absence of the translational
symmetry. An amorphous substance is a solid with a topo-
logical disorder.

2.2. Preparation of molecular amorphics

There are about ten different methods of making amor-
phics. The chief of these are thermal evaporation (depo-
sition of films on a cold substrate), sputtering, dissociation
in a glow discharge, chemical deposition in a gas, freezing of
amelt, etc. The two main methods used in the case of organic
amorphics are freezing of a melt and deposition of a molecu-
lar vapor on a cooled substrate. The first method yields
glasses and the second—thin films.

2.2.1. Molecular glasses

Formation of an organic glass requires melt cooling
rates of the order of one or more kelvin per second. This is
easily achieved by immersing a glass or a metallic container
containing a melt in liquid nitrogen. Samples prepared in
this way are in the form of transparent “fruit drops” of di-
mensions limited only by the container. A typical phase dia-
gram, in the form of the temperature dependence of the spe-
cific heat C,, is shown in Fig. 2a. It is clear from this figure
how the glass-transition temperature 7, is defined. Mea-
surements of 7, are made by thermal differential analysis
(TDA) and a typical curve obtained by this method is
shown in Fig. 2b.

Extensive literature is available on thermodynamic in-
vestigations of organic glasses (for reviews see Refs. 1 and 9~
13, where the bibliographies are given). It has been estab-
lished that the main characteristics are governed by the mo-
lecular structure. An analysis of the experimental data led
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FIG. 1. Types of disorder: 1) topological disorder(absence of long-range
order); 2) spin disorder in a regular lattice; 3) disorder of substitutionin a
regular lattice (mixed crystals); 4) vibrational disorder around equilibri-
um positions in a regular lattice.*

S.V. Nemilov to propose the following empirical expressions
for the calculation of the glass-transition temperature and
other quantities (such as the frozen configurational en-
tropy) in the form

Ty= Zn;ATg[ = NcH, ATcHx+n0H ATou+ ..., (2.1)

where n; is the number of characteristic fragments in a mole-
cule (for example, CH, CH,, CH,, OH, and other groups)
and AT, represents the partial contributions made by these
fragments to the glass-transition temperature.’

2.2.2. Thin films

Condensed hydrocarbons, such as naphthalene, anthra-
cene, etc. do not become amorphous as a result of cooling of
the melt” (Ref. 14). Amorphics of this type can be prepared
by deposition of a heated molecular vapor on a cooled sub-
strate.'*™'® The cooling rate is then 10° K/s (Ref. 3).

The usual method used in the preparation of films in-
volves deposition in vacuum when the residual pressure is
10~° Torr, producing films 0.1-0.3 um thick on a cold sub-
strate (kept at 20 K or higher temperatures) at a rate of 0.5~
100 A/s (usually restricted to 50-100 A/s). Another less
universal method is dimerization or oligomerization of a
monomer crystal (derivatives of coumarin, cyclopentanol,
etc.) as a result of irradiation, which is accompanied by

FIG. 2. Manifestation of vitrification (glass-forming
transition) in thermodynamic measurements: a) sche-
3 matic illustration of the change in the specific heat at
constant volume C,. during cooling in the region of the
glass-transition temperature; b) schematic differential
thermal analysis (DTA) curve showing the glass-
forming transition (1), crystallization (2), and melt-
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amorphization of a substance (see Ref. 8 and the biblio-
grapny given there).

3.STRUCTURE AND SPECTROSCOPY

Knowledge of the structural distribution of atoms in a
solid is essential for a detailed understanding of its physical
and chemical properties; this applies equally to amorphous
substances and to crystals. Therefore, the bulk of experimen-
tal investigations of the amorphous state in organic materi-
als has been concerned with their structure (for a mono-
graph see Ref. 3). Many research programs have relied on
the fact that few atoms participate in the short-range order
and this has provided the basis for introducing the density
functions, and the normal and reduced radial distribution
functions, to describe the structural properties of an amor-
phic. The multiatomic nature of the short-range order in
organic glasses immediately makes the structural task diffi-
cult and subject to all those complications that are encoun-
tered in structural investigations of polyatomic molecular
crystals and proteins. Therefore, there have been only a few
structural investigations of amorphics.?’~** These investiga-
tions do not provide detailed interpretation of the structure
at the atomic level.

In addition to the quantitative problem of finding the
detailed structure, the current research is concerned also
with such qualitative structural problems as identification of
the amorphous structure and its evolution (influence on the
structure of the thermal history of a sample, subsequent an-
nealing at different temperatures and for various durations,
rate of evaporation of a film and its thickness, etc.). The
establishment of a detailed structure is still a matter for
structural analysis, but the problems of identification of the
structure and its evolution may be tackled by spectroscopy,
as demonstrated by recent diffraction—spectral investiga-
tions of some glasses.

For historical reasons investigations of molecular
glasses (which have been the subject of thermodynamic in-
vestigations for several decades) and of molecular films

(which have started to attract interest only in the late sixties
and early seventies) have reached recently a stage of poten-
tial structural investigations. These two types of amorphics
have been tackled by two different but complementary re-
search programs. In the case of glasses this program involves
moving away from thermodynamics to structural investiga-
tions and then to vibrational spectroscopy. In the case of
amorphous films there is a shift from electronic properties
(localization of the states of carriers and excitons'*'®) to
structural studies.

3.1. Diffraction-spectral investigations of glasses

In the last decade the study of rapidly frozen liquid
crystals has stood out from other work on organic glasses.
Major progress made in the case of these materials has been
mainly due to diffraction-spectral investigations.>*>’ This
method involves simultaneous neutron-diffraction and spec-
troscopic investigations of a glass using Raman scattering of
light (RSL). Such investigations have been carried out on
two model systems of nematic liquid crystals: n-4-methoxy-
benzylidene-4-butylaniline (MBBA) and n-4-ethoxybenzy-
lidene-4-butylaniline (EBBA). The structure of the MBBA
molecule is shown as an inset in Fig. 13.

Figure 3 gives the angular distributions of the diffrac-
tion intensity obtained for rapidly frozen MBBA and EBBA
liquid crystals, together with diffraction by stable crystalline
modifications of these compounds obtained by slow cooling
of liquid crystal phases (cooling rates 0.7 K/s or less). Rap-
id freezing of liquid crystals causes them to solidify in C,
(MBBA) and C, (EBBA) phases; slow cooling produces
stable crystalline modifications C5 and C, in the former case
and C, in the latter.

It is clear from Fig. 3 that the distributions of the inten-
sities of diffraction by liquid crystals and C, phases of
MBBA are largely similar, so that we can draw the qualita-
tive conclusion that the C, phase is in a typical amorphous
state. However, in the case of EBBA this is no longer true.
The behavior of the C, phase differs considerably both from
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the initial phase of this liquid crystal and from the C, phase
of MBBA. On this basis it is concluded in Ref. 29 that rapid
cooling of EBBA fails to produce the amorphous state.

The question therefore arises to what extent the results
of an analysis of the external form of the distribution curves
of the diffraction intensity are final and whether there is per-
haps a more convincing method for identification of the
amorphous state.

The answer to this problem is positive because the infor-
mation can be provided by diffraction—spectral investiga-
tions. Such investigations of solid phases of MBBA have es-
tablished a high sensitivity of the low-frequency RSL
(Raman) spectra to the phase state of a solid which led to a
considerable modification of the spectrum as a result of
slight (judging by the diffractogram) changes in the phase
state. This sensitivity is a consequence of selection of vibra-
tions in the spectrum in accordance with the quasimomen-
tum. Since the amorphous state is characterized by the ab-
sence of translational symmetry, the quasimomentum is no
longer a quantum number describing vibrational excita-
tions. Interaction with light no longer satisfies the selection
rule for one-phonon transitions Q = Q =~ 0 and a one-phonon
RSL spectrum of an amorphic is governed entirely by the
density of the phonon states, in contrast to the spectrum of
the q = 0 modes of a crystal. The density of the vibrational
states in molecular solids is a continuous function of the fre-
quency™ at low frequencies from zero to 15-200 cm ~'. Con-
sequently, instead of the characteristic narrow-band RSL
spectrum of a molecular crystal, the spectrum of an amor-
phic recorded in the same range should be in the form of a
continuous distribution of the intensity as a function of the
frequency.

Figure 4 shows the RSL spectra of the C; and C, phases
of MBBA and EBBA, respectively. Clearly, the RSL spectra
of these two phases are of the wide-band type, have little
structure, and in contrast to diffraction are largely identical.
The two spectra differ drastically from the spectrum shown
in the inset and typical of crystals of both compounds. In the
case of the C, phase of EBBA the vibrational states are inco-
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FIG. 4. Low-frequency Raman spectra of rapidly frozen phases C, of
MBBA and C, of EBBA; T = 80K (Ref. 29). The inset shows the Raman
spectrum of the stable crystalline modification C, of MBBA; T= 80 K
(Ref. 28).
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herent and cannot be described by the quasimomentum, in-
dicating the absence of translational symmetry. On the basis
of the spectral evidence, we may conclude that both phases
are amorphous. The question why the nematic MBBA be-
comes an “amorphous nematic” or a “nematic amorphic” as
aresult of freezing, whereas EBBA acquires more structure
as a result of amorphization (possibly forming an “amor-
phous smectic” or a “smectic amorphic’) is clearly related
to the difference between the configurational entropies of
these substances in the region of the glass-transition tem-
perature (for reviews see Refs. [ and 9). The same difference
accounts for the familiar increase in the viscosity near the
glass-transition temperature and in the temperature itself in
the case of EBBA as compared with MBBA.

The considerable width of the peak of the diffraction
pattern of the C, phase indicates that the dimensions of the
translational ordering region are small. The position of the
maximum corresponds to the dominant average distance
between the atoms. Therefore, the average order of the struc-
ture of the amorphous phase of MBBA corresponds to such
stacking of molecules in which the average interatomic dis-
tance is 4.28 A and this type of order is retained over a dis-
tance of 40 A. In the case of the C, phase of EBBA the aver-
age order is formed in an analogous way: the dominant
interatomic spacing is 4.5 A, but the size of the long-range
order increases to 100 A.

The main characteristic distances are clearly minimal
for this type of molecule ensuring their dense packing, con-
trolled by the short-range atom-atom potentials of the inter-
molecular interaction.*'

3.2.Electron-microscopic investigations of aromatic
compound films

Electron microscopic investigations of pentacene and
tetracene films'®?* are so far the only structural investiga-
tions of film amorphics. The results are particularly valuable
because they have been obtained by in sity investigations.

Figure 5 shows the electron diffractograms of penta-
cene films (of thickness ~2000 A) freshly evaporated on
substrates held at different temperatures.

Figure 6 shows the dependence of the diffraction inten-
sity on the parameter » = (47/A) sin (6 /2) (A is the elec-
tron wavelength and @1is the diffraction angle), similar to the
parameter x in Fig. 3.

This figure manifests clearly the gradual crystallization
of a film on increase in the substrate temperature. It is worth
noting the two-hump nature of the intensity distribution
curves obtained for films deposited on substrates kept at low
temperatures when the positions of the maxima (in the series
of the plotted curves) corresponded to distances of 3.1 and
4.6 A. The positions of these two maxima are practically
independent of the substrate temperature and when a struc-
ture appears in the diffraction pattern at higher tempera-
tures, they approach the positions of the principal 110 and
21T reflections of a crystal due to the existence of two trans-
lationally inequivalent molecules in one unit cell of the crys-
tal. On this basis it has been concluded that amorphous
acenes retain pair packing of the nearest molecules, typical
of the crystal modification'® and due to the short-range na-
ture of the atom—-atom potential of the interaction between
the molecules.?' Therefore, as in molecular glasses, the aver-
age order in cold-deposited films was governed by the short-
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range intermolecular interaction potential, resulting in pair
packing of molecules.

The half-width of the diffraction peaks indicates that
the coherence length of such packing is 4-5 lattice constants
in the (a, b) plane. Hence, it was concluded that the struc-
ture of amorphous films was as follows: the spatial distribu-
tion of the ensemble of molecules was on the average close to
that expected in a fully relaxed crystalline phase, but the
coordinates of the individual molecules were subject to ran-
dom fluctuations.

Intensity, rel. units
T [}
5 8

0.1 0.2 .. 03 0.4

FIG. 6. Diffraction intensities for a pentacene film in situ. The substrate
temperatures during deposition are indicated along each curve.’’
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FIG. 5. Electron diffractograms obtained i» situ for pentacene films
(of thickness 2000 A) deposited on substrates at the following tem-
peratures (K): a) 300; b) 250; ¢) 200; d) 150; e) 80; f) 28. Each
diffractogram is divided into four segments representing different
durations of exposure in the process of photography. '’ The vacuum
in the chamber containing a sample was 10 “ Torr.

However, this typically crystalline packing represent-
ing the average order of the amorphous film could be used to
argue that films of this kind are not amorphous. The decisive
argument in support of the identification of the state of a
low-temperature film as amorphous can be provided by the
results of investigations carried out using RSL, which are
well known in the case of crystalline acenes.

3.3.Spectroscopy as a method for investigating the structure
of amorphics

Undoubtedly, the traditional methods for structure
analysis such as electron, neutron, and x-ray diffraction will
always retain their leading position in determination of the
quantitative structure characteristics of amorphics, such as
the preferred interatomic spacing, the coherence length of
the average order, the radial distribution function, etc. How-
ever, such qualitative characteristics of the amorphous state
asits identification and evolution (Sec. 4) can be determined
more reliably and much more simply if we use experimental
spectroscopic methods of the kind employed in recording
low-frequency Raman spectra.

One should mention here also the possibility of using
luminescence in tackling these topics. If the lowest elec-
tronic state of crystalline forms of the substances of interest
to us are characterized by wide excitonic energy bands (this
is true, for example, of the condensed acene group), then the
low-temperature luminescence spectra should have a
phonon wing representing a pure electronic transition**-**
which has its own characteristic narrow-band structure be-
cause of the thermal selection of the exciton states in accor-
dance with their quasimomentum near the bottom of the
energy band. If these states remain the lowest excited states
in an amorphic, the structure of the phonon wing changes in
the same way as in the case of low-frequency Raman spectra
(Fig. 4) since the quasimomentum of an exciton then ceases
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to be a good quantum number because of the loss of the
spatial periodicity. A complicating factor in the use of the
characteristics of the exciton-phonon wing for the identifi-
cation of an amorphic is, however, formation of a large num-
ber of structural defects in the course of amorphization with
levels located below those of intrinsic electron excitations.

4. RELAXATION OF THE STRUCTURE OF AMORPHICS
4.1. Alpha and beta relaxation

Formation of a glass is accompanied by an unlimited
increase in the relaxation time and this is manifested by
anomalous slowing down of the processes of establishment
of an equilibrium in the region of vitrification of a liquid.*
This effect has been discovered in a study of quantitative
characteristics of the Rayleigh scattering in glassy quartz®*
and inelastic incoherent neutron scattering in amorphous
polybutadiene.*® However, the macrorelaxation and micror-
elaxation processes continue even after the formation of a
solid phase because the solid amorphous state is not in equi-
librium with respect to a supercooled liquid at the same tem-
perature. An example of macroscopic relaxation is a change
in the dimensions of a sample (such as the well-known shor-
tening of amorphous metal ribbons, etc.). Microscopic re-
laxation processes alter some of the fundamental properties
of an amorphic as a solid. They are related to such a univer-
sal property of an amorphic as the intrinsic (or internal)
mobility.? In the case of molecular glasses these processes
havebeen investigated in detail by Johari ez al. (see Refs. 36—
42 and the bibliography given there) using the method of
dielectric losses. It has been established that, irrespective of
the nature of the molecules forming a glass (a polymer or a
low-molecular compound, an ionic salt, silicon or quartz)
and irrespective of whether the glass is isotropic or aniso-
tropic,*° the main characteristic which is the loss-angle tan-
genttan$ (8 = £,/¢,, where £, and £, are the imaginary and
real parts of the permittivity) has a universal temperature
dependence. A typical form of this dependence is shown in
Fig. 7. Itis clear from this figure that throughout the investi-
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FIG. 7. Temperature dependences of the tangent of the dielectric-loss
angle of a nematic glass (1) and a crystalline sample of OH-MBBA at 1
kHz (Ref. 39). Here, T, is the glass-transition temperature.
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gated temperature range the dielectric losses in a glass are
one or two orders of magnitude higher than the losses in a
crystal and that they exhibit a characteristic two-hump
structure. These two humps represent two types of relaxa-
tion called the a and B relaxation processes which occur at
high and low temperatures, respectively.

Relaxation is due to molecular motion and the occur-
rence of two types of relaxation indicates that there are two
types of regions with different nature of dynamic ordering of
the molecules. It follows from the above analysis of the
widths of the neutron diffraction peaks of amorphous
MBBA and EBBA, and also from other data,** that the di-
mensions of these regions can be from 10 to 100 A. There-
fore, the structure of a glass at the level of groups consisting
of few molecules is inhomogeneous.

According to Johari et al., these two types of ordered
regions are as follows: I) regions with a relatively loose
structure where the molecular rotation is unhindered (they
are known as *‘mobility islands”) and the motion in general
is hindered by potential barriers much lower than the barrier
associated with the glass transition; II) regions with close
packing. If we make these assumptions, we can regard a glass
as an assembly of polyhedra which are the main structural
units (regions of type II) linked by intermediate regions
which are loosely packed. In this model the 3 relaxation
process originates from the fact that the rotation of mole-
cules in regions with the loose structure is hindered so that
the rotation is through small angles for short periods. The
relaxation process (which is the main mechanism) consists
of rotation of molecules by larger angles in polyhedra for a
longer time.

Other ideas on the inhomogeneity of the structure of
glasses were developed by S.V. Nemilov.** According to him
these type I and II regions exhibit ordering typical of a meta-
stable liquid and of a crystal, respectively. However, order-
ing of the second type does not result in the formation of
crystalline aggregates with all the thermodynamic proper-
ties of an equilibrium crystalline phase. In particular, the
ordered regions have no phase boundaries. These two con-
cepts of the relationship between the two types of relaxation
with the two types of ordering have been used extensively in
the modern approach not only to amorphous materials,**
but also to plastic crystals.*® Moreover, Grest and Cohen®’
suggested that the existence of such a universal property of
amorphics as two-level systems (Sec. 5.4) is due to quasili-
quid molecular clusters.

The existence of dielectric losses in glasses and the uni-
versality of their behavior are the most important observa-
tions supporting the description of glasses by the Goldstein
model.** According to the Goldstein model, a liquid system
consisting of N particles has an (3N¥ + 1)-dimensional po-
tential energy surface with many minima of different depths.
This multidimensional space is occupied gradually as the
system evolves in time. At low temperatures the system is
limited to a few deepest minima. The transitions between
them require an activation energy and are temperature-de-
pendent. The Goldstein model predicts the existence of “‘mo-
bility islands” where local modifications are possible
(between adjacent deep minima), but long-range motion is
impossible. The model accounts for the existence of the £
relaxation process at temperatures below the glass-transi-
tion point T, and explains the evolution of the structure of
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FIG. 8. Polymorphic phases of solid MBBA (Ref. 49). Here, IL is an
isotropic liguid, LC is a liquid crystal, BMM is a branch of metastable
modifications, and BSM is a branch of stable modifications.

amorphics during their heating above T, as a consequence of
the a relaxation process.

4.2. Muitimode polymorphism

Undoubtedly, such a universal property of amorphics
as the multimode polymorphism, manifested by isothermal
multiplet nature of polymorphic modifications, of a substance
which forms a glass is related specifically to the high-tem-
perature a relaxation.*” Figure 8 shows schematically the
polymorphic phases of solid MBBA for which this effect has
been investigated in detail first and which illustrates its basic
features. A refined scheme can be found in Ref. 50.

An isotropic liquid (IL) exists at temperatures 7>317
K,butat 7= 317 K it transforms into a liquid crystal (LC).
If the cooling rate is in excess of 1 K/s, a liquid crystal be-
comes glassy (at the glass-transition temperature 7, =205
K ) forming the main amorphous phase C,,. This amorphous
phase is stable during heating up to 205 K and then it under-
goes a number of irreversible phase transitions in accordance
with the chain C, - C,- Cy— C,. The last solid phase C,
melts at 286 K and becomes a liquid crystal. It should be
pointed out that the temperature range where these phase
transitions occur corresponds to the range where the a relax-
ation process is observed in glassy MBBA.

A set of phases obtained in this way represents a branch
of metastable modifications (BMM ). These modifications
are characterized by the fact that they transform from one to
another only as a result of heating. Cooling of any of them
does not induce the reverse structural transition, so that—
for example at 7= 80 K (as shown in Fig. 8)—depending
on the previous thermal history of a sample, one can observe
any phase belonging to the branch of metastable modifica-
tions (from C, to C,) and this is the multimode polymor-
phism.

Slow cooling of MBBA in the liquid crystal form causes
crystallization of the phase C, which is transformed reversi-
bly to a low-temperature crystalline phase Cs at 7= 205 K.
The set of these phases forms the branch of stable modifica-
tions (BSM). Therefore, depending on the rate of freezing of
MBBA, it is possible to observe two branches of phase states:
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the branch of metastable modifications (phases Cy, C,, C,,
C,, and C,) and the branch of stable modifications (phases
Csand C,). Similar behavior is exhibited also by solid EBBA
(Ref. 29).

4.3. Diffraction-spectroscopic analysis of polymorphic
phases

The phenomenon of multimode polymorphism hinders
identification of polymorphic phases and excludes tempera-
ture as the main indicator. Identification becomes more reli-
able only if we use a combined diffraction—spectroscopic
method with typical results shown in Fig. 9.

Figure 9a shows a series of the diffraction intensity dis-
tribution curves for phases of the branch of metastable modi-
fications of MBBA, whereas Fig. 9b gives the corresponding
low-frequency Raman spectra. A comparison of the diffrac-
tograms fails to identify changes (qualitative and quantita-
tive) in the structure of solid MBBA undergoing a series of
transitions from the phase C, to the phase C,, whereas the
corresponding fragments of the Raman spectra show clearly
the gradual formation of the coherence of vibrations of solid
MBBA, i.e., the appearance of the long-range translational
symmetry producing gradually a structured Raman spec-
trum. For example, the diffraction patterns of the phases C,
and C, are practically indistinguishable, but the Raman
spectra indicate that the phase C, (and the phase C,) is a
mesophase of the amorphous state, whereas the phases C, and
C, are already crystalline. This is an example of how spec-
troscopy has been used to establish for the first time the exis-
tence of mesophases in the solid state (which are similar to
mesophases observed in the case of liquid crystals). By anal-
ogy with liquid crystals it has been suggested that the C,,, C|,
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FIG. 9. Intensity distributions in the neutron diffractograms (a) and in
the Raman spectra (b) of solid phases of MBBA (Ref. 38) at T= 80K in
the case of the liquid crystal phase the temperature was T = 296 K.
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and C, amorphous structures should be called nematic and
smectic (A and C) amorphics.

Low-angle neutron scattering has been used to confirm
this interpretation of the branch of metastable modifica-
tions.*>*' Figure 10 shows neutron scattering patterns of ful-
ly deuterated MBBA (D,,). An analysis of these patterns
confirms that the C; phase has the nematic structure, where-
as the structure of the C, phase is of the smectic A type and
that of the C, phase has the tilted smectic structure, and the
C, phase is crystalline.

Similar diffraction—spectroscopic investigations of the
solid phases of EBBA have shown that the branch of stable
modifications consists of two crystalline phases C; and C,,
whereas the branch of metastable modifications consists of
the phases C, and C, (Ref. 29). The phase C, is only slightly
disordered. Therefore, the range of solid mesophases of
EBBA is limited to the phase C, and partly the phase C,. Itis
worth drawing once again the attention to the absence of a
nematic amorphous phase, although original liquid crystals
are only nematic in both cases. Clearly, the tendency of
EBBA to form a smectic phase in the liquid crystal region is
frustrated by thermodynamic factors and such a phase ap-
pears after vitrification of EBBA due to the conformational

T T T T T T T
-7
%, A

FIG. 10. Low-angle neutron scattering patterns of the MBBA modifica-
tion D,, (Ref. 50). The vectors x, and x, give the direction of the magnet-
ic field and of the vertical, respectively.
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FIG. 11. Raman spectra of solid phases of MBBA (Ref. 27) recorded at
T =80 K; the spectrum of the liquid crystal phase was obtained at
T=296K.

mobility of molecules. This mobility affects also the depen-
dence of the low-frequency Raman spectrum of the C, phase
on the rate of cooling of a liquid crystal (Ref. 29). The dif-
fraction patterns remain undistinguishable.

Studies of relaxational phase transitions described
above have failed to resolve the question of the participation
of conformational changes in the molecule itself in these
transitions. Figure 11 shows fragments of the Raman spectra
obtained for solid MBBA phases in two regions”’ represent-
ing internal molecular viorations. It is clear from this figure
that the Raman spectra change greatly as a result of phase
transitions, indicating changes in the molecular structure
(short-range order). This is true also of the spectra of EBBA
(Ref. 29). An analysis of the profiles of the bands represent-
ing the relevant vibrations can be used to determine these
conformational changes. In this way the method of vibra-
tional spectroscopy provides a convenient and effective
method for characterization of solid phases and for studies
of their relaxational evolution and associated conforma-
tional changes in the molecule.

4.4. Structural relaxation in cold-deposited films

Relaxation in amorphous films has not yet been investi-
gated specifically, but its manifestation can be seen in the
electron diffraction data mentioned earlier. Figure 12 dem-
onstrates the influence of the rates of deposition, of the sub-
strate temperature, and of the annealing duration on the dis-
tribution of the intensity of diffraction by tetracene films.'®
It is clear from this figure that, as expected, the influence of
the deposition rate is greater at higher substrate tempera-
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FIG. 12. Intensity distributions in the diffractograms ob-
tained for tetracene films.'® a) Influence of the rate of
deposition on a substrate kept at 80 K. b) Same as in Fig.
12a, but for films deposited on a substrate kept at 175 K.
¢) Influence of the duration of annealing in the case of
films deposited on a substrate kept at 28 K; annealing
temperature 150K (25 min), 250K (35 min), and 296K
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tures. Annealing of an initially cold-deposited film also has a
significant effect. The duration of annealing mentioned in
the caption of Fig. 12 is the time interval between prepara-
tion of a film and recording of a diffractogram. The anneal-
ing temperature is that at which the diffractograms were
recorded. The time after which the diffractogram ceased to
vary was longer than the film heating time. This was evi-
dence of the occurrence of relaxation processes in the film.

5.SPECTROSCOPY OF VIBRATIONAL STATESOF A
MOLECULAR AMORPHIC

Experimental vibrational spectroscopy of molecular
amorphics has been confined so far to glasses. No studies of
molecular films have yet been made. The conditions under
which films are prepared and stored (vacuum container,
powder structure) prevent infrared absorption measure-
ments. However, there is no reason why Raman spectrosco-
py should not be used and one would expect this technique to
be applied in future if only for confirmation of the amor-
phous state.

In the case of glasses the situation is different. The avail-
able samples are convenient for infrared and Raman spectro-
scopic investigations. They can be prepared in any size, scat-
tered relatively weakly ( which is good from the point of view
of the infrared absorption studies), and transparent in the
visible range (which is desirable in the Raman spectroscopy
applications). Nevertheless, there have been few experimen-
tal studies. This is clearly due to the fact that only in the
spectroscopic investigations of MBBA and EBBA the vibra-
tional spectroscopic data have been linked closely to the fun-
damental properties of the amorphous state. We shall con-
tinue along this trend and consider vibrational spectroscopy
techniques as a method for investigating vibrational states of
amorphics and mesophases.
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5.1. Vibrational spectrum

The spectrum of the vibrational states of a molecular
amorphic is, like the spectrum of a molecular crystal, largely
similar to the vibrational spectrum of a molecule. This is the
major advantage of the organic molecular substances be-
cause the “bare” vibrational states of the main structure unit
of the short-range order can be calculated sufficiently accu-
rately by modern methods and, in particular, the form of the
vibrations can be found. It immediately places vibrational
spectroscopy of molecular solids at a level comparable with
the corresponding spectroscopy of free molecules.

We shall now go back to the example of MBBA. The
vibrational spectrum of a free molecule of this compound
consists of 117 vibrations, which are split into two regions:
9-1660 cm ™~ ! with 96 vibrations, and 2930-3090 cm ~ ! with
21 vibrations. The nominal density of the vibrational states is
plotted in Fig. 13. The conformational softness of the mole-
cule is manifested by a large number of low-frequency vibra-
tions. For example, in the region up to 100 cm ™' there are 9
vibrations and the lowest frequency of these is only 9 cm ™.
It is known from the physics of phonons in molecular crys-
tals®” that the short-range atom—-atom potential of the inter-
molecular interaction gives rise to vibrational states which
are due to external degrees of freedom of a molecule describ-
ing translational and rotational motion of the molecule as a
whole with frequencies between zero and 150 cm ~'. These
vibrations are characterized by a considerable dispersion so
that the density of the vibrational states is characterized by a
continuous distribution (this is manifested, for example, by
the spectrum of a naphthalene crystal®?). In the case of an
overlap of the spectrum of external vibrations with the spec-
trum of internal molecular vibrations, the vibrational spec-
trum becomes much more complicated (see, for example,
the spectrum of an anthracene crystal in Ref. 30). In the case

FIG. 13. Nominal density of vibrational states
in the MBBA molecule. Results are given of a
calculation made by V. A. Dement’ev for a mo-
lecular configuration corresponding to the an-
gles a=fB=y=¢=0, v=40". The inset
shows the structural formula of the MBBA mol-

cule.
3500,cm~ ©
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of MBBA the spectrum is extremely complicated because of
a large number of internal vibrations. One can no longer
consider separately the external and internal degrees of free-
dom of this molecule. Both types of the degrees of freedom
participate in each vibrational mode linking the conforma-
tion of the molecule to its motion as a whole. Therefore, this
part of the vibrational spectrum is so sensitive to phase tran-
sitions. No calculations of the phonon spectra of MBBA
crystals have yet been made.

5.2. Density of vibrational states. Inelastic incoherent
neutron scattering spectroscopy

The most direct experimental method for investigating
the density of vibrational states is inelastic incoherent neu-
tron scattering (IINS). In the one-phonon scattering case
the IINS cross section is given by

oW (0, T) = D, Fi(0;, 0 (1 +n(w;, 7)) Gy (o), (5.1)
i,

where the factor F; (@;, @) contains familiar quantities de-
scribing the transfer of an energy w; from a neutron with an
initial energy w, to the excitation of vibrations in the scatter-
ing sample; 7 (w,T) is the number of filled vibrational states;
iis the number of an atom; G;; (@) is the density of vibration-
al states weighted by squares of the amplitudes of displace-
ments of an atom / on excitation of a vibrational frequency o,
(Ref. 53). If hydrogen is among the scattering atoms, the
scattering by this element predominates because of its large
IINS cross section and, therefore, for the majority of organic
molecules (including MBBA) the scattering cross section
o' is replaced by the cross section for the scattering by the
hydrogen atoms

ad > off = Fi (@, @) (1 + n'(@, T)) Gu (0), (5.2)

where G (w) is the weighted (in terms of the squares of the
displacements of the hydrogen atoms) density of the vibra-
tional states

Go (@) = 5= 2 147 P80 — w) do.
J

In the above expression the quantities M and M ,; represent
the mass of the investigated molecule and of the hydrogen
atom, the spectrum of the vibrations is summed over all the
vibrational modes and integrated in the quasimomentum

(5.3)

2101107907 2.10°110%8060403020 10 Bew,cm™1 Gylw)

space, and 4 [ is the amplitude of displacement of the hydro-
gen atom.

Many investigations of the IINS spectra of molecular
crystals have shown (see, for example, Ref. 52) that at low
temperatures these spectra are practically of the one-phonon
nature and can be analyzed with the aid of Eq. (5.2). The
quantity Gy (@) obtained from the experimental spectrum
then plays the role of the “reduced spectrum” which is a
term used in an analysis of the Raman spectra of amor-
phics.>

Detailed investigations have been made of IINS in mo-
lecular amorphics based on MBBA and EBBA.****® Figure
14 shows the experimental IINS spectra recorded at 90 K
and the weighted densities of the vibrational states G, (@)
derived in accordance with Eq. (5.2) for all the solid phases
belonging to the branch of metastable modifications (Fig. 8)
and for the phase C; belonging to the branch of stable modi-
fications of MBBA. It is clear from Fig. 14 that phase transi-
tions alter considerably both the IINS spectra and the densi-
ties of the vibrational states. The changes are observed in the
low- and high-frequency parts of the vibrational spectrum.
They are evidence of changes not only in the packing of mol-
ecules in the relevant solid phases, but also of changes in the
molecular structure. Similar behavior is observed in the case
of IINS spectra of EBBA.”

A comparison of the densities G (@) in the low-fre-
quency region obtained for different phases of the branch of
metastable modifications allows us to draw a number of con-
clusions on the nature of phase transitions in this branch.
The C,— C, transition causes practically no change in the
density of states. However, the diffraction spectrum (Fig.
9a) shows a considerable narrowing of the peaks. Since the
main features of the phonon spectrum in the low-frequency
range are governed by the positions of the nearest neighbors
(by the structure of the average order) these results indicate
that the packing of the molecules is not affected by the phase
transition in question, but the long-range order is modified,
so that the nematic phase C, is transformed to the smectic A
phase C,.

The subsequent transitions are accompanied by a con-
siderable modification of the spectra of the density Gy (w)
demonstrating changes in the structure of the average order,
i.e., of the molecular packing. It is clear from Fig. 14a that
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FIG. 14. Inelastic incoherent neutron scattering
by solid phases (from C,, to C;) of MBBA at 90
K (Ref. 56):a) experimental results; b) weight-
ed densities of the vibrational states (reduced
inelastic incoherent neutron scattering spectra)
G (@) deduced using Eq. (5.2).
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there are changes in the structure of the IINS spectrum also
in the region of the hf internal molecular vibrations demon-
strating that the C, - C,— C;—C, phase transitions are ac-
companied by conformational changes in the molecule (or
in the structure of the short-range order).

These results allow us to understand why the density of
the vibrational states in a molecular amorphic changes more
in comparison with the density of a crystal than in the case of
inorganic (such as Si) amorphics. Clearly, the relatively
slight changes in the density of states of an inorganic amor-
phic are mainly due to the loss of the long-range order. This
explains why in this case a transition from a crystal to an
amorphic is usually represented as a continuous increase in
the dimensions of a unit cell (in the limit, a cell covering the
whole sample) ignoring the change in the structure of the
short-range order.”*

We have to consider separately the asymptotic behavior
of the densities Gy, (w) at low frequencies. In this range the
frequency dependence in the spectrum of a crystal obeys the
Debye law w?, which means that the low-frequency part of
Gy (@) is the density of the states of acoustic phonons,
which is typical of any crystal (see, for example, Ref. 54).
Additional scattering is observed in the spectra of the amor-
phous phases C, and C; of MBBA and of the phase C, of
EBBA (Refs. 53, 55, and 56), and this scattering increases
considerably the amplitude of the density at low tempera-
tures and it alters also the frequency dependence from @* to
o' (Fig. 15). This difference decreases at high tempera-
tures.

Such excess IINS exhibited by an amorphous phase in
the region of the Debye spectrum has been reported also for
fused quartz.’” Clearly, the phenomenon is universal as will
be demonstrated clearly in a discussion of the properties of
the low-frequency Raman spectra given in the next subsec-
tion.
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FIG. 15. Low-frequency asymptotic behavior of the density of the vibra-
tional states of the C,, (circles) and C, (triangles) phases of MBBA plot-
ted on a logarithmic scale.™
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5.3.Raman spectra
5.3.1. General characterization of the optical spectra

The vibrational optical spectroscopy of polyatomic mo-
lecular solids is characterized by the circumstance that the
Raman spectra are mainly of the one-phonon type. Conse-
quently, the spectra of crystalline phases of such solids are
affected greatly by the selection rule governing the quasimo-
mentum of the phonon states: ¢ = Q ~0. The transition to
the amorphous state alters the selection rules, so that the
optical field interacts with the total vibrational spectrum,

. 1.e., the density of the vibrational states has a decisive influ-

ence on the first-order optical spectra.

In the region of the hf vibrations of molecular crystals,
characterized by a narrow-band spectrum, the density of the
vibrational states is highly structured (it is well approximat-
ed by a set of 6 functions—see Ref. 52). In this range the
vibrational spectrum is sensitive to changes in the phase
state of a substance only to the degree to which changes af-
fect the vibrational spectrum of the molecule. This is illus-
trated in Fig. 11. Therefore, the hf vibrational spectra are of
interest from the point of view of the ‘““‘molecular” approach
to phase transitions because they can be used to determine
the role of changes in the molecular conformation. In the
case of real objects this range begins from 150 cm ™.

The low-frequency part of the spectrum is more com-
plex and, right from the very first spectroscopic investiga-
tions of amorphics, it has attracted jnvestigators by the ap-
parent ease of determination of the functions representing
the density of the vibrational states (for a review see Ref.
54).

5.3.2. Density of states in the Raman spectra

The first-order Raman spectrum of an amorphic exhi-
biting harmonic vibrations can be described by*™*

I (@) =Cy (@ g@ (1 +n@ N)o™; (5.4)

here, C; determines the coupling between a vibrational
mode of frequency  and the incident light in the case of a
specific (ij) experimental geometry; g(w) is the density of
the vibrational states; n(w,T) is the number of filled states.
It is convenient to use the “‘reduced” spectrum

Lita =1L (@)@ (14n@, TN =Cy (0)g(w) = Gy, (0).
(5.5)

The function G, (@) then represents the density of the vi-
brational states weighted using the function representing the
coupling between a vibrational mode and light, and in this
sense it is analogous to the function Gy in Eq. (5.3).

A set of reduced Raman spectra for solid phases of
MBBA is plotted in Fig. 16 together with the experimental
spectra. The reduced spectra manifest the amorphous nature
of the phases C, and C, to an even greater degree than the
experimental spectra. The Raman spectrum of the C, phase
has a boson peak at 13 cm™', which is due to an increase in
the correlation length of the long-range order in a glass,®' in
agreement with the broadening of the region of the long-
range ordering in MBBA on transition from the C, to the C,
phase deduced from the IINS spectra.

The reduced Raman spectra of the C, and C, phases are
compared in Fig. 16b with the spectra of the weighted den-
sity of the vibrational states G (@), i.e., with the reduced
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IINS spectra. The difference between the G, (w) and
G 4 () spectra of the C, crystalline phase is clearly primar-
ily due to selection of the modes in the G, (w) spectrum
because of the selection rule governing the quasimomentum.
The difference between the G, (w) and Gy, (w) spectra for
the C, phase is a manifestation of the difference of the
weighting factors in Egs. (5.3) and (5.5). As demonstrated
for a series of molecular crystals, the weighting factor for
Gy (@) hardly affects the similarity of this function to the
density of the vibrational states g(«). Consequently, a com-
parison of the G,, (») and G () spectra for the C, phase
leads to the conclusion that the function C;; (w) representing
the coupling between vibrations and light exhibits a strongly
nonmonotonic frequency dependence.®

Changes in the G, (@) spectra along the series of
phases C,, C,, C,, and C, reflect the changes occurring in the
density of the vibrational states and in the function C;; (w).
A comparison of the G () spectra of the C,and C, phases
shows that the relatively small changes in the density of the
vibrational states along the series of structural transitions
cannot account for the striking changes in the G, (w) spec-
tra. The main reason for the latter changes is the function
C; (@), which can be represented in the form>*>°

8nASt
Cij (0g) = kz: By (ﬁ)s)-?_—;—:,)—z
where the index s labels the vibrational modes, B,, contains
the polarization characteristics of the modes; A, is the corre-
lation length in which the s mode can be represented by a
plane wave; p,, are the components of the elastooptic con-
stants. The Lorentzian of Eq. (5.6) describes the “‘ex-
tended’’ selection rule governing the quasimomentum. In
the limit A, — « it reduces to 8 (@) and governs the selection
rule q=0 for a crystal. If A, is finite, the selection rules are
determined by the dispersion of the quasimomenta
Ag=~1.3A; . Therefore, the smaller (larger) the value of
A,, the greater (smaller) is the smearing of the s mode in the
Raman spectrum. The value of A, varies differently for dif-
ferent modes and this accounts for the different structure of

PiePjis (5.6)
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FIG. 16. Experimental (a) and reduced (b) low-frequency Ra-
man spectra of the solid phases of MBBA (Ref. 60). T=80K.
The dashed curves represent the reduced spectra of inelastic in-
coherent neutron scattering of the C,, and C, phasesat 7= 90 K
(Ref. 53).

Bpt
Gu

G,, in the case of the spectra of the C,, C,, and C, phases.

In the limit @ -» 0 we find that the Debye approximation
yields C; (w) =«? for an amorphic.***’ This means that at
low frequencies we have G, (0) ~o*. However, the G,, (»)
spectrum of the C;, phase of MBBA does not obey this depen-
dence in the frequency range @ <25 cm™'. As in the case of
the IINS spectra, the amplitude of the function G,, (@) de-
duced from the experimental spectrum is much larger than
the quantity governed by the »* law. The experimental spec-
trum exhibits an excess scattering at low frequencies. There-
fore, in the case of the IINS and the Raman scattering of
light we are dealing with the universal dynamic property of
an amorphic which is the quasielastic scattering. It is known
that such scattering is a manifestation of the universal prop-
erty of organic glasses which is a slow (reorientational) mo-
tion of structure elements in a sample. However, we have
mentioned already the occurrence of internal motion. It rep-
resents reorientational modification of the structure of these
soft molecules corresponding to the 3 relaxation processes.
This problem is closely connected to the specific low-fre-
quency states of an amorphic.

5.4. Tunnel states

The most widely used model of the tunnel states is that
postulating two-level states® " intreduced in order to ac-
count for the anomalous behavior of the thermal properties
of amorphics at low temperatures.*’ These states correspond
to the degrees of freedom describing the tunneling of atoms
or groups of atoms from one potential well to another (relax-
ation processes occurring in the B relaxation region).
Osad’ko and Shtvgashev® introduced the concept of a quan-
tum of excitation of two level states and of a tunnelon. The
energy characteristics of a tunnelon are the difference
between its energies in the two states of a given system A and
the tunneling parameter A. The physical reason for the intro-
duction of two-level states is the relaxational motion that
results in ordering of the structure. Such ordering can be
considered as a transition of an amorphous system from one
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potential well of a two-level state to another. We have men-
tioned earlier two types of ordering of amorphics (Sec. 4.1),
so that it is obvious that two-level states may be associated
with liquid-type ordering, i.e., with the existence of any ho-
mogeneity in the structure of an amorphic at the level of a
group of molecules. We have mentioned earlier that one of
the models of a two-level state is a quasiliquid molecular
cluster.*’” The inhomogeneity of a quasiliquid structure of
this kind gives rise to a set of two-level states which differ in
respect of the parameters A and A. Since the structural pa-
rameters of the packing of molecules are known to obey the
Gaussian distribution,' it has been suggested that the pa-
rameters A and A of tunnelons also have a Gaussian distribu-
tion,**”" resulting in a frequency dependence of the density
of the energy of the tunnel states given by

(5.7)

0,3-0.5
= ( hw, )

We can thus see that introduction of two-level states
can account in a natural manner for the existence of slow
reorientational motion giving rise so quasielastic scattering
in the IINS and Raman spectra. The nature of these states
makes the quasielastic scattering of neutrons’'~"* and pho-
tons™ a truly universal property of amorphics.

We shall conclude by noting that spectroscopy has
played a decisive role in confirming the model of two-level
states as the main description of the low-energy states of
amorphics. The existence of two-level states has been postu-
lated during the early stages of the development of the phys-
ics of the amorphous state.®>*® However, there are other
possible explanations of the universal anomalous thermal
properties. An important confirmation of the model of two-
level states has been the discovery of the quasielastic scatter-
ing of neutrons and photons described above. However, un-
doubtedly the final recognition of two-level states has been
provided by the results obtained by selective laser spectros-
copy of amorphics (Sec. 7).

6. SPECTROSCOPY OF ELECTRONIC STATES
6.1. General characterization of electronic states

In this section we shall be interested in that side of stud-
ies of electronic states of amorphics which relates them to
excitonic states of the corresponding inolecular crystals. We
shall therefore be interested primarily in films of amorphous
acenes because the crystals of these compounds manifest
particularly strikingly the excitonic properties.”® Glasses are
used widely in studies of electronic states as matrices con-
taining the dissolved molecules. Laser spectroscopy of such
systems will be considered in the next section.

The energy of excitonic (purely electronic) states of a
molecular crystal with two molecules per electron cell is de-
scribed by

e (K) = g + D + Lyy (K) = Ly, (K),

where ¢, is the energy of excitation of a free molecule and D
describes the statistical gas—crystal shift due to nonresonant
interaction between an excited molecule and the surround-
ing unexcited molecules; L, (k) and L,,(k) represent the
resonant interaction between the translationally equivalent
and translationally inequivalent molecules, respectively.
The quantity A = 2L,, (0) is the Davydov splitting of the

(6.1)
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excitonic absorption bands. It is important to stress that
practically all the acenes obey D> L, L.

The transition from a crystal to an amorphic not only
changes the selection rule k = O for optical transitions, but
also the values of D, L,, (k), and L, (k). As pointed out
earlier, amorphous films are systems with a static disorder.
Consequently, the change in the intermolecular distances
Ar/rresultsinrelative changesin D(o/D, 0 = AD), L, and
L, (Ref. 14) (I/L,1 = AL).

The probability of finding a specific value of AD is given
by the expression

N (AD) = (2n0%) 2 exp [— ‘—Aﬂ’-] . (6.2)

20%
Similar expressions can be written down for N(AL).

The ratio of ¢ to the half-width of the excitonic energy
band B{B=L,,(9)] governs the degree of disorder of an
amorphic. A weak structural disorder corresponds to the
case 0/B < 0.3 (Ref. 76) and when the ratio in question be-
comes o/B > 0.3 the system exhibits an intermediate disor-
der. In the case of a weak disorder the optical transitions in
an amorphic are similar to those in a crystal and the latter
areonly slightly disturbed by the additional scattering due to
the disorder. The result is the appearance of an Urbach tail in
the low-frequency wing of the absorption spectrum (as
found in the spectra of amorphous silicon and germanium).

If o> 0.3B, the excitonic energy bands of a crystal
change to a distribution of the local states of the Gaussian
type in an amorphic (Fig. 17) and the optical transitions no
longer obey the law of conservation of the quasimomentum.
An inhomogeneous width of an absorption band in the opti-
cal spectrum is governed by the value of ¢ corresponding to
the average fluctuation of a static shift in Eq. (6.1). We are
speaking here only of fluctuations of the term D. Since
D»L,, , L, , the fluctuations of the resonance terms obey
/€0 so that they play no significant role in the absorption
spectra. In this case of the intermediate degree of structural
disorder the absorption band profiles are governed by the
distributions N(g) and do not obey the Urbach rule in the
tails of the short-wavelength wings. Amorphous films of te-
tracene and pentacene deposited on a cold substrate and in-

s _T_ N N
Q —_—— —_——
Y_ _1‘ N(e)
i
0L U —_— i § S
Vapor Crystal
Solution Amorphic

FIG. 17. Spectrum of the electronic states of molecular solids. Here, £, is
the energy of an electron excitation of a molecule, N(¢) is the density of
the electronic states, D is the static shift, A is the Davydov splitting, 258 is
the width of an exciton band, and 20 is the width of an absorption band at
its midamplitude.

E. F. Sheka 159



. A/L

IS

o

@ 90

c 3

2

Q

S 60

w

Qo

< 30
\ 42K
L 1 1 1 1 521 I L ) 1 1 it 1]

400 500 600 <00 500 600
Wavelength, nm Wavelength, nm

a

vestigated in greatest detail by absorption spectroscopy be-
long to the latter case.

In general, random disordering is accompanied by the
diagonal and nondiagonal disorder. However, because of the
inequality /<o, we can regard amorphous acene films as
belonging to systems with the diagonal disorder.

6.2. Absorption spectra of cold-deposited acene films

The absorption spectra of tetracene films at wave-
lengths corresponding to the first electronic-transition
S, -5, areshown in Fig. 18. Cooling of the substrate broad-
ens the spectra of the freshly prepared films (Fig. 18a) and
shifts them to shorter wavelengths. Heating of a film depos-
ited on a substrate kept at a temperature of 4.2 K exhibits
sharpening of the spectral features right up to 90 K (Fig.
18b).

Quantitative information was obtained by subjecting
the widest experimental spectrum of a freshly prepared film
at4.2 K (Fig. 18a) to a computer analysis of the profile. The
analysis was based on the assumption that the observed ab-
sorption band is a superposition of Gaussians corresponding
to two series of bands representing two components of the
Davydov doublet ¥,(1) and ¥,(2) of a pure crystal, and
their vibronic replicas represent the totally symmetric vibra-
tion at 1380 cm ~'. A profile analysis was made in three

T‘vlf;)r (7)

Absorption
&

e 1 . .”,‘;
22000
Frequency, cm !

FIG. 19. profile analysis of the absorption spectrum of a freshly prepared
tetracene film’® recorded at T= 4.2 K. The dashed curve represents the
envelope of the dotted curves. The continuous curve is the experimental
spectrum. Here, ¥(1), ¥,(2), ¥,;, (1), and ¥,;, (2) represent the positions
of the centers of gravity of the bands of two Davydov components of the
exciton absorption and of the first vibronic band.
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FIG. 18. Absorption spectra of cold-deposited tetracene films ™
a) freshly prepared films (deposition rate 50 A/s, film thickness
2000 A, residual pressure in the chamber less than 5x 107°
mbar; numbers represent the substrate temperature during de-
position of a film; the spectra were recorded at the same tem-
peratures); b) spectra of a film deposited on a substrate at
T = 4.2 K, recorded during various stages of the annealing pro-
cess. The numbers alongside the curves are the temperatures at
which the spectra were recorded. Heating between measure-
ments was at a rate of 0.6 K/min.

stages. The first stage was the optimization of the widths of
the absorption bands and this was followed by the optimiz-
ation of the band positions on condition that the widths and
intensities remained constant; the final stage was the opti-
mization of the intensities. The results of this procedure are
plotted in Fig. 19. The distance between the maxima v, (1)
and ¥, (2) was found to be close to the magnitude of the
Davydov splitting in a crystal (~700cm - '). The Gaussian
widths of the bands were quantities of the same order of
magnitude. Therefore, these results demonstrate that tetra-
cene films do indeed belong to the class of systems with an
intermediate structural disorder. The experimental spec-
trum did not have the Urbach tail in the short-wavelength
wing and it was described very well by a set of Gaussian
curves.

Electron microscopic investigations of the films made it
possible to determine the average fluctuation in the intermo-
lecular distance, which was used to calculate the widths of
the absorption bands of the lowest components of the Davy-
dov doublet as a function of the substrate temperature,
which again agreed very well with the experimental re-
sults.”

The main feature of the absorption spectrum was the
presence of a series of band doublets corresponding to the
factor group splitting by a crystal. This confirmed one of the
main conclusions obtained from electron microscopy (see
Sec. 3.2) that the average order in an amorphous film con-
sists of pair packing of molecules and the relative orientation
in a pair changes (relaxes!) on transition from the amor-
phous to the crystalline state. This is the most general prop-
erty of amorphous acene films, as demonstrated by a profile
analysis of the absorption spectrum of the S, —.S, transition
in a film of pentacene.™

6.3. Vibronic spectra

The problem of the vibronic states is closely related to
the analysis of the absorption spectrum of an amorphous
film. The vibronic states of a molecular crystal are classified
as one-, two-, and many-particle,”® depending on the nature
of the vibronic coupling, which determines the characteris-
tic form of the vibronic spectrum of a crystal.

In the general case of a one-phonon vibronic state (in-
volving one internal molecular vibration), the energy spec-
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trum consists of a dissociated two-particle state and a one-
particle bound state if the energy of the electronic-
vibrational coupling is sufficient to split off such a state.
Consequently, the absorption spectrum exhibits two types of
ions: wide bands due to the two-particle absorption and nar-
row bands due to the one-particle absorption™; the relative
intensities of these bands depend on the nature of the vi-
bronic coupling.

The vibronic spectrum of an amorphous substance de-
pends on the degree of the structural disorder.” If o/B < 0.3,
the disorder is weak and the spectrum of a crystal is practi-
cally unaffected by the transition to the amorphous state.

The narrow one-particle absorption bands become
somewhat broader in the amorphous state and this is typical
of weakly disordered systems (such as isotopically mixed
crystals”®), whereas the two-particle bands are practically
unaffected.

In the intermediate structural disorder case character-
ized by 0/B > 0.3 there is a change in the actual meaning of
the vibronic states. The spectrum of the energies in the re-
gion of the one- and two-particle states changes to a set of
local excitations and each of them has a Gaussian distribu-
tion. The greatest changes in the absorption spectrum are
then exhibited by the one-particle vibronic absorption bands
which become inhomogeneously broadened to a width o.
The two-particle absorption bands which already have a
width ~ B in the case of a crystal are broadened much less
because o < B (Ref. 77). It therefore follows that the vi-
bronic spectrum of an amorphic differs considerably from
the spectrum of a crystal if the latter is mainly of the one-
particle nature (this is true, for example, of the spectrum of
benzene—see Ref. 75), but the difference is small if the spec-
trum of a crystal is of the two-particle nature ( this applies to
anthracene’” and all higher acenes). Since the vibronic spec-
tra of crystals of tetracene and pentacene are of the two-
particle nature, we can see why the vibronic spectra of amor-
phous films of these compounds are broadened less
compared with crystals, in contrast to the broadening of the
absorption bands representing purely electronic transi-
tions.'* The vibronic absorption bands of amorphous tetra-
cene and pentacene films correspond to the situation in
which the electronic and vibrational excitations are local-
ized at different molecules and the distances between them
are different for different pairs, but these distances also have
a Gaussian distribution. A similar approach accounts for the
two-phonon spectrum of HCI (Ref. 78).

6.4. Fluorescence of cold-deposited films

Luminescence spectroscopy provides means for the in-
vestigation of relaxed excited states. When higher states in
the electronic spectrum are excited, then during the lifetime
of an excited state the excitation relaxes along internal mo-
lecular channels to the lowest excited state and its subse-
quent fate is determined either by luminescence or relaxa-
tion to the states of structure defects. One of such
characteristic defects in an amorphic is the state of a pair of
molecules of the excimer type. The intermolecular potential
of'such a pair is repulsive in the ground state, so that a bound
state is not formed. However, in the excited state the poten-
tial of a pair has a minimum'* and the corresponding levels
are located below the electronic excitation state of mon-
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FIG. 20. Fluorescence spectra of films deposited at 7= 77 K (Ref. 14):
1) tetracene; 2) perylene; 3) fluoranthene; 4) anthracene; 5) chrysene; 6)
naphthalene.

omers of the basic substance. Consequently, the fluorescence
spectra of amorphous films are of the wide-band nature and
are shifted toward the red wavelengths (Fig. 20), in agree-
ment with the excimer luminescence scheme. The amor-
phous state is characterized by a set of such excimer-like
defects and the total concentration of the defect centers is
then ~19%. Investigations of the time-resolved lumines-
cence of anthracene film’ have indeed confirmed that the
fluorescence spectrum represents a superposition of three
bands with different lifetimes corresponding to different pair
conformations differing in respect of the degree of overlap of
the benzene rings and the degree to which the short molecu-
lar axes are parallel. In the case of tetracene® it has been
found that time-resolved spectroscopy reveals a strong ex-
cimer band superimposed on the band of monomer defects.
We can therefore expect such time-resolved luminescence
investigations to be useful in studies of structural relaxation
of films.

6.5. Triplet states and transfer of excitation

Phosphorescence of molecular amorphics has been in-
vestigated in greatest detail in the case of evaporated films of
benzophenone, phenanthrene, and anthraquinone, and of
glassy benzophenone.®’ It has been established that the
phosphorescence spectra of these amorphics depend on time
(Fig. 21). After a short time (10 < 7 < 100 us) the phospho-

TR T T T

FSR Y RN TR S T W N

Intensity

18 20 22 24
Frequency. 12°cm—!

FIG. 21. Time-integrated phosphorescence of a freshly prepared amorp-
nous benzophenone film deposited at 77 K (Ref. 81). The numbers give
the delay times between pulses from an exciting nitrogen laser and the
moment when a detector was switched on. a) Time in microseconds; b)
time in miliseconds.
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rescence spectrum represents the spectrum of isolated ben-
zophenone molecules subjected to inhomogeneous broaden-
ing at their positions (Fig. 21a). This broadening can be
shown to be due to the dispersion of the flexible angles
between the phenyl rings. The center of the average band of
the purely electronic transition is shifted in the red direction
compared wish the spectrum of a crystal because of the diffu-
sion-controlled relaxation of the energy of the triplet excita-
tion within a Gaussian set of the 7| states of the amorphic.
The intensity of the spectrum decreases with time and a new
spectrum appears at longer wavelengths (Fig. 21b) due to
the phosphorescence of structure defects.

This striking result is of intrinsic interest and, more-
over, it provides means for a quantitative investigation of the
transfer of excitation from ““host” to “impurity” states of an
amorphic on the basis of the time dependence of the ratio of
the intensities in the spectra shown in Figs. 21a and 21b. An
investigation of this kind demonstrated that the transfer of
excitation in an amorphic can be explained quantitatively
using the theory of Ref. 82 based on the effective medium
approximation and applied to an asymmetric distribution of
the hopping rates (a related topic was considered in Ref. 83,
which was concerned with generalization of a self-consistent
diagram expansion).

It has thus been shown that the transfer of a triplet exci-
tation in organic amorphics is of dispersive (time-depen-
dent) nature and can be explained by a stochastic model
dealing with disordering of the energies of states and not
with structural disordering, although physically the former
is the consequence of the latter. Propagation of an excitation
within an inhomogeneously broadened distribution of states
represents the case of relaxation of an individual particle in a
series of hierarchically related consecutive events, when
usually the faster step includes a slower one.*

7.SELECTIVE LASER SPECTROSCOPY OF AMORPHICS
7.1. Nonexponential kinetics of glasses

We have considered so far the spectral properties of an
amorphic as such. In this section we shall discuss spectrosco-
py of electronic states of an impurity center in an amorphous
medium. Major progress has been made in this field during
the last decade and this has been due to, on the one hand,
rapid development of various methods of selective laser
spectroscopy®*** and, on the other, due to the circumstance
that this spectroscopy has led to the development of an ex-
perimental method for investigating two-level states.

Selective laser spectroscopy involves determination of
the kinetic parameters of the processes of decay of an elec-
tronic excitation of a molecule by spectroscopic or time-de-
pendent methods. It is therefore sometimes called also opti-
cal dephasing or damping spectroscopy. Before we consider
selective laser spectroscopy methods, we must summarize
general characteristics of kinetic processes in glasses.

As pointed out above, a large number of different char-
acteristics of organic amorphics can be described satisfacto-
rily as a function of the microscopic position parameter us-
ing the Gaussian distribution function. A striking example
of this situation is the above analysis of the absorption band
profiles of amorphous tetracene (Sec. 5.2). It demonstrates
the fact that the ground and excited electronic states are
position-sensitive and have a distribution reflecting random
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fluctuations of the intermolecular conformations.'® The
conclusion about the kinetics of elementary electronic pro-
cesses which can be drawn from this observation®is that the
rates of these processes should be position-sensitive leading
to a dispersion of the relaxation times due to the nonexpon-
ential kinetics. This should be manifested in, for example,
studies of the diffusion of free charges or of electronic excita-
tions. If we begin with a random position of an energy level
of a molecule within an inhomogeneous local distribution,
we find that a diffusing excitation relaxes from the energy
point of view if the width of the energy distribution is >&T.
The process can be regarded as a sequence of linked relaxa-
tion stages. For example, the time dependence of the diffu-
sion of triplet states in amorphous benzophenone mentioned
in Sec. 6.5 (Ref. 81) follows a law of the type
exp[ — (£ /1,)®, which is in agreement with an analysis of
relaxation in a system undergoing hierarchically related
events.**’

Random fluctuations of molecular environment in an
amorphic may influence also the chemical reaction rate.
Thus, it has been shown that a reversal of photochemical
transformation of the spiropyran molecule to the merocyan-
ine form in a polymer matrix® can be understood on the
basis of a nonexponential dispersive reaction.*” The disper-
sion of the reaction constants is the result of random vari-
ation of an energy barrier controlled by molecular rotation.
It is found that the hypothesis of the Gaussian distribution of
the activation energy provides a satisfactory basis for a quan-
titative description of the experimental results. A very simi-
lar procedure has been used to show that the nonexponential
kinetics of the extraction of hydrogen from organic glasses’’
can also be explained in terms of random fluctuations of the
critical reaction parameter, which in this case is the state to
which a proton tunnels in a two-well potential.

We thus reach the conclusion that the nonexponential
kinetics is one further universal property of organic amor-
phics.®® Consequently, the relaxation processes involving
two-level systems should be first-order dispersive reactions
on the assumption that local relaxation is a tunnel process
and the tunneling parameters A and A obey a Gaussian dis-
tribution.

7.2. Relaxation processes and selective laser spectroscopy
methods

Spectroscopic methods for the investigation of relaxa-
tion are based on the temperature dependence of the homo-
geneous width [, ¢ of an electronic transition (the sub-
script SLS refers to selective laser spectroscopy). The need
to separate narrow bands with a homogeneous width against
the background of wide absorption and fluorescence bands
of pure and doped amorphous systems has led to a rapid
development of selective laser spectroscopy methods which
began in the early seventies. The number of published papers
on the subject is very large, so that we shall refer the reader
only to fairly complete reviews®**'®* and to some recent
overview papers *>?*1% which are cited in the text below.

Various methods have been developed for the determin-
ation of I'y; ¢ and among these are hole (dip) burning spec-
troscopy, selective excitation (fluorescence) spectroscopy,
and holographic hole burning.*>°® All these methods result
in significant narrowing of absorption or luminescence
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bands, compared with the results obtained by conventional
spectroscopy, since this makes it possible to eliminate the
influence of a static structural disorder on the frequency of
an optical transition.

Coherent or time-dependent selective laser spectrosco-
py methods have become popular recently®°® and they in-
clude photon echo, stimulated or cumulation photon echo,
time-resolved photochemical holography, and detection of
hole burning on the basis of induced damping. These meth-
ods yield the damping time r = 27/Ig 5.

For a long time it had been assumed that the values of
I's, s measured or calculated on the basis of various spectro-
scopic and time-resolved experiments are concerned with
the same homogeneous measurement of a band by selective
laser spectroscopy or a band with a homogeneous width.
However, a detailed discussion is given in Ref. 96 of the cir-
cumstance that in reality each of the selective laser spectros-
copy methods has its own characteristic time (for example,
the measurement time in the photon echo method is
10~"'-107"s, whereas in the hole burning spectroscopy it is
107 s, etc.). Therefore, the measured values of I'y, s and 7 in
the case of an amorphic characterized by a set of relaxation
times represent different relaxation processes. This can in
part account for the disagreement of the values of I'; ¢ ob-
tained by different methods.

The origin of the relationship between the homoge-
neous width of a band or the decay time, on the one hand,
and relaxation processes in an amorphic on the other, can be
understood if we consider a model of an impurity center.

7.3.Model of an impurity center in an amorphic

The model adopted at present is as follows (see, for
example, the review given in Ref. 103 and the bibliography
cited there). Optical electrons of an impurity molecule inter-
act with tunnel two-level states of an amorphic (as shown
schematically in Fig. 22a). The tunnelon-phonon interac-
tion (1.e. the interaction of two-level states with the thermo-
stat) is responsible for the difference between the two-level
states representing the ground and excited electronic states
of an impurity molecule (as shown schematically in Fig.
22b). The band widths of optical transitions accompanied
by the absorption (I", ) and emission (resonant I', or nonre-
sonant I'; ) of light are described by the parameters of these
interactions. The static disordering of the average order
gives rise to a dependence of the energies of the levels of a

FIG. 22. Model of an impurity center in an amorphic. Here, E, and E, are
the energies of the ground and excited states of an impurity molecule; the
rest of the notation is explained in text.
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two-well potential of a molecule in an amorphous system on
the parameter of such disordering {r) (Fig 22c). A slow
relaxation-induced change in this parameter (/3 relaxation)
makes an additional contribution to the band width because
of a change in the frequency of an electronic transition with
time, which is known as spectral diffusion.”

In addition to relaxation processes involving low-ener-
gy two-level states, the damping of an electronic excitation
may be due to the interaction of the electrons of a molecule
with local or acoustic vibrations of the matrix.

The multiplet nature of the relaxation processes respon-
sible for the width I'g; s of a band observed by selective laser
spectroscopy is manifested most strikingly in the tempera-
ture dependence of the band width,*® which can be described
as follows:

Tsis = aT* 4 bT? - e T L g8- (7.1)

The first term in this equation describes the damping due to
the tunnel relaxation processes involving two-level states or
the electron—tunnelon interaction of an impurity molecule
with the host matrix. It follows from the experimental re-
sults that the parameter @ depends on the nature of the amor-
phous matrix and the parameter a lies within a narrow range
defined by 1<a<1.7 (on the average, it is found that
a = 1.3—see Ref. 96). The second term describes the relax-
ation processes due to spectral diffusion.®*® Asin the tunnel
relaxation case, the parameter b is governed by the nature of
the amorphic and the parameter 8 lies within the interval
0.7<B<1.3 (onthe average S~ 1). The last two terms in Eq.
(7.1) describe the damping due to the interaction of an elec-
tronic excitation of an impurity molecule with local and
acoustic vibrations of the matrix, respectively. Since the en-
ergy of local vibrations is AE>20 cm ™', the interaction with
local vibrations is important only at 7> 10 K. At low tem-
peratures the contribution due to the interaction with the
acoustic vibrations is also negligible. Therefore, at tempera-
tures 7 < 10 K the main contribution to the damping of a
band with a homogeneous width comes from relaxation pro-
cesses described by the first two terms. Only the first process
is responsible for the intrinsic homogeneous width.

Representation of the temperature dependence of the
width of a homogeneous band in a form given by Eq. (7.1)
makes it possible to account for two main features of SLS
bands of amorphics compared with the bands of impurity
centers in crystals: at low temperatures the SLS bands of
amorphics are characterized by: 1) a value of I'g, ¢ which is
between one and three orders of magnitude greater than in
the case of crystalline media; 2) a characteristic relatively
slow temperature dependence I'g;5x7™, where
0.5<m<1.8. These characteristics are a direct experimental
proof of the existence of the tunnel states (tunnelons) and
are of universal nature.

7.4. Spectroscopic investigation of relaxation
7.4.1. Selective excitation spectroscopy
The relationship between the width of the luminescence

and absorption bands deduced from the scheme in Fig. 22bis
given by the expression'®®

111 - lSa—Snl
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where S, represents the slope of the dependence of the energy
of the i-th level on the parameter (r) . If
|S3 —S,| €|Ss — S|, then I, T, and a narrow lumi-
nescence band can be observed even when the excitation
band is wide. This is how selective excitation of fluorescence
was achieved for the first time.'™ However, selective excita-
tion spectroscopy is applied relatively rarely to molecular
amorphics.® One of the few examples of such applications to
an impurity-free amorphic is the selective excitation of the
phosphorescence within a wide S, — T', absorption band at
T =4.2 K in a film of S-bromonaphthalene cold-deposited
at 4.2 K. It was established that scanning of the excitation
energy in the direction of approach to the phosphorescence
spectrum'®® within an inhomogeneously broadened profile
of a purely electronic transition reduced the Stokes shift
between the phosphorescence and absorption. This was evi-
dence of a gradual reduction in the ability of an electron
excitation to diffuse on lowering of its energy. The observed
effect has been explained using a model of stochastic hop-
ping transfer of energy via a Gaussian density of states.

An example of the application of selective excitation
spectroscopy in the case of an amorphous system with im-
purities is the study of the phosphorescence of coronene and
S-bromoacenaphthene in a glassy solution in 1-bromobu-
tane.* Selective excitation of an impurity was followed by a
study of the temperature dependence of the half-width of the
zero-phonon line, which at low temperatures of 1.84.2 K
was found to obey the 7'***%2 Jaw,

7.4.2. Hole burning spectroscopy and photon echo

Hole burning spectroscopy is the technique used most
widely (for a review see Ref. 101). The photon echo spec-
troscopy has been recently gaining in popularity. ‘2 Figure
23a shows a typical hole (dip) burning spectrum obtained
for the impurity molecule of resorufin in glycerol glass,”®
representing the zero-phonon band of a purely electronic
transition accompanied by a phonon wing. Figure 23b com-
pares the temperature dependences of the damping times
deduced from the width of the zero-phonon line of the spec-
trum and also found by the photon echo method. It is worth
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FIG. 23. Optical dephasing in a resorufin/glycerol glass®: a) hole burn-
ing spectrum at 16.8 K (the width of the central zero-phonon band was
governed by the spectrometer resolution); b) temperature dependence of
the damping times deduced by hole burning spectroscopy (1) and photon
echo (2) methods, and of the width of the band I’ due to spectral diffu-
sion (3).
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noting that at low temperatures the damping time deduced
by hole burning spectroscopy is almost an order of magni-
tude less than that measured directly by the photon echo
method. This is associated with the fact that, because of the
long measurement time in the case of hole burning spectros-
copy, it follows from Eq. (7.1) that the total measured width
consists of the homogeneous width, due to the interaction
with two-level states, and the width induced by spectral dif-
fusion. On the other hand, the “fast” photon echo method
can determine the damping due to just the former process.
The difference between the values of 'y s found by the
methods of hole burning spectroscopy and by the photon
echo technique has made it possible to determine the width
of a homogeneous band which is due to spectral diffusion
Iy, the temperature dependence of which is also given in
Fig. 23.

At temperatures above 10 K the results obtained by the
hole burning and photon echo methods agree. This is due to
the fact that the main process of damping of an electronic
excitation is its interaction with a local vibration of frequen-
cy ~37 cm™', which agrees with the position of the maxi-
mum in the phonon wing in Fig. 23a.

Therefore, this example shows that different methods of
selective laser spectroscopy can yield different values of the
optical dephasing time. Therefore, the use of a set of selective
laser spectroscopy methods should make it possible to de er-
mine the times of various relaxation processes. Selective la-
ser spectroscopy provides the only direct method for the in-
vestigation of two-level states and it should be possible to
develop a technique for the determination of the parameters
of these states.”’

8.CONCLUSIONS

The term universal property has been used frequently in
the text above. The very term universality clearly implies a
reduction of some set, for example, the set of various chemi-
cal structures, to just one or two characteristic relationships.
An impression therefore might be gained that there is some
excessive degree of universality in the case of amorphics. The
reason for this is that the universal properties of amorphous
substances are in fact many in number, but they obey a hier-
archy. An analysis of the causes and consequences makes it
possible to propose a hierarchical structure shown in Fig. 24.

The prime causes of the properties of amorphics are
two: statistical scatter of the microscopic position parameter
{r) and the intrinsic mobility of molecules. The former is
responsible for the position-sensitive properties such as the
Gaussian distribution of a// numerical parameters of an
amorphic and for the nonexponential or dispersive kinetics
of all the microscopic processes. The second is responsible
for a batch of properties which can be regarded as relaxation.
They include primarily the a and 3 relaxation processes,
which in turn are responsible for quasielastic scattering of
the particles incident on the amorphic multimode polymor-
phism, existence of mesophases in the solid state, and an
increase in the rank of the mesophase in the course of amor-
phization of liquid crystals.

Naturally, these two groups of properties are of shared
origin and are closely interrelated. Therefore, they are con-
sidered jointly using the concept of two-level states which in
turn are responsible for the universality of the thermal prop-
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FIG. 24. Hierarchy of the universal properties

¥ ¥

of a molecular amorphic.

Y

Gaussian distribution of ali numerical

Bretaxation T< 7, o relaxation 7> 7,

|

>

existence of

mesophases in

nonexponential kinetics of processes particles

J polymarphism

_paramefers solid state
\J quasie(as(«c, increase of .
‘made’
scalttering of incident multimo mesophase rank

during amorphization?}

v

l system of two-level states

¥

1

\

spectral diffusion

thermal properties relationships in selective  fe6—

laser spectroscopy

erties and for the relationships used in selective laser spec-
troscopy. Naturally, the scheme in Fig. 24 is not meant to be
exhaustive, but it provides sufficient illustration of the main
relationships typical of the amorphous state.

" In this review we shall not treat such topics as the nature and models of
the glass transition, because this has been dealt with in detail in Ref. 4.

2 Among the factors favoring vitrification a considerable -ole is played by
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