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Fractal clusters, i.e., systems formed as a result of the aggregation of solid particles executing
Brownian motion in space, are discussed. Studies of fractal clusters and of the dynamics of
their formation, based on modern computational techniques, are reviewed. Experimental
studies of fractal clusters, and processes and phenomena in which they manifest themselves,
are examined. An analysis is given of a model of ball lightning in which the active material has

the structure of a fractal cluster.
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1. INTRODUCTION

Fractal clusters, or fractal aggregates, are commonly
taken to be structures formed as a result of the aggregation of
solid aerosols in a gas, when their motion is diffusion-limit-
ed. A fractal cluster has the characteristic branched struc-
ture. Intensive studies of such structures by the methods of
computational physics have been carried out in recent years.
Numerical simulations have resulted in a reasonably com-
plete picture of such structures and of the nature of their
formation.

Fractal clusters formed as a result of the aggregation of
solid particles, and the process leading to this, have connec-
tions and analogies with a number of other physical systems
and processes. These include processes and structures in-
volved in the formation of clusters, solidification of colloidal
solutions, coagulation, percolation, formation of polymers,
dielectric breakdown, certain biophysical processes, and so
on. Although each of these problems has its own specific
features, general ideas on fractal clusters provide us with a
basis for a more fundamental analysis of systems and phe-
nomena, and hence a higher level of sophistication in these
studies.

Fractal clusters are directly related to processes of ag-
gregation of solid particles, such as the formation of clusters
in clouds, coagulation of particles in smoke, formation of
structures during the relaxation of metallic vapor, and so on.
Such processes may have a significant effect on a given resul-
tant process or phenomenon. However, since they constitute
an intermediate stage of the resultant process, they cannot
readily be exposed because of difficulties in recording and
analysis of such effects. An understanding of the physics of
the formation of fractal structures changes the situation in
relation to the study of such systems. Experience has shown
that the major experimental studies of fractal structures
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have been based on theoretical ideas on such systems. Hence,
an extension of these ideas should facilitate further experi-
mental studies in this area and, consequently, the evolution
of the true physical picture of these structures and processes.

Fractal structures are also interesting in connection
with the elucidation of the nature of ball lightning. Of all the
existing models of this phenomenon, the only one capable of
explaining the spherical shape and constant size of ball light-
ning in the course of its evolution is that in which the active
material has the structure of a fractal cluster. The conse-
quences ensuing from the fractal structure of the active ma-
terial of ball lightning enable us to analyze certain properties
of the phenomenon and to mark out further possible lines of
research.

Our aim has been to review theoretical studies of fractal
clusters and the dynamics of their formation, to analyze ex-
perimental data on the evolution of such structures, and to
examine real systems in which such structures appear.

2. FRACTAL STRUCTURES

Let us imagine how one might construct a fractal struc-
ture consisting of individual particles in the simplest formu-
lation of the problem. We shall confine our attention to the
two-dimensional case, and construct the cluster in accor-
dance with the Witten-Sander model.! Accordingly, we shall
divide bounded two-dimensional space into a set of square
cells. We shall then insert one particle into this space and
continue adding one particle at a time. Each new particle
will move to a neighboring cell in a random manner, its path
being chosen by the Monte Carlo method. When a particle
reaches the boundary of our space, it is reflected. The motion
of the particle continues until it is found to be in the neigh-
borhood of one of the particles in the cluster. It is then
brought to rest and fixed in the particular cell, and the next
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particle is allowed to enter the space. This method can be
used to “‘grow” a fractal cluster.” The Witten-Sander model
has played an important part in the study of fractal clusters
because it provided a simple way of producing such clusters.
It was the point of departure for extensive investigations of
these structures which, in a relatively short time, led to a
clear physical picture of these systems.

A fractal cluster exhibits the general properties of frac-
tal systems.”™ The parameters that conveniently describe
such systems will be introduced later, and our main interest
in this review will be in geometric fractal systems. Let us take
the coastline as a simpleillustration of a fractal system that is
close to the objects that we shall investigate.” Let us suppose
that we measure the length of the coastline between two
points. Since the coastline is irregular, the result we shall
obtain will depend on the basic scale of the measurement
that we shall adopt. For example, as a first step, we might
distribute beacons along the edge of the land, so that the
separation between neighboring beacons is 1 km. The length
of the coastline in kilometers can then be taken to be the
number of such beacons. We next perform a similar mea-
surement except that, this time, the separation between the
beacons is reduced by a factor of 10. In the third measure-
ment, we follow the coastline on foot, without departing
from the coastline by more than, say, 1 m. We take thelength
of the path traversed in this way as the length of the coast-
line. Finally, in the last case, we check our measurement by
allowing an ant to crawl along the line without departing
from it by more than the width of its body. Again, the length
of the trajectory traversed by the ant is taken as the length of
the coastline. It is clear that each of these measurements will
yield a different result because the smaller the scale, the
more closely we will be able to follow the irregular shape of
the coastline. The length L of the coastline obtained in each
case can be written in the form

L=aqa (ﬁ— ) P ,

a

(2.1)

where a is the scale size and R is the straight-line separation
between the points. The parameter D is called the fractal
dimension.

One of the simplest ways of producing fractal structures
is based on the so-called Koch figures. To do this, let us take
a segment of a straight line and use a particular algorithm
(Fig. 1) to transform it into a broken line consisting of seg-
ments of equal length. The next operation is to transform
each of these segments in accordance with the same algo-
rithm and thus reduce the scale. Each of the new segments is
again transformed in the same way, and still smaller scale is
obtained. This operation can be repeated many times and
eventually leads to a corrugated line with a fine structure.
Figure 2 shows an example of such a line after four transfor-
mations of a segment. In accordance with the chosen algo-
rithm, each operation corresponds to a choice of scale that is
smaller by a factor of 4, and to the appearance of eight seg-
ments after the transformation. After a fourfold transforma-
tion, the length of the broken line in Fig. 2 increases by the
factor 2* =16 and the scale is reduced by the factor
4* =256.
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FIG. 1. Different variants of elements of Koch figures and their fractal
dimensions.
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Let us now take a wire, divide it into a large number of
identical segments of length /, and number these segments.
We then use the wire to construct a Koch figure of minimum
scale a that exceeds the length of an individual segment.
Next, we introduce the correlation function

C(r)=%20(ri)p(ri+r)=<—pfif)—p(—"ﬁ (2.2)

pe))
where N is the number of segments, 7 is the segment number,
and p is the density that is equal to unity at an occupied point
and zero at a point not occupied by the wire. Subsequently,
when we consider a cluster, the wire segments will be re-
placed with the particles of which the wire consists.

If we now modify slightly the regular structure of the
Koch figure and average over the angles of the vector r, the
correlation function will correspond to the mean density of
the wire at a distance r from occupied points. Since the mass
of the wire in the sphere of radius r, centered on an occupied
point (r>a), is proportional to r”, the mean density at this
distance is proportional to 7>, where d is the dimension of
the space into which the wire is inserted. The correlation
function thus becomes

€)==,

(2.3)

where r is much greater than the length of a minimum struc-
ture of the line, and
Dy =d—a, (2.4)
We now turn to the fractal cluster under investigation.
It consists of a set of particles “glued” together, whose size
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(or the size of the cells occupied by them) is much smaller
than the size of the cluster. This type of cluster is a set of
connected, branched lines, whose minimum structural scale
is of the order of the particle size a (Fig. 3). Hence, in a
region of size

R >»r >a, 2.5)

where R is the size of a cluster, the cluster correlation func-
tion (2.2) will satisfy (2.3). Figure 4 shows the correlation
function for a fractal cluster assembled in accordance with
the Witten-Sander model.' This figure confirms that the
fractal cluster is, in fact, a fractal structure.

However, as a geometric system, a fractal cluster has a
simpler physical significance because it exists in coordinate
space. One of the consequences of the method used to con-
struct it is that the mean density of particles in the cluster
decreases with distance from the center in accordance with
(2.3), i.e., the density is of the form

const
pry= 2

(2.6)

where r is the distance from the center. We can use this to

FIG. 3. Typical fractal cluster obtained in a computer experiment simu-
lating the aggregation of solid particles in the Witten-Sander model.'
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FIG. 2. Koch figure obtained from a segment after four
transformations in accordance with the algorithm given by
the third example in Fig. 1. The squares contain identical
pieces of the cluster.

find the relation between the cluster size R 2 and the number
N of particles it contains:
1

R~NP pB———

D
N ~ R, B

2.7)

where the fractal dimension Dz must be the same as the
quantity D, in (2.4).

Fractal systems have the property of self-similarity. In
particular, if, in the neighborhood of a point occupied by a
cluster, we consider a region of relatively small volume, the
portions of the cluster that will fall into it will be similar in
the physical sense of this word. In particular, for a regular
cluster, this law can be used to select identical segments. To
confirm this, Fig. 2 shows a number of regions (squares)
containing identical pieces of the cluster. In the case of a
cluster with a random disposition of particles, self-similarity
must be understood in the statistical sense, i.e., if we cut a
large number of pieces found in equal volumes at different
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FIG. 4. Correlation function {2.2) averaged over six clusters obtained in
the Witten-Sander model.' The results are given in units of the lattice
constant, and the arrow shows the position of the average radius of gyra-
tion. The indicated uncertainties are the average statistical uncertainties
for six clusters.
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points in the cluster, we find that, on average, they will con-
tain the same number of particles. This conclusion follows
directly from (2.2) and (2.3) if we apply them to individual
portions of the cluster.

We note that the self-similarity of a fractal cluster is in
apparent contradiction with the conclusion drawn from
(2.3) that, as the cluster size increases, the mean particle
density in the cluster decreases in accordance with (2.6).
However, this contradiction is removed by more careful
analysis. Actually, an increase in the size of a cluster is ac-
companied by anincrease in the volume of empty spaces, and
large empty spaces, which do not affect the mean density of
particles in a small occupied volume of the cluster, provide a
significant contribution to its overall mean density.

The important point is that a fractal cluster constructed
according to a random law, and therefore appearing to be an
unordered system, nevertheless has internal order. The pa-
rameter characterizing this order is the fractal dimension of
the cluster. Proper understanding of this fact enables experi-
menters to perform more detailed studies of such systems,
and experience gained in the last few years has confirmed
this.

It follows from the above formulas that the fractal di-
mension of a cluster can be found in two ways, namely, from
{2.3), using the correlation function, and from (2.7), using
the number of particles in clusters of different size, or in
individual portions of the cluster that have different sizes.
Since (2.3) and (2.7) are valid on average, the result ob-
tained by either method is subject to an uncertainty, and the
two methods lead to somewhat different results. To demon-
strate this, let us consider how we might determine the frac-
tal dimension of the cluster shown in Fig. 5. In accordance
with (2.1), the fractal dimension of this cluster is D = log
10/log 4 = 1.66 (we have specially chosen a cluster whose
fractal dimension is close to the corresponding cluster pa-
rameter obtained in the Witten-Sander model). Clearly, if
the algorithm of Fig. Sa is repeatedly applied to a selected
segment, and then a large number of portions of the cluster

occupying different areas in space are examined, we find that
(2.7) yields a value for the dimension that is close to the
required value. In this case, the cluster is obtained after three
transformations of a straight segment in accordance with the
algorithm of Fig. 5a. Next, we compare the length of the
portion lying inside rectangles with one side parallel to the
initial segment and length equal to the length of this seg-
ment. Figure 6 shows the results of an analysis based on
(2.7). Statistical examination of these data shows that the
fractal dimension is D; = 1.64 and the statistical uncertain-
ty is 6 X 10™*. Clearly, this result differs from the accurate
value of the fractal dimension by just over 19%. The same
scale of uncertainty is encountered in the analysis of model
clusters (Tables I and II).

The Witten-Sander model has played an important part
in the investigation of fractal clusters and is itself a way of
simulating the assembly of a fractal cluster. The model can
be modified. For example, we can abandon the subdivision
of space into cells, and consider each particle in the form of a
disk in two-dimensional space, or a sphere in three-dimen-
sional space, and specify the trajectory of its motion in the
form of the appropriate broken line. A collision of the parti-
cle with one of the particles in the cluster results in their
coalescence. The particle is then fixed on the cluster in this
position, and the next particle is let into the space. This mod-
el is referred to as a nonlattice model,” whereas the Witten-
Sander model is a lattice model. Calculations show that, in
the cases that have been examined, the results obtained from
the two models agree to within their uncertainties. The next
step is to introduce a probability P that, when two particles
touch, they coalesce. This probability was previously as-
sumed to be equal to unity.

The Witten-Sander model and its different modifica-
tions correspond to particular physical conditions for the
formation of a fractal cluster: the cluster is assembled by
adding individual particles to it. It is, however, possible to
imagine a different physical situation in which a fractal clus-
ter will be formed. A definite number of particles is intro-
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FIG. 6. Density of the cluster portion shown in Fig. 5, falling into the
rectangle, as a function of the width of the rectangle. The density p is the
ratio of the total length of the piece of cluster in the rectangle to the area of
the rectangle, and is given in arbitrary units; the width y of the rectangle is
given in units of the minimum scale. The broken line corresponds to a
fractal dimension of the cluster equal to 1.64.

duced into the volume at an initial instant of time, and the
particles coalesce when they collide with one another. This
will initially result in the appearance of a large number of
small clusters, and subsequent collisions will lead to their
aggregation. Eventually, the number of clusters in the vol-
ume will fall, and the cluster size will rise. The fractal clus-
ters produced in this way will be looser in comparison with
the cluster produced in the Witten-Sander model because, in

this method, it is more difficult to fill empty spaces.”

So far, we have considered that the aggregating parti-
cles execute diffusion-limited motion in space, so that the
particle mean free path is small in comparison with typical
dimensions in the cluster. A different situation is physically
possible in which the particle mean free path is large in com-
parison with the size of the region of coalescence. It can then
be considered that the particle (or cluster) travels along
straight lines. The results obtained by studying fractal clus-
ters produced by the above methods are summarized in Ta-
bles I and II. These data were obtained by analyzing calcula-
tions based on the corresponding models. The quoted
uncertainties are statistical, and were obtained by analyzing
formed clusters. It is clear that, as in Fig. 5, this uncertainty
amounts to a few percent. Table III lists the average values of
the fractal dimension obtained from the data of Tables 1 and
II, and corresponds to the coalescence probability P = 1.
The uncertainty shown in Table III is a measure of the agree-
ment between the different results listed in Tables I and I1.

As geometric systems, fractal clusters formed by the
aggregation of solid particles should appear when aerosols
aggregate in a gas (they can also appear during the relaxa-
tion of a metallic vapor and its deposition on a surface, dur-
ing the formation of clouds and mist, and during the coagu-
lation of aerosols in smoke), and also when clusters are
formed from particles in suspensions and colloidal solutions.
The structures that we are considering have a direct signifi-
cance in relation to these problems. However, this does not
exhaust the range of problems in which ideas on fractal
structures may be useful. Figures 7 and 8 illustrate struc-
tures that have analogies with fractal clusters.

In accordance with the traditional introduction of the

TABLE 1. Fractal dimension of a cluster produced by aggregation of solid particles in two-dimen-

sional space.

Fractal dimension of cluster

particle diame-

ters
3. Rectilinear trajectory, pP=1 1.55-40.0215
cluster-cluster 1.544-0.0315
4. Brownian motion, P=1 1§gigggf
cluster-cluster 1. 48:::::0:02 15

1.4650.02 19%)
1.47950.017 19%)

1.4540.0418

*'Average over different models

A " del Attachment
regation mode ili
ggreg probability P o, v,
1. Rectilinear trajectory, P=1 1.9240.1 8,18 1.954-0,02 8,19
particle-cluster 1.990.01 20
, , 2.00%0.02 11
2. Brownian motion, P=1 1.65740.0041 1.70+0,021
particle-cluster 1.68+0.07 5 1.68-£0.045
1.68+0.0512 1.6940.0512
1.71+0.04 11
1.660-£0,004 14
P=0.25 1.714£0.05°% 1.734£0,04°
1.7440,03 8 1.7340.05 12
1,7040.03 5 1.734£0.06 13
P=0.1 1,734+0.03 12 1.7140.06 12
1.7840.06 13
Capture at four 1,691%.%66 13

1.4400.01 18%)
1.44200.01417%)
1.4650.03 18
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TABLE II. Fractal dimension of a cluster produced by aggregation of solid particles in three-

dimensional space.

Fractal dimension of cluster
. Attachment
Aggregation model probability P
D, Dy
1. Rectilinear trajectory, P=1 2.974-0,03¢
particle-cluster 3.011
2. Brownian motion
. ’ P=1 2.49+0.0612 2. 51;*:(' 06 1=
particle-cluster 2.454.0.218,22 95550, 02' 1
2.39+0.222 2.45+-0.,10 22
2.3940.1928 2.49+0.192
P=0,25 2.48+0.1212
3. Rectilinear trajectory, =1 1.95--0.05 1% 1.814-0.08 15
cluster-cluster 1.98+0,04 1% 2.£0.05 1
4. Brownian motion, Pe=1 1,840,141 1.7520.05 15
cluster-cluster 1.762-0.08 55 1'7220 1017
1.8340.05 35 1.784-0.05 20,2t
1,764-0.05 5%

fractal dimension of a cluster on the basis of (2.3) and (2.4),
a fractal cluster has an analogy with other fractal structures
formed in different processes.?” For example, in the case of
turbulence, the correlation function analogous to (2.2) is

(e(r')e(r 4 1)) =g (IT")d—D ,

where ¢ is the mean energy per unit mass of the liquid or gas
processed per unit time, and /; <7</, where/; is the typical
length for energy dissipation and /, is the typical mixing
length. Analysis shows?®2° that the fractal dimension corre-
sponding to turbulence in three-dimensional space (d = 3)
is D =2.5-2.75.

(2.8)

3. PROPERTIES OF FRACTAL CLUSTERS

Studies of fractal clusters performed in recent years by
the methods of computational physics are the basis for our
ideas about these objects. These studies have also demon-
strated the possibilities of modern computational physics.
On the one hand, by varying the individual parameters, we
can use these models to provide a good approximation to the
formation of fractal structures. On the other hand, they give
us a ready-made object, with all its properties, which enables
us to perform a comprehensive analysis of the object and,
through comparison, identify those of its properties that are
universal. Computer simulations of the evolution of fractal
clusters are thus the source of our current ideas on such

objects. We now turn to a presentation of our knowledge of
fractal clusters, obtained by analyzing the results produced
by computer simulations.

To investigate the structure of a fractal cluster, let us
follow its evolution within the framework of the Witten-
Sander model. Particles moving away from the cluster pe-
riphery and toward its center encounter its core and become
attached to it. The diffusion-limited motion of a particle fa-
cilitates its penetration of the cluster over a wide area, and
this increases the probability that the particle will bind to the
cluster at a peripheral point. This process is conveniently
examined by introducing the cluster penetration depth for a
new particle. Let us consider this problem in the language of
the particle penetration depth.

Let P(r, R) be the probability that a given test particle
attaches itself to a cluster of size R at a distance r from the
center. If the cluster penetration depth of the particle, Ar, is
much less than the size of the cluster, the probability is con-
veniently approximated by the expression'®

1 ! (R—r2
@0 Zar P [— 2872 J ’

where we use the normalization condition

R

\ P(r, Rydr=1,

0

P(r, R)= (3.1)

We have taken the simplest expression for the required func-

TABLE III. Fractal dimension of a cluster formed by aggregation of solid particles.

Dimension of space

Aggregation model

1. Rectilinear trajectory,
particle-cluster 2
2. Brownian motion,

particle-cluster 1.68£0,02
3. Rectilinear trajectory,

cluster-cluster 1.54+:0.03
4. Brownian motion, 1.444.0.04

cluster-cluster

,4640.05
.94+0.08

= N

1.77+0.03
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FIG. 7. A column of erythrocytes formed in a suspension of blood by the
aggregation of red cells.?®

tion that satisfies the physical conditions of the problem.
The formula given by (3.1) gives us a perfectly specific
expression for the mean density of particles in a cluster near
its edge. In particular, since the depth of penetration is small
in comparison with the cluster size, we find from (3.1) that
the mean particle density in the cluster near its edge is
i R—r
P:(’(ro)q)(m) )
where p(r,) is the mean density of particles near the cluster
edge at points where the evolution of the cluster is complete,
i.e,forR>R — ry> Ar,and ®(x) is the probability integral,
such that ®(x<1) = 2x/7'"?and ®( 0 ) = 1.
Combining (2.6) and (3.2), we find that the mean den-
sity of particles in the cluster is
re V% R—r
p(r)=po (—,0) @ (m\) .
Hence, recalling that Ar £ R, we find that the total number of
particles in the cluster is

(3.2)

(3.3)

N= }\3 qnr2dr-p (r) = 4nperd R—DD [1 - (—32;‘—)”2D —A—r—] s
0

where D = d — « is the fractal dimension of the cluster and
the expression for the density of states refers to the three-
dimensional case (d = 3) although, apart from a numerical

FIG. 8. Structure of electric breakdown on the surface of a dielectric.>*
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factor, the resulting expression is suitable for clusters in
spaces of arbitrary dimension.

We shall now use the above formulas to compare the
values of the fractal dimension obtained by two different
methods. The first involves the analysis of (2.2) for dis-
tances small in comparison with the cluster size but large in
comparison with the size of an individual particle. The cor-
relation function is now constructed for this cluster and, ac-
cording to (2.3) and (2.4), enables us to find its fractal di-
mension. This operation is shown in Fig. 3. In the other
method, the fractal dimension is determined from (3.4),
which yields

dN [1+(2)1/2Ar1 dR

=D = wRlT (3.5)

The fractal dimension of the cluster can be obtained from
this result in the limit as Ar/R —0. Actually, the resulting
value is somewhat too high:
2 \1/2 Ar
Dy=D[t+(+)" F].

=}

(3.6)

We must now estimate the particle penetration depth
Ar as a function of the parameters of the problem. Since the
particle undergoes Brownian motion, we have AP ~DT,
where & is the particle diffusion coefficient and 7 its lifetime
inside the cluster. Moreover, & ~vA, where v is the charac-
teristic velocity of the particle and A is its mean free path, i.e.,
the length over which it changes its direction of motion. In
this particular case, the mean free path is of the order of the
size of an individual cell. Moreover, 1/7 ~pvo, where pis the
mean particle density and the attachment cross section o
does not depend on R. Since, in the main part of the cluster,
p~Rd /n, where d is the dimension of the space, we obtain

Ar ~ RW4-D)N2 _ p(d-Dy2D (3.7)

We now introduce the parameter v through the relation

Ar ~ NV, (3.8)

and then use (3.7) in the two-dimensional and three-dimen-
sional cases (see Tables I and I1) to show that v~0.1. This
result is in conflict with the direct analysis of cluster growth
within the framework of the Witten-Sander model, which
gives v =0.48 + 0.01 in the two-dimensional case'® and
v = 0.32 4 0.05 in the three-dimensional case.”” The reason
for this discrepancy is that we assumed in the calculation of
the test-particle attachment probability that the cluster par-
ticles were distributed randomly in space. This assumption
is clearly invalid. The branched structure of the cluster en-
ables the aggregating particles to penetrate the cluster much
more deeply than in the case of a random distribution of
cluster particles in space with the same mean density.

It follows from the above calculations that, as the frac-
tal cluster size increases, the particle penetration depth in-
creases more slowly than its size. In fact, in the above calcu-
lations, the ratio of the penetration depth index v and the
cluster size index Dy is p = vDg = 0.82 + 0.04 in the two-
dimensional case and p = 0.80 + 0.14 in the three-dimen-
sional case. It is concluded in Ref. 30 that this ratio tends to
unity for a large cluster. An increase in the number of parti-
cles in the cluster by an order of magnitude (up to 50 000
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particles in the cluster) leads to the result p = 0.93 4+ 0.01
in the two-dimensional case.*®

Interesting information about fractal clusters is pro-
vided'? by the mean coordination number, i.e., the average
number of nearest neighbors of a cluster particle. This mean
coordination number has been found for the case where the
cluster is formed by attachment of one particle at a time, the
motion of each particle being diffusion-limited in space. For
unit particle-attachment probability, the mean coordination
number is 2.202 + 0.017 for the two-dimensional case and
2.251 4+ 0.006 for the three-dimensional case. When the at-
tachment probability is P = 0.25 in three-dimensional space,
the mean coordination number is 2.514 + 0.018. This quan-
tity is not very sensitive to the details of the model. In the
case of unit attachment probability in two-dimensional
space, the mean coordination number is 2.191 + 0.007 for a
lattice model and 2.216 + 0.019 for a nonlattice model.
These values show that the successive branching occurs in
these clusters on average in steps of 45 particles.

The fractal structure of the projection of a three-dimen-
sional cluster on a plane was investigated in Ref. 12. This
analysis is of practical value because the structure of a three-
dimensional cluster is actually deduced from a photograph
recorded in an electron microscope, i.e., from a projection of
the cluster on a plane. When the three-dimensional cluster is
formed in the above case by the successive attachment of
individual particles executing Brownian motion in space, the
projected area S of the cluster is related to the number N of
particles in the cluster by

S ~ N, (3.9)
If the three-dimensional cluster were optically transparent,
i.e., the projections of individual particles were to fall on
different points, we would have S~N, i.e., ¥y = 1. This oc-
curs for clusters with a low particle density.

However, a cluster containing a large number of parti-
cles is optically opaque at the center and, as the number of
particles increases, the size of the opaque region near the
center is also found to increase. Hence, ¥ < 1. For a compact
cluster, we then have y = 2/3, i.e.,

2
-3—<Y<1. (3.10)

It has been found'” that, for a cluster obtained by diffusion-
limited particle-cluster aggregation, with particle-attach-
ment probability on contact equal to unity, the required pa-
rameter is ¥ = 0.864 + 0.003. When P = 0.25, the cluster
becomes more compact and the parameter y is accordingly
reduced: ¢ = 0.830 + 0.016.

We shall now use these results to analyze the above clus-
ter from another point of view, in which it is regarded as a
radiating body. In this case, its effective surface area S,4
responsible for the emission is greater by a factor of four than
the mean projected area, i.e., S.¢ = 4S. Let us compare this
with the surface area S; of a sphere into which the cluster can
be inserted. First, we consider the physical limiting cases.
When the system is dense enough, i.e., we consider only
those particles that lie on the surface, we have S, = 45,. We
now introduce the relation
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where /¥ is the number of particles in a cluster, and we find
that k = 0 for an optically thick cluster. For an optically
transparent system, in which each particle can be “seen,”
i.e., none of the particles is obscured by other particles, we
have S.;z ~N, So~N?"3, or k = 1/3. All real cases must lie
between these two limits:

0<k<C % . (3.12)

We now turn to a real cluster. Since S,z ~N" and
So~R >~ NP2 we have

2

Bearing in mind the above values of ¥ (Ref. 12), and using
the fractal dimension of the three-dimensional cluster (see
Table II), we find that, for a fractal cluster obtained with
unit particle-cluster attachment probability on contact
(D =2.47 4+ 0.03), the above index is &k = 0.054 4+ 0.013.
For a three-dimensional cluster formed by the attachment to
it of individual particles executing Brownian motion in space
with attachment probability of 0.25 (D =2.48 + 0.12), we
have k = 0.024 1 0.045. The fractal cluster is optically thick
near the center and optically transparent on the periphery.
These results indicate that the systems we have investigated
are closer to optically dense objects.

The above results refer to a cluster assembled by the
attachment to it of one particle at a time. The fractal cluster
formed from smaller clusters, which, in turn, were formed
by the attachment of finer clusters, is looser. It is, in fact,
transparent and its projected area can be analyzed in a
simpler way. In this approach we assume that the cluster
consists of cylindrical fibers, and its branched structure
gives rise to the corresponding fractal dimension. Suppose
that the radius of an individual fiber is a and the average fiber
length is much greater than the radius, so that the regions in
which fibers join can be neglected. Since the fibers are dis-
tributed in space at random angles, we can average over
these angles and find that a fiber of length / gives an average
projected area on a plane equal to (7/2)la.

The probability that light will pass through a cluster
alongagivenlineis 1 — e~ *, where u is the optical thickness
of the cluster in the given direction. Whenever the optical
thickness of the cluster is small, shadows due to individual
fibers will not overlap, and the projected area of this part of
the cluster on the plane will be equal to the sum of the pro-
jected areas of the individual fibers. The optical thickness of
acluster in a given directionzis u = { dz/A, where A =d¥V /
dS =d¥V/(xw/2)adl is the photon mean free path for the
given point in the cluster, so that dL is the total length of
fibers in an elementary volume d¥. We now introduce the
mass density of the fiber material in the condensed state, p,
and the mean mass density p of aerosols in the given region
such that the mass of fibers in a given cluster element is

dM = pma®dL =p dV.

Hence, since the mean cluster density at a distance r from its
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center of mass is p(r) ~r~ *?? [in accordance with (2.3)
and the data of Table 1I1], we have

+'?° 400
u— ;I _g_ad_ﬁdzz { ol dz
e ., 2ap,

_ b ® go.11; 0.5)= 5.2 L (3.14)
[4

2ap ap.
where b is the minimum distance between the cluster center
and the ray, and b <R, where R is the cluster size.

It follows from the above formula that the optical thick-
ness of a cluster is of the order of unity only when the ray
passes through the cluster near its center (b ~a). The opti-
cal thickness of the main part of the cluster is small, i.e., the
projected cluster area on the chosen plane is equal to the sum
of the projected areas of the individual cluster elements on
this plane.?

The particular feature of the fractal cluster formed in
the Witten-Sander model is that, when it is small, it is aniso-
tropic.>**' Indeed, during the early stage of its assembly,
new particles are attached with high probability to the ends
of the cluster, which tends to emphasize its anisotropy.
However, as the cluster size increases, so that the particle
penetration depth becomes smaller than its overall size, the
cluster grows uniformly in all directions. The cluster anisot-
ropy therefore diminishes as it grows.”

The nonspherical shape of the cluster assembled in the
Witten-Sander model was investigated in detail in Ref. 24.
The principal axes x, p, z of the cluster were determined by
diagonalizing the density tensor. The anisotropy is most
clearly defined for a cluster formed in two-dimensional
space. The ratio of the cluster lengths in the direction of the
principal axes of the two-dimensional cluster containing 200
particlesis R, /R, = 0.69 + 0.13, whereas for a cluster con-
sisting of 50 000 particles, this ratio is 0.87 + 0.07. The cor-
responding fractal dimensions of a cluster consisting of 2000
particles are D, = 1.61 + 0.05, D, = 1.80 + 0.06, and for a
cluster consisting of 50000 particles D, = 1.69 + 0.03,
D, =1.75+0.03. As can be seen, the departure from
spherical symmetry decreases with increasing cluster size.
The nonspherical shape of the three-dimensional fractal
cluster is much less noticeable. Thus, for a Witten-Sander
cluster of 12 500 particles, D, =236+ 0.19,
D, =254 40.19, D, =2.58 + 0.20 (Ref. 24). As can be
seen, the fractal dimensions of this cluster are the same to
within the quoted uncertainties. It is important to note that
the cluster becomes essentially anisotropic® for an aniso-
tropic interaction potential between neighboring particles in
the cluster and, consequently, for an anisotropic law of at-
tachment of particles in the course of cluster assembly and in
the limit of a large number of particles in the cluster.

The above fractal cluster has a loose structure, and is
formed when the motion of a particle attaching itself to the
cluster is diffusion-limited in space. On the other hand, if the
particle attaching itself to the cluster moves rectilinearly in
space, a compact cluster is formed in the two-dimensional
space, so that its fractal dimension is practically the same as
the fractal dimension of the space in which it is moving. The
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structure of a fractal cluster formed as a result of the succes-
sive attachment of particles to the cluster is thus determined
by the fractal parameters of the trajectory followed by the
particles in space. Hence, it is interesting to examine how the
properties of a fractal cluster depend on the fractal proper-
ties of the trajectory of a particle attaching itself to the clus-
ter.

This was considered by Meakin,** who examined the
trajectories of particles consisting of rectilinear segments
such that the probability P(x) that the length of a successive
segment was x was given by

PaE=1 =1 (3.15)

The case f'= 0 corresponds to motion over rectilinear trajec-
tories, and f = o« corresponds to the Witten-Sander model.
Table IV lists the fractal dimensions of a cluster for interme-
diate values of f. The results obtained for lattice and nonlat-
tice models are similar, and the uncertainty quoted in Table
IV is a measure of this agreement. Moreover, we note the
connection between the parameter fand the fractal dimen-
sion of the particle trajectory. For 1 <f<2, the fractal di-
mension D of a particle trajectory is equal to the value of
f(D=f). Whenf<1,wehave D = 1, and for f >2 theresult
is D = 2. It follows from Table IV that, as the fractal dimen-
sion of the trajectory of the particle that subsequently at-
taches itself to the cluster increases, the resulting cluster be-
comes looser.

The previously studied fractal clusters were grown by
the attachment of individual particles. In practice, a thread,
wire, or substrate can act as the base for the aggregation of
solid particles. The resulting cluster then has a somewhat
different structure as compared with the situation where it is
grown from individual particles. Such clusters were studied
in Ref. 34. In accordance with the general property of fractal
clusters, they become increasingly looser as the cluster size
increases. The generation radius R, of a cluster growing on a
thread or fiber is related to the number N of particles
in the cluster by R, ~N°, where &=0.665+ 0.031
(Dg = 1.50 + 0.07).

When the cluster grows on a thread, the length of the
latter is much greater than the transverse size of the cluster,
i.e., the initial conditions have an important influence on the
evolution of the cluster. Similar conditions are chosen for a
cluster evolving on a plane. In the two-dimensional case, the
cluster grows on the plane on one side of a line whose length
is much greater than the lateral size of the cluster. In the
three-dimensional case, the cluster grows up from a plane,
and the linear size of the plane on which the cluster evolves is

TABLE1V.

f l D, nﬂ
4/3 1.87+0.01 1.861-0,02
5/3 1.8040.01 1.85

2 1.75 1,78+0.04
2.5 1.72+0.02 1.7340.03
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much greater than its height. All these examples can serve as
models for real cases.

The parameter 7' describing a cluster growing on a
plane is the square root of the mean square height of the
cluster. The fractal properties of the cluster are determined
by the dependence of this parameter on the number N of
particles in the cluster: T~ N®. For a compact cluster, £ = 1,
and its fractal dimension D, = 1/¢ is also equal to unity. For
a loose cluster formed in the Witten-Sander model, the frac-
tal dimension is lower. In the two-dimensional case,
£= 1300+ 0.075 (Dgz =0.77 £ 0.04), whereas in the
three-dimensional case £ = 1.7 - 0.2 (Dg = 0.59 4 0.07).
However, the power-type dependence of the cluster thick-
ness on the number of particles in the cluster is valid for a
massive cluster because, initially, the cluster has a very loose
structure. Accordingly, the dependence of the cluster thick-
ness on the number of particles within it is approximated by
T =142 +2.55% 107*N 1?7 in the case of the two-dimen-
sional cluster, and T = 0.806 + 4.27 X 107N %2 for a
three-dimensional cluster. The unit of length is the length of
cell that can be occupied by an individual particle.

Another characteristic feature of these clusters is the
mean particle density p (), which decreases with increasing
distance r from the thread or surface. This is described by
(2.6), where, according to (2.4), @ =d — D and 4 is the
dimension of the space in which the cluster is formed (equal
to two for a thread and unity for two-dimensional and three-
dimensional clusters on a plane). If we use the correlation
function (2.2) to find the fractional dimension of clusters,
we find that for a cluster growing on a plane D = 0.70 + 0.06
in the two-dimensional case, whereas for a cluster growing
on a thread D = 0.050 + 0.06 in the three-dimensional case.
These data agree to within the stated uncertainties with the
fractal dimensions Dy of these clusters, obtained from the
dependence of their linear size on the number of particles
within them. The above results** on fractal clusters formed
on substrates of different shape can be used in the analysis of
real systems.

The advances made in the study of the structure of frac-
tal clusters have been made possible by modern computers
which can be used to generate such objects in their memory,
using appropriate algorithms. The required parameters of
fractal clusters are obtained by direct analysis of the result-
ing objects, and the uncertainties of the calculated param-
eters are determined by the statistics of the results. Experi-
ence has shown that modern computers can be used to
calculate the fractal dimension of clusters to within 1 or 2%.
This means that the problem can be solved reliably in the
computer, so that there is less interest in approximate ana-
lytic methods because the results obtained thereby are more
problematic. We shall, nevertheless, review some of the ana-
lytic methods.

Hentschel®® has examined the formation of a cluster by
the successive attachment of individual particles, and has
determined the fractal dimension of a cluster by minimizing
its free energy. The expression for this energy was derived
from simple considerations. The final expression for the
fractal dimension of a cluster is**
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where D, is the fractal dimension of the particle trajectory
and d is the dimension of space. For Brownian motion
(D, =2) in two-dimensional (d =2) and three-dimen-
sional (d =3) spaces, this formula yields 1.75 and 2.52,
which 1s not too different from the data listed in Tables I and
I1. However, it is clear that this formula is not accurate. In
particular, it does not predict a compact cluster (D = d) for
rectilinear trajectories (D, = 1).

The fractal cluster formed in the Witten-Sander model
was investigated in Ref. 36, where the mean-field approxi-
mation was developed. In this case, the theory involves the
mean screening length, i.e., the cluster penetration depth ofa
particle, which is the same in all directions inside the cluster,
but depends on the mean particle density in the cluster. This
assumption leads to the following fractal dimension of the
cluster:

dr4-1
D="11.

(3.16)

(3.17)

In two-dimensional (d = 2) and three-dimensional (d = 3)
spaces, this formula gives 1.67 and 2.5 for the fractal dimen-
sion, which agrees with the data of Tables I and II to within
the stated uncertainties. However, for larger values of the
dimension of space, there is a discrepancy between this for-
mula and direct calculation.®> Moreover, analysis shows?’
that the mean-field approximation is satisfactory only in
three-dimensional space.

The hierarchical model® provides a simple way of con-
structing a cluster formed by the clustering of clusters. In
this model, there are initially 2* particles from which 2%
clusters are formed during the first stage. In the next stage,
these clusters combine in pairs as a result of Brownian mo-
tion. Each successive stage leads to the pairing of clusters, so
that the number of clusters is reduced by two and the number
of particles in each of them increased by two. In the last
stage, a single cluster consisting of 2* particles is formed.
Although the assembly of this cluster is simpler as compared
with the general case, the fractal dimension of the cluster
(1.42 +0.03; d = 2) is equal to the fractal dimension of the
cluster formed in two-dimensional space by cl-cl aggrega-
tion (Table I).

The renormalization group approximation, used in
percolation problems, can also be extended to fractal clus-
ters. In the case of a fractal cluster formed within the frame-
work of the Witten-Sander model in two-dimensional space,
the renormalization group approximation yields*?
D =1.67-1.71, in agreement with the data in Table I.

When we consider the properties of a fractal cluster, we
have in mind, above all, the physical problem of the aggrega-
tion of solid aerosols. Actually, these properties are mani-
fested in many other physical phenomena, e.g., percolation,
solidification of disperse systems (gel formation), polymer-
ization, and so on, which all have their own specific prob-
lems, some of which may be fundamental. For example, in
the percolation problem, one investigates the random walk
of a particle over a cluster. The distance R traversed by the

3842
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particle in n steps (step length @) is given by the following
expression for 7> 1:

R
a

(3.18)

In the case of diffusion-limited motion in free space, v = 1/
2. The new fractal dimension D, = 1/v arises in this case.
This is a fundamental parameter of the displacement of a
particle in the region occupied (or unoccupied) by a cluster.
Alexander and Orbach*® conclude that the new fractal di-
mension is proportional to the fractal dimension of the clus-
ter, so that

2

- 5 (3.19)

is a universal quantity, independent of the dimension of the
space. For a percolation cluster, the quantity 4, called the
spectral dimension, is equal to** 4/3. Subsequent investiga-
tions have shown that the spectral dimension depends on the
type of the fractal cluster, i.e., on the model used to generate
1t.

The essential point is that the spectral dimension of a
cluster can be related to the nature of the random walk of a
particle over a cluster. We shall confine our attention to a
lattice model and assume that the particle moves randomly
from cell to cell. The probability of finding it at the initial
point decreases with the time ¢® in accordance with the
expression™’

Py (t) ~ ¢, (3.202)

Next, the dependence on the mean number of different seg-
ments traversed by the particle is given by***®

S, (t) ~ 157, (3.20b)

Finally, the mean number of visits of the initial position is
related to the time ¢ since the beginning of motion by*®

My (t) ~ ¢ =s/D, (3.20¢)

Meakin and Stanley*” have examined the Witten-Sand-
er cluster and found the fractal dimensions describing the
random walk of a particle on a cluster (see also Ref. 88). For
two-dimensional space, they found that d, =124 0.1,
D, =256+ 1, whereas for three-dimensional space
d, =1.3+0.1, D, =3.33 +0.25. More careful calcula-
tions performed in Ref. 14 have shown that, for two-dimen-
sional space, d, = 1.205 + 0.018, D, = 2.70 4+ 0.05. 1t is
clear that, although the Alexander-Orbach ratio (d, = 4/3)
does not hold for the fractal cluster obtained in the Witten-
Sander model, the departure from this relation is not too
serious.

Continuing our analysis of fractal parameters of a clus-
ter, let us present one further way of finding the fractal di-
mension of a cluster, in addition to that based on (2.3) and
(2.7). For simplicity, we consider the two-dimensional case
and draw a contour around the cluster at a distance/ from it.
The rule used to construct this contour is as follows: any
point on the contour must lie at a distance / from at least one
point in the cluster, but none of the points in the cluster must
lie at a distance less than / from any point on the contour.
This contour has a less tortuous shape than the cluster itself
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and, as / increases, the contour “‘loses’ all the new details of
the cluster structure. When / is much smaller than the typi-
cal size of the cluster, the total length of the contour is given
by48,49

S ~ [D-1, (3.21)

This relation was used in Ref. 14 to find the Witten-Sander
fractal dimension of a cluster in two-dimensional space. The
result was D = 1.68 + 0.02, and thisis in agreement with the
data in Tables I and III.

The convenience of using a computer to simulate the
evolution of a fractal cluster lies in that different details of
the process can be readily introduced into the model. This
can be used to elucidate the sensitivity of the structure of the
resulting system to different factors that are significant in
real situations. The dependence of the fractal dimension of a
cluster on the particle-attachment probability was discussed
above (see Tables I and I1). The lower the attachment prob-
ability, the greater the penetration of the cluster by the parti-
cle (in the Witten-Sander model), and the smaller the fractal
dimension of the resulting cluster. However, calculations
show (Tables I and IT and Refs. 50 and 51) that this depen-
dence is relatively weak. The other factor influencing the
structure of the evolving cluster is rotational diffusion of the
cluster. An increase in rotational diffusion leads to the trap-
ping of particles or clusters by cluster edges, and facilitates a
reduction in the fractal dimension of the resulting cluster.
The effect of rotational diffusion on cluster structure in clus-
ter-particle and cluster-cluster aggregation is investigated in
Ref. 52.

In cluster-cluster aggregaton, the structure of the re-
sulting cluster may depend on how the rate of cluster diffu-
sion varies with cluster size. Calculations of cluster-cluster
aggregation were carried out in Ref. 19 for different assump-
tions on the mass dependence of the diffusion coefficient.
The fractal dimensions of clusters deduced for different laws
expressing the dependence of the cluster diffusion coefficient
on its mass are found to agree to within the reported uncer-
tainties.

When specific processes are simulated, more special-
ized assumptions can be incorporated in the model. For ex-
ample, we shall consider that, in cluster-cluster aggregation,
the bond between the particles can rotate, or has a definite
probability of breaking. Clusters must then come into con-
tact at at least two points if stable bonds are to be formed.
Calculations show>* that, under these conditions, a more
compact cluster is formed at short distances, and contains a
large number of loops. However, at short distances, it has the
same fractal dimension as in the absence of these effects.

Computer simulation of the evolution of fractal clusters
can thus be used to elucidate the effect of different factors on
their structure. The final result is a more or less complete
picture of the possible structure in real situations.

4. DYNAMICS OF AEROSOL AGGREGATION

In addition to the structure of fractal aggregates, we
have to investigate the dynamics of their evolution. Since
such systems are formed as a result of the mutual attachment
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of individual elements, useful information can be gleaned by
studying the cluster size distribution at each instant of time,
and the nature of its time dependence. It is clear that, in such
problems, there are specific relationships between basic pa-
rameters, which do not change with time. In order to gain an
understanding of the “scaling” that characterizes these
problems, let us begin with the simplest problem of this kind,
namely, the aggregation of liquid aerosols of relatively small
size in a gas. Although this problem does not directly involve
the objects that we have been investigating, it does enable us
to gain an idea about the universality of the laws governing
the process and the parameters that are convenient in its
description.

In this problem, we have a set of liquid aerosols execut-
ing Brownian motion in a gas. When two aerosols collide,
they coalesce into one. The latter is spherical in shape and
takes part in the subsequent process. Our problem is to find
the aerosol size distribution at an arbitrary time.

Let us first determine the rate of aggregation of aerosols
of radius r, with the surrounding aerosols. We shall assume,
to begin with, that a given aerosol is at rest, and all the others
have radii 7, and diffusion coefficients &, in the gas. The
density of these aerosols well away from the test aerosol is
N(w) = N,, and when these aerosols touch the test aerosol
they are absorbed by it, i.e.,, ¥(r, 4 r,) = 0. The diffusion
flux of aerosols onto the test aerosol isj = — &Z,(dN /dr),
where 7 is the separation between the centers of the aerosols.
Hence, it follows that the total flux of aerosols onto the test
aerosol is

J=—4nr2$2%‘—r-, (4.1)

Since there is no absorption of aerosols for > r, + r,, the
flux J is independent of 7. Solving (4.1) under the given
boundary conditions, we finally obtain

J =4nT, (ry + 1) Ny 4.2)

This is called the Smoluchowski formula.’” Hence, we find
that the aggregation rate constant for these aerosols is

k:w{z—=4ni’2(r‘+r2). (4.3)

This expression was obtained on the assumption that the
first aerosol was at rest. Clearly, when the diffusion-limited
motion of the test aerosol is taken into account, we obtain the
symmetric formula

bk =4n (D, +D,) (n + ry) (4.4)

where & | is the diffusion coefficient of the test aerosol in the
gas.

We shall now obtain an expression for the diffusion co-
efficient of an aerosol of relatively large size. Suppose this
aerosol has charge e and moves in an electric field £. Its drift
velocity is then v = KE, where K is the aerosol mobility. The
force eE exerted by the electric field on the aerosol is then
balanced by friction that can be described by the Stokes for-
mula:

eE = Gargny,
where 7, is the aerosol radius and 7 is the gas viscosity.

Hence, we find that the aerosol mobility is
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(4.5)

Using the Einstein relation together with (4.5), we find that
the aerosol diffusion coefficient is
_KT_ T
T e T 6aryn -

(4.6)

Since we have used the Stokes formula in deriving this
expression, it will be valid for 7o » A, where A is the mean free
path of the gas molecules.

Substituting (4.6) in (4.4), we obtain the following
expression for the aerosol aggregation rate constant:

k=S F(ry, 1), F(ry, r) =002 4.7

4ryr,
When r, = r,, we have F = |, but the result is not very differ-
ent from unity when 7, ~r,. For example, F = 9/8 when
r, = 2r;,. Since the function Fis not very sensitive to the ratio
of the radii of the aggregating aerosols, we shall assume
henceforth that the rate constant for the aggregation of two
liquid aerosols is independent of their sizes. This will sub-
stantially simplify the results and the analysis.

Let us now write down the transport equation for the
mass distribution f (m, t) of the liquid aerosols, i.e., the
Smoluchowski equation.>® Since the coalescence of two aer-
osols of mass m and m’ results in a new aerosol of mass
m + m’, we write the Smoluchowski equation in the form

m
of Wol) o vi(m, -+ j fon', &) f(m—m', t)dm', (4.8)
0

where the distribution function is normalized so that

flm, ydm=1, v=DNk,

c—,3g

and N is the number of aerosols per unit volume. An impor-
tant feature of this is that the aggregation rate constant is
independent of the sizes of the aggregating aerosols and,
consequently, of their masses.

It is interesting to consider the self-similar solution of
this equation that is independent of the initial conditions and
to which the system will tend in a time 3 1/v. It is clear from
the structure of the equation that this solution is

(4.9)

fm, ==,
m

where m(¢) = f mf (m, t)dm is the mean aerosol mass at
the given time, Substituting (4.9) in (4.8), we obtain

(4.10)

—d—t—=mv.

This equation enables us to etablish the function m(z) for
arbitrary v(im, t). The latter function is determined by the
dynamics of the gas containing the aerosols. In the simplest
case of a stationary gas, the mass of the aerosol material per
unit gas volume remains constant and this gives N~ 1/m,
i.e., v~ 1/m, so that the solution of (4.10) becomes

m = meNokt, m >mq, (4.11)

where my is the mean aerosol mass at the initial time and N,
is the number of aerosols per unit volume at the initial time.
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Like (4.9), the solution given by (4.11) is the asymptotic
solution for > 1/v. The initial conditions become “forgot-
ten” after this time, and a self-consistent distribution inde-
pendent of the initial conditions and admitting scaling is es-
tablished.

This simple solution is possible because the aerosol ag-
gregation rate constant is independent of the aerosol sizes
and, consequently, of their masses.”

The equation given by (4.9) enables us to draw certain
general conclusions about the dynamics of the above pro-
cess, which should be valid for any law of aggregation of
particles. Firstly, after a short time, the system “forgets” the
initial conditions, i.e., it has an asymptotic distribution to
which it tends independently of the initial conditions. Sec-
ond, the size distribution function admits of scaling, i.e.,
there is a self-similar solution such that the distribution
function can be reduced to a function of a single combination
of the cluster size and time. The physics of the process shows
that these conclusions should remain valid for different laws
of aggregation of particles in the course of clusterization. We
shall therefore use them as the starting point for estimating
the validity of the results obtained by studying the dynamics
of the evolution of fractal clusters.®°

Basing ourselves on general ideas about the particle ag-
gregation process, let us consider this process in relation to
the evolution of a fractal cluster. In the above example, we
were able to obtain a solution for the distribution function
(4.9) for the aggregating particles because the aggregation
rate constant was independent of the size of the colliding
clusters. However, in general the aggregation rate constant
is a function of the size of the colliding clusters, i.e.,

k ~ R?, (4.12)

and this can be used to establish the relation between the
parameter @ and the parameters describing the motion of
clusters in space and their structure. This relation is®’

20 = —yp +d — D, (4.13)

where y represents the dependence of the cluster diffusion
coefficient on the cluster size (£ ~R ~7), d is the dimen-
sion of space, and D,, is the fractal dimension characterizing
the motion of clusters in space. We note that, in the case
examined earlier, ® = 0 for a compact system in three-di-
mensional space (d = 3), for Brownian motion of particles
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in space (D, = 2), and for a diffusion coefficient inversely
proportional to the particle size (& —1/R).

In the case of Brownian motion of clusters in space,
(4.13) can be deduced directly from the diffusion equation
(4.1). Actually, this equation leads to

k ~ DRI ~ RV,

which gives (4.13) intheform20 = —y+d -2 (D, =2
for Brownian motion).

The expression given by (4.13) enables us to deduce the
scaling in the case of cluster-cluster aggregation. Actually, it
then follows from (4.11) that the characteristic size and
mass of clusters (# ~R? ) are given by'’

R~ ti/(D—Zm)’ m ~ tPHD-20),

(4.14)

We can now use (4.13) to relate these parameters to the
characteristics of cluster motion in space and the cluster
fractal dimension.

More complete information on cluster aggregation fol-
lows from calculations in which this process was simulated
by a computer. In particular, Fig. 9 shows the cluster size
distributions at different instants of time, obtained in one of
the first papers on cluster-cluster aggregation. Analysis of
these distributions, using suitable statistics, leads to an over-
all picture of the dynamics of the cluster aggregation process
for different assumptions about the parameters of this pro-
cess. We shall now present the results of these calculations.
We shall assume that the particle-size distribution function
is

f(R, y=Ct™R™F (ti) (4.15)

where F(x) is a universal function that depends on the na-
ture of the cluster encounter and coalescence. It follows
from the normalization condition for the distribution func-
tion ( f fR*~'dR = 1) that the relation between the pa-
rameters is

zd—1 —w =0, (4.16)

where d is the dimension of the space in which the process
occurs.

Cluster aggregation dynamics has been investigated®
in two-dimensional space on the assumption that the diffu-
sion coeflicient was independent of the cluster size (y = 0).
The motion of clusters in space was simulated in a standard

FIG. 9. Successive stages in the formation of a
cluster (a—c) in the cluster-cluster model when
all the particles simultaneously participate in
the aggregation process.’
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manner, i.e., a cluster was allowed to move by a lattice con-
stant in any direction according to the Monte Carlo method.
Collisions between clusters leads to their coalescence.

The more general case, where the cluster diffusion coef-
ficient is a function of the cluster size (Z ~R ~ 1), has also
been considered.®® We note that (4.9) corresponds to y=1
for liquid aerosols and, according to this formula, z = 0.5.
According to the results published in Ref. 63, the aggrega-
tion of fractal clusters in three-dimensional space in this case
corresponds to z = 0.8, while (4.14) gives z = 0.6. We must
now consider one further peculiarity of the distribution
function. The expression given by (4.9) corresponds to the
situation where there are always more small clusters than
large clusters, although the number of the former decreases
with time. This conclusion is also valid for the aggregation of
fractal clusters®? if their diffusion coefficient is independent
of their size. However, when the cluster diffusion coefficient
decreases with increasing cluster size, and this variation is
rapid enough, small clusters vanish at a much greater rate
than the rate of breakup of larger clusters. The distribution
function (4.15) is then no longer monotonic, i.e., its maxi-
mum value occurs at nonzero argument. It was found in Ref.
63 that the transition from the one form to the other oc-
curred in the two-dimensional case for y = 0.25 and, in the
three-dimensional case, for = 0.5.

The above method of studying the cluster-size distribu-
tion function can be summarized as follows. A large number
of particles is simultaneously let into the space in which they
execute Brownian motion and undergo clusterization So
long as the number of clusters in the system is large, their
particle-number distribution at each instant of time is repre-
sented by a distribution function that depends on the num-
ber of particles and on time. Repetition of this operation
improves the precision of the distribution function obtained
in this way. Analysis of the results obtained by this method
and also from the Smoluchowski equation can be used to
determine the scaling in this process.

In the case of cluster-particle aggregation, scaling can
be established more simply.** The rate of change of the num-
ber of particles in a cluster is

dy
@ =7

where the particle flux to the cluster is given by (4.1), i.e.,
J~DnoR? =2, where n, is the free-particle density well
away from the cluster and 4 is the dimension of the space. It
follows that, since the number of particles in the cluster is
related to its size by N~R?, we find that the time depen-
dence of the cluster size is

R*~t, o=D—(d—2). (4.17)

In particular, in three-dimensional space, we have a = 1.5.%

Analysis® shows that there is a critical cluster growth rate
that is limited by the density of particles in the cluster pene-
tration zone. If the cluster growth rate exceeds the critical
value, the character of the cluster growth is found to change,
and there is a corresponding change in its structure.

When the cluster-cluster aggregation process was in-
vestigated, we assumed that the resulting clusters satisfied
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the gas condition, i.e., the volume per cluster was much
greater than the volume actually occupied by each cluster.
However, since, as the cluster size increases, the mean den-
sity of matter within the cluster decreases, the gas condition
will be violated at some stage in the process. We shall then
obtain a set of fractal clusters with mean separation compar-
able with the cluster size. The subsequent cluster aggrega-
tion process leads to the formation of one large cluster. This
stage simulates the process of gel formation (solidification of
a colloidal mass in solution), i.e., the process of transition
from sol to gel. The gel formation process is very specif-
ic,%%%7 and the resulting cluster has a higher fractal dimen-
sion as compared with the case where the gas condition is
satisfied for the aggregating clusters.

We note one particular feature of aggregation of solid
particles in a gaseous plasma system. In the case when the
initial high density of particles is produced by evaporation of
material acted upon by an electric current aerosols of cylin-
drical shape are formed from the solidifying aerosols at the
initial stage of relaxation of the vapor produced. Such a pro-
cess occurs in the presence of electric fields in the system. To
demonstrate this assertion we have included Fig. 10 which
reflects the nature of the interactions of a cylindrical and a
spherical aerosol in a uniform electric field when charges are
induced on the aerosols by this field which bring about this
interaction. It can be seen that in the aggregation of cylindri-
cal and spherical aerosols it is more advantageous for the
spherical aerosol to approach the end face of the cylindrical
one. Therefore the aggregation of aerosols in a strong elec-
tric field favors the growth specifically of cylindrical aero-
sols.

We now note one specific example corresponding to the
real situation. Suppose that the radii of spherical and cylin-
drical aerosols are 1, and the length of a cylindrical aerosol
is greater by a factor of 100. Suppose a spherical aerosol lies
on the continuation of the axis of a cylindrical aerosol at a
distance of 10 radii from its end. The energy of attraction
between the aerosols due to the interaction between the in-
duced charges will then be equal to the mean thermal energy
of a gas particle at room temperature in an electric field of
less than 200 V/cm.

This example confirms that, in the initial stage of aggre-
gation of solid aerosols, the evolving structures are cylindri-
cal in shape. This is well-known in the physics of aero-
sols,””>*%% where such systems are called chained
aggregates. It is known that these chained aggregates are
formed when aerosols are produced by the electric method.
As an example, we note the 50-year old experiment®® in
which is was shown that magnesium oxide smoke, produced
in an arc discharge, contained chained aggregates, whereas
the smoke produced by burning a magnesium foil consisted
of magnesium oxide particles of compact structure.

The formation of chained aggregates during the first
stage of aerosol aggregation facilitates the evolution during
the following stage of looser clusters than would be obtained
from the aggregation of compact aerosols. This must there-
fore be taken into account in the analysis of the aggregation
of aerosols formed after the evaporation of material in an arc
discharge, during the explosion of wires, under the influence
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FIG. 10. Nature of the interaction of a chained aggregate
with a spherical aerosol in a uniform electric field.
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of lightning or a pulsed discharge, and other electrically in-
duced events.

When cluster-cluster aggregation was examined, the
analysis was confined to the case where the initial mass of
particles in a given volume did not change with time. How-
ever, real gas-dynamic conditions may result in the noncon-
servation of the mass of particlesin a given volume. One such
possibility was discussed in Ref. 70. New simple particles
were constantly fed into the volume, the rate of supply per
unit volume per unit time being £. The number of clusters in
the system is then given by

N (t) ~ K% (kP),
where*” a + = 1 and the asymptotic expressions for the
required functions are
[z z<l,
'f(x)il 1, > 1.

Actually, during the first stage, the number of clusters in the
system is proportional to the number of simple particles
within it, but the system eventually reaches saturation. The
dependence of the diffusion coefficient on cluster size is then
found to affect only the tail of the distribution function,
which does not really affect its normalization. The required
parameters in three-dimensional space were found to be’®
a = 0.47 + 0.05, B = 0.54 + 0.05.

A more complicated model that included the aggrega-
tion of clusters and evaporation of particles was examined in
Ref. 71. In the presence of these processes a cluster cloud was
generated in two-dimensional space from a compact forma-
tion. Over a long period of time, the cloud could be desorbed
by an exponential cluster-size distribution and the same
fractal dimension of the clusters. When the cluster motion
was diffusion-limited, their fractal dimension was close to
unity, whereas for clusters moving along rectilinear trajec-
tories the fractal dimension was close to 4/3.

The information that has been obtained on the dynam-
ics of aerosol aggregation provides us with a good picture of
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this process, which can be used in the qualitative and quanti-
tative analysis of such phenomena.

5. FRACTAL CLUSTERS IN PHYSICAL PROCESSES AND
PHENOMENA

We shall now examine some special cases of fractal clus-
ters observed experimentally, and also studies of processes
and phenomena affected by the fractal structure of such
clusters. Although the number of such examples is limited at
present, experience shows that an understanding of the na-
ture of fractal clusters helps in finding new areas in which
these entities may be useful. The study of films on surfaces
occupies a prime position among experimental studies of
fractal structures. When a film is produced by depositing
solid aerosols on a surface, it takes the form of a fractal clus-
ter if the aerosol and substrate are appropriately chosen.
This occurs when the aerosols are loosely bound to the sub-
strate, but bind strongly to one another. A surface fractal
cluster can arise from a volume cluster deposited on a sur-
face.

There have been many studies of surface fractal clus-
ters. One of the first was due to Forrest and Witten.”* By
analyzing the photograph of metal-particle aggregates in air,
recorded in an electron microscope, they discovered the
fractal structure of these systems, The usual cluster photo-
graph covered an area of a few square microns and contained
part of a cluster with a large number of particles. A grid was
used to divide the photograph into cells, and, depending on
the degree of occupation of these individual cells, they were
regarded as filled or empty. The data obtained from the pho-
tograph were then stored in numerical form in a computer
(zeros and units) and analyzed. The fractal dimension of the
clusters was determined from the distance dependence of the
correlation function (2.3), or from the number of occupied
cells as a function of the area of a defined portion of the
photograph. The results are listed in Table V. The fractal
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TABLE V. Fractal dimension of clusters formed after evaporation of a material.

|

material l e Fe in mn

Py 1.69-1:0.02
{ 1 1.52:1 0,04

1.68+0.01
1.56+4-0.02

1.674-0.02
1.5040.04

1.068--0.02 1. 0.0
1.6040.04 1.554+0.0

dimension of the clusters, averaged over these data, is
1.60 + 0.07. The approach used in this study formed the ba-
sis for the Witten-Sander model,' which took research into
fractal clusters to a new level of sophistication.

Another example of an experimental study of a fractal
cluster is given in Ref. 75. Gold particles were produced by
the reduction of Na(AuCl,) by tri-sodium citrate. Spherical
gold particles, 14.5 mm in diameter, were formed during the
first stage.” This was due to the fact that the surface-ad-
sorbed citrate ion caused the gold particles to be charged,
which ensured that the surface of a particle repelled atomic
gold ions and prevented further growth of the particles. The
addition of a small amount of pyridine to the solution re-
moved the surface charge on the particles and initiated the
aggregation process. Individual gold particles were thus
found to form clusters, and these were investigated in Ref.
75. The clusters were deposited on a grid and then photo-
graphed in an electron microscope. The photographs were
examined to determine the number N of particles as a func-
tion of the cluster size L. Since the optical thickness of the
cluster was small, this relationship could be determined with
good precision. Analysis of 100 clusters on the grid (L~1
pm) showed that the fractal dimension was D = 1.77 4+ 0.1
(Fig. 11). To within experimental precision, the mass of the
cluster formed in this way could be approximated by

RA\D
-y

(5.1)

where m, = 3 X 10~"7 g is the mass of an individual particle,
a is its radius, and R is the radius of the cluster.

Another example of a fractal cluster is shown in Fig. 12,
taken from Ref. 76. This was a film of NbGe, on a quartz
substrate. During the experiment, the substrate was heated
to 840 °C, with a mixture of helium and germanium vapor

wN

FIG. 11. Mass of colloidal cluster of gold particles as a function of its
size.”” The mass of the cluster is expressed in units of 10~ "7 g and its size in
terms of the size of the individual particles (14.5 nm). The straight line
corresponds to the fractal dimension D = 1.75.
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above it, the total gas pressure being less than 0.1 Torr.
High-frequency spraying of niobium into the gas mixture
was then performed. The interaction between niobium and
germanium resulted in the formation of aerosols in the form
of a chemical compound of these two components. As they
settled down on the substrate, these aerosols produced a film
in the form of fractal clusters. The film thickness was 0.2-0.5
um, the size of fine grains was 0.1 um, and the size of large
grains formed on the cluster periphery was about 1 zm.

Analysis of the observed surface clusters yielded the
fractal dimension D = 1.88 4 0.06. When the thicker ends
of the clusters were excluded, the fractal dimension fell to
D =1.73 + 0.08, which agreed with the Witten-Sander
model’ to within the experimental uncertainty. Calculations
show that the formation of these clusters can be described by
the Witten-Sander model if a two-stage scheme is adopted.
During the first stage, the probability of attachment of a
particle to a cluster on contact is equal to unity, and this
results in a cluster with fractal dimension of about 1.7. An
approximately equal number of individual particles takes
part in the second stage. The probability of attachment to the
cluster is now assumed to be 0.1 and this leads to thicker
cluster branches and a higher fractal dimension. The cluster
structure obtained in this model agrees with observations.
This shows that the actual cluster formation process is quite
complicated.

We note that in the last two cases the surface cluster-
formation model was used to describe the experimental re-
sults. However, in the first case (and, possibly, in the second,
too), the formation of the cluster occurred in space, so that
the fractal dimension deduced from these data was closer to
the three-dimensional case. The observed fractal cluster is
then better represented by the cl-cl model which, in the

FIG. 12. Surface cluster of NbGe, formed on a quartz substrate.”
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FIG. 13. Fractal cluster formed by depositing zinc on a surface by elec-
trolysis.”” The fractal dimension of the cluster is 1.66 + 0.03.

three-dimensional case, corresponds to the fractal dimen-
sion D = 1.77 4 0.03 (see Table III).

Another example of an observed surface fractal cluster
is reported in Ref. 77. The substrate employed also serves as
an electrode placed in an electrolyte, and the application of a
potential difference between electrodes results in the deposi-
tion of a metal (zinc). So long as the potential difference
between the electrodes does not exceed a certain critical val-
ue, zinc is deposited onto the substrate in the form of fractal
clusters of fractal dimension 1.66 + 0.03 (Fig. 13), which is
in agreement with the Witten-Sander model. When the po-
tential difference is increased above the critical value, the
result is a change in the nature of the deposition of metal
particles on the substrate and an increase in the fractal di-
mension of the resulting cluster.

In all the cases examined above, the clusters were inves-
tigated by analyzing their photographs recorded in an elec-
tron microscope. This method can be used to study two-
dimensional clusters formed on a substrate, or the
projections of three-dimensional clusters on a plane. A con-
venient diagnostic method, suitable for three-dimensional
clusters, was used in Refs. 78 and 79, where x-ray scattering
by the clusters was employed. The x-ray intensity scattered
by a fractal cluster is proportional to the Fourier component
of the density of the material within the cluster and, accord-
ing to (2.2)-(2.4), we obtain

S (k) ~ kP, (5.2)

where S is the scattered intensity and k is the photon wave
vector. This relation is valid for 1/R €k €1/a, where R is the
size of the cluster and a the size of an individual particle.
Hence, by measuring the scattered intensity as a function of
wavelength, it is possible to determine the fractal dimension
D, of the cluster.

The formation of colloids from silicon dioxide was in-
vestigated in Ref. 78. As in the above example of gold parti-
cles, the parameters of the solution were chosen so that parti-
cles of strictly defined size (2.7 nm) were formed. Their
subsequent growth was brought to an end by the appearance
of a charge on their surface. This prevented the attachment
of further molecules of silicon dioxide, which eventually
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formed other particles of the same size. The acidity of the
solution was then altered, and this allowed the particles to
aggregate. By measuring the scattered x-ray intensity for dif-
ferent wavelengths, it was possible to show that the aggrega-
tion of these particles resulted in a cluster of fractal dimen-
sion D, = 2.12 4 0.05.

Another example investigated by x-ray diagnostics was
the formation of silicon dioxide polymers in nonaqueous so-
lutions.”® These polymers have a branched structure, and the
fractal dimension deduced from x-ray scattering by these
polymersis D, =2.0+0.1.

As can be seen, the fractal dimension obtained in the
above two three-dimensional clusters was very similar, and
turned out to be greater than the fractal dimension of clus-
ters in the cl-cl model, but smaller than that in the Witten-
Sander model. This suggests a complex cluster formation
process, so that a more detailed investigation of the aggrega-
tion mechanism is necessary. The fractal dimension of the
resulting clusters is best described by the rectilinear trajec-
tory model and cl-cl aggregation (see Table II), which can
be valid only for large clusters when cluster diffusion is of no
significance in relation to their displacements.

The aggregation of solid particles in three dimensions,
or on a surface, is the most common mode of formation of
fractal clusters. However, additional analysis is necessary if
the fractal structure of the resulting clusters is to be deter-
mined. Because of the absence of this type of analysis, our
review does not cover observations of objects that may have
had fractal structure. For example, loose structures were
produced in Ref. 80 by exploding metal wires for certain
parameters of the current flowing through the wires, and
these structures were referred to as filamentary. By analogy
with processes producing fractal clusters, these structures
can probably be classified as fractal clusters but, owing to the
absence of the necessary analysis, this identification must be
regarded as tentative.

Fractal clusters are efficiently produced as a result of
the aggregation of aerosols in space or on a surface, provided
definite conditions are observed. The clusters subsequently
aggregate, and this destroys their fractal structure. Fractal
clusters are therefore not observed in situations where they
could be expected. The physical descriptions of these struc-
tures that have appeared in recent years will undoubtedly
assist in the more detailed study of many real processes ac-
companied by the aggregation of aerosols.

In addition to the formation of fractal clusters from sol-
id aerosols in space and on a surface, there are also other
processes and phenomena in which the concept of the fractal
structure of clusters is useful. Let us consider some of them.
Figure 14 shows the Lichtenberg figures, which represent
the dielectric breakdown pattern in a gaseous, liquid, or solid
insulator. In the experiment performed in Ref. 81, one of the
electrodes was at the center and the other was in the form of a
ring on a dielectric surface (see also Fig. 7). The bright areas
of the dielectric, over which the breakdown current flows,
resemble a fractal cluster. Its fractal dimension, determined
from the relation between the cluster size and the number of
elements, is about 1.7. Because of limited resolution, it is not
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FIG. 14. a—Lichtenberg figure®' (emission intensity from a dielectric
breakdown, integrated with respect to time) for a glass plate in sulfur
hexafluoride gas at a pressure of 0.3 MPa; b—pattern obtained®' by simu-
lating the process by the Monte Carlo method in a computer. The fractal
dimension of the cluster is 1.75 + 0.02.

possible to determine this quantity from the correlation
between element densities. The simplest model of this dis-
charge, which includes the motion of the bright point over
broken lines with given straight-segment length, yields
D =1.75 + 0.02 for the fractal dimension of the Lichten-
berg figure.

Another example®? involves hydrodynamics. When a
low-viscosity liquid (e.g., water) is forced through a high-
viscosity liquid (e.g., oil), the so-called viscous fingering in-
stability is found to set in. The distribution in space of the
low-viscosity liquid then acquires a branched structure that
can be approximated by the structure of a fractal cluster.

The next example refers to the adsorption of molecules
by the internal surface of porous materials.®>~*” It turns out
that the pore size distribution is given by (2.3). Hence, the
porous material is characterized not by its porosity, which is
largely determined by the pore size, but by the fractal dimen-
sion of the medium that describes the pore distribution. This
is why, as confirmed by analyses of adsorption properties of
individual porous materials for different molecules, the total
specific size of an absorbing surface as a function of the size
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of absorbed molecules can be represented by the formula for
a fractal system.®¢

If we consider the system of voids in a porous material
as a fractal cluster, its fractal properties can be determined
from (5.2), using x-ray or neutron scattering data. This was
used in Ref. 85 to show that the fractal dimension of lignite
was 2.56 + 0.03. The fractal properties of porous sandstone
were investigated in Ref. 87. The scattering of secondary
electrons in a scanning electron microscope was used to
show that the fractal dimension of different samples of sand-
stone was 2.57-2.87, the porosity being 5-30%. Moreover,
the self-similarity of individual portions of the specimens,
and the fractal property defined by a formula such as (2.3),
were found to be valid for regions whose sizes differed by 3—4
orders of magnitude (from 0.1 to 100 zm).

The above examples show that the concepts of fractal
clusters and fractal structures extend our knowledge of
many systems and phenomena, and facilitate a more detailed
analysis of real processes and phenomena. These concepts
provide the foundation for the successful development of
experimental studies of fractal structures and of the dynam-
ics of their formation.

6. FRACTAL CLUSTERS AND BALL LIGHTNING

Fractal clusters are of direct relevance to ball lightning.
Practically the only model of ball lightning capable of ex-
plaining its constant shape and size in the course of its evolu-
tion is at present based on the hypothesis that the active
material of ball lightning is a cluster of filamentary aero-
sols.®® This model is based on experimental studies®® of the
relaxation of metal vapor, in which systems consisting of
clusters of filaments have been observed. In view of the con-
siderable interest in the phenomenon of ball lightning, let us
examine this question in greater detail. There is now a suffi-
cient number of reviews and books®*-!°? that have collected
together and analyzed available experimental data on ball
lightning and that examine possible models of the phenome-
non. There is a relatively large number of observations of
ball lightning. For example, in his book, Stakhanov'® has
examined over 1000 cases of ball lightning observed in the
USSR, whereas Barry’s book'%? covers over 1800 scientific
publications reporting observations of ball and bead light-
ning, and analyzes experimental data and models of ball
lightning. The information on ball lightning that has now
accumulated leads to the unambiguous conclusion that the
phenomenon does actually occur, and enables us to con-
struct a picture of a typical ball lightning with averaged pa-
rameters. The parameters of such a ball lightning are listed
in Table V1.

When models of ball lightning are analyzed, it is impor-
tant to consider five aspects of this phenomenon that must be
independently incorporated in the description of the model.
First, we have to consider how energy is stored in ball light-
ning, second, the nature of heat release in ball lightning,
third, the shape of ball lightning and the structure of its ac-
tive material, fourth, the mechanism responsible for the
emission of radiation from ball lightning, and, fifth, the elec-
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TABLE V1. Parameters of the average ball lightning based on observational data.

103

Parameter Value or conclusion
1. Diameter, cm 28+ 4
2. Lifetime, s 10095 +0.25
3. Speed, m/s 441
4. Energy of ball lightning, J 10*3 02
5. Energy density in ball lightning, J/cm’ 1Q'2<04
6. Luminous flux 1400 * 20
7. Color

White (24 + 2%), yellow (24 + 2%), red

(18 4+ 2%), orange (14 + 29%), blue and
violet (12 + 1%), and so on.*

8. Correlation with electrical phenomena
in the atmosphere
9. Disintegration of ball lightning

in stormy weather

involving an explosion
10 - #3505

10. Probability of appearance of ball lightning,
km ™ ’min~"

70 + 10% of ball lightning events are observed

50 + 20% of all cases, with ball lightning

*Figure in parentheses shows the relative probability of observing a ball lightning of the given color.

tical phenomena occurring in ball lightning. If we assume
that there are no external sources of energy for the ball light-
ning, analysis of the processes occurring within it'** leads to
the conclusion that the only way in which energy can be
stored in ball lightning is by some chemical mechanism. In-
deed, the lifetime of ball lightning is much longer than the
typical times of elementary processes involving collisions
between particles in air, and is sufficient for the internal en-
ergy of the hypothetical ball lightning to be converted into
heat. For example, in a system containing plasma or excited
atoms or molecules of sufficient energy, the recombination
of charged particles or the quenching of excited states occurs
in a time much shorter than the observed lifetime of ball
lightning. A chemical reaction involving sub-barrier transi-
tions of nuclei can take a long enough time so as not to im-
pose this restriction on the chemical method of energy stor-
age.

If we now concentrate our attention on the chemical
method of energy storage in ball lightning, we must empha-
size that there is a special chemically active component in
air, namely, ozone. Ozone is readily produced by different
methods of excitation of air, with higher concentration than
other chemically active components.'?>!% It dissociates
quite slowly in air at moderate temperatures.'®” Ozone can
therefore be one of the chemical components of the active
material in ball lightning in which it acts as an oxidizing
agent.

We now turn to the second of the above five aspects of
the ball-lightning phenomenon, namely, the nature of heat
release. Heat is released as a result of chemical processes,
and the emission of radiation is a side effect of this. Analy-
sis'®” shows that chemical transformations occur with maxi-
mum probability in a gaseous heterogeneous system. The gas
component (ozone) enters the heterogeneous system very
slowly, so that in the most likely situation, the gas and the
heterogeneous systems are superimposed from the start. One
way of doing this is to have a heterogeneous system with a
porous structure in which the gas component is adsorbed by
internal surfaces.'®
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The essential requirement that the heat release in ball
lightning must satisfy is that it must be an intensive and slow
process. The former means that the specific energy release
must be high enough and capable of producing sufficient
heating of the active material in the ball lightning. This, and
the requirement that the process be slow, follows from the
observed parameters of ball lightning (see Table VI). How-
ever, there are problems with satisfying both requirements at
the same time. In fact, we shall show that they cannot be
simultaneously satisfied in a simple heat-release process, i.e.,
asingle-stage process. Thus, the characteristic time constant
7 of a chemical process is related to the temperature 7 of the
reacting components by the Arrhenius law:

RV (6.
If we take the characteristic time in the pre-exponential fac-
tor to be the collision time between bound molecules, i.e.,
7o~ 107"7-10" 25 and, if we demand that, at room tempera-
ture, the time taken by the process must be of the order of the
lifetime of ball lightning (7~ 10 s), we find that the activa-
tion energy for the process is E, = 18 kcal/mol. This is a
reasonable figure because it falls into the range of existing
values of activation energy for chemical processes. If we use
this value, we find that 7 = 0.004 s at T =400 K, i.e., an
increase in temperature by 100 K produces an increase in the
rate of the process by a factor of several thousand. This
means that, if there is a possibility that the temperature will
change, the process cannot be slow.

It is clear that this conclusion does not depend on the
numerical parameters that we have used. It is a consequence
of the fact that the time for the process (6.1) is a rapidly-
varying function of temperature which, in turn, is deter-
mined by the considerable difference between the typical
molecular time 7, and the typical time 7 for the process, i.e.,
the lifetime of ball lightning. The heat-release process in
which we are interested cannot therefore be both intensive
and slow if it is a single-stage process. The question then
arises whether there is some process that is both intensive
and slow. Experimental studies'®®'® have revealed an ex-
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gABLE VII. Duration of the slow stages of the process defined
y (6.2).

T, K 300 400 500 600 700
1

¢ 330 190 140 110 90
1

= 740 170 70 40 26

ample of this, namely, the burning of charcoal dust in ozone
absorbed by it, which can be described phenomenologically
as follows:

Cun O —X— Y- 22500, cO. (62)
The rates of the different stages of the process are indicated
above the arrows, and the times of the slowest stages are
listed in Table VII. Combustion thus consumes 89 + 3% of
the dust, and the heat released by the entire weight of dust is
28 + 3 kJ/g, i.e, it is comparable with the specific heat re-
lease in the complete combustion of carbon in oxygen (32
kJ/g). The main by product of the process is CO, (84 + 5%
at the saturation temperature of 226 K''®). Another feature
of the process is the ozone saturation temperature memory
of the specimen. When the ozone saturation temperature is
less than 245 K, subsequent processes are determined by
(6.2). However, if ozone saturation occurs above 245 K,
subsequent heating of the specimen results in the decomposi-
tion of ozone to oxygen, and the charcoal is preserved intact.
Apparently, the absorption of ozone by charcoal is accompa-
nied by a number of chemical changes on its internal surface,
which depend on the temperature of the process, and this
determines the subsequent evolution of the system.

It follows that (6.2) may be looked upon as a model
process for ball lightning. The above investigations enable us
to answer questions relating to the first two aspects of ball
lightning, i.e., energy storage and heat release. We shall now
concentrate on the first aspect, which is directly related to
the theme of our review.

Observed facts relating to ball lightning impose a num-
ber of conditions on the ball lightning model, which turn out
to be mutually contradictory for most hypotheses about the
nature of ball lightning. In particular, heat release in chemi-
cal processes gives rise to convective flows which modify the
region occupied by the active material when the latter is
present in the form of gas or dust. Estimates''' show that the
heating of the active region in atmospheric air by an amount
of the order of 100 K results in loss of shape and change of
size in a time shorter than 0.1 s, which is much shorter than
the observed lifetime of ball lightning. This means that the
active medium in ball lightning cannot be dust or gas.

The hypothesis of filamentary structure of the active
medium in ball lightning® is not in conflict with the above
conditions. However, the aggregation of solid aerosols re-
sults in a fractal-cluster structure and not a filamentary
structure. We shall therefore assume that the active material
of ball lightning does, in fact, have a fractal structure. This
more detailed representation of the structure is not of funda-
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mental significance for many processes but, in other cases, it
provides us with a more complete picture of the system. The
essential point then is that the fractal cluster is the only
structure that produces a light and stiff configuration of the
active medium. So long as the structure is not destroyed in
the course of chemical processes, the ball lightning will re-
tain its shape. The electrical charge carried by ball lightning
prevents the “collapse” of the structure.*® We shall now con-
sider the consequences that ensue from the hypothesis of
fractal structure of the active medium of ball lightning.

One of them is the motion of heated air, which creates
the lifting force for the structure. The motion of heated air
above the system is equivalent to motion out of a tube. This
problem was examined by Ya. D. Zel’dovich!'*!'> and we
shall use the results obtained by him. The heated air rises
above the heated body into an expanding cone. Its directed
velocity in the region occupied by the structure is given by
the following order-of-magnitude expression:

AT \1/2
U~ (gBO T) ]

where g is the acceleration of gravity, R, is the radius of the
system, AT is the temperature difference between the system
and the temperature of ambient air, and T}, is the ambient air
temperature (AT S Ty,). Typically, u ~ 1 m/s for Ry~ 10cm,
so that the Reynolds number is Re ~ R u/v ~ 10°-10* (v is
the kinematic viscosity of air) and the force of resistance to
the motion of the structure in air is

.¢ ~ pu2Sv

(6.3)

where p is the mass density of air and S the cross section of
the structure, i.e., the projected area of the system on a plane
perpendicular to the direction of motion. The steady-state
motion of air thus produces the lifting force

F=apgR, 3-8, (6.4)

where a is a numerical factor. If the lifting force balances the
weight of the structure, the ball lightning will float in air.
The numerical factor @ in (6.4) has been determined in
a series of simulation experiments.'"* Lumps of metal, 0.8-2
cm in radius and weighing 20-150 mg, were prepared from
tungsten wire of radius 4 and 7 ym. The metal pieces were
suspended on the end of a thin quartz filament cantilever,
and the deflection was used to determine the force due to the
metal. The lump was then heated by laser radiation and its
temperature was determined from the thermal radiation it
emitted. Simultaneous measurements of the temperature of
the metal lump and the lifting force were used to determine a
in (6.4). The result was @ = 11 + 5. Hence, it follows that
ball lightning can float even when it contains a substantial
amount of matter in the structure. Using this value of the
numerical factor in (6.4), we find that the condition that an
optically opaque fractal cluster (D> 2) will float is

AT
Ty

m
=8 (6.5)
For an optically thin (D < 2) fractal cluster, this condition is

(6.6)
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where m is the mass of the fractal cluster, M is the mass of air
in its interior, p is the density of air, and p,, is the density of
the cluster material.

A further important feature of the air dynamics in this
phenomenon is that the motion of air takes up a considerable
fraction of the released energy. Indeed, the power expended
in heating the flowing air is % ~pc, AT umwR §, where ¢, is
the specific heat of air. Hence, we find that the power ex-
pended per unit volume of the structure is

A AT y3/2

v = Pe (-70—) y
where p,~poTic, (8/R,) /2 Substituting numerical values
for the coefficients in this formula, we find that p, =7.2 W/
cm?® for R, = 10 cm. This result leads us to the conclusion
that ball lightning must contain a large amount of energy per
unit volume.

The fractal structure of ball lightning thus leads to con-
sequences that are due to its gas dynamics. Moreover, it is
important to note that we started with the assumptions that
the heat release was time-independent and the ball lightning
was located well away from all surfaces. These assumptions
are not valid in practice, so that the above picture is only
qualitatively correct.

We now turn to the fourth of the above aspects, i.e., the
emission of radiation by ball lightning. We first consider the
thermal radiation emitted by the body of ball lightning as it is
heated by chemical reactions, although it is clear that this
radiation will not explain all the observed colors (see Table
VI). If the sizes of particles within the body of the ball light-
ning are small in comparison with wavelength, infrared
emission will be suppressed to some extent. However, this
effect has no fundamental influence on the thermal-emission
picture of the fractal cluster.

Nevertheless, the emission of thermal radiation can ex-
plain one type of ball lightning, i.e., that produced from met-
al vapor as it cools. The first stage is the formation of liquid
aerosols which grow in the vapor, solidify, and eventually
combine into fractal clusters. We shall assume that the opti-
cal thickness of the cluster is small and that it consists of a set
of cylindrical filaments. In accordance with the theory of
thermal emission by a metal surface,''” the power radiated
per unit area is proportional to 7'%/?, where T is the surface
temperature. Assuming that the rate of loss of energy by the
system is determined by the emission of radiation by the
surface, we find that the characteristic cooling time 7, is
proportional to the filament radius. Table VIII lists values of
therequired parameter r, = 7'/ (d7 /dr) for metalfilaments,

(6.7)

TABLE VI Radiative cooling time for filaments of radius 10 pm.

10gm in radius. Analysis of the data listed in the table shows
that this is a possible mechanism. It can explain the glowing
beads that are sometimes observed when a wire is shorted or
explodes. Such glowing beads usually fall to the ground, and
are extinguished. However, the scheme that we have pro-
posed will not explain most of the observed cases of ball
lightning because, usually, the lifetime of ball lightning is
much longer (see Table I}). When we analyze the general
case of emission with a view to gaining some idea about the
brightness of ball lightning, we shall make two estimates by
comparing the average ball lightning with a blackbody
source. First, let us find the temperature of a perfect black-
body of radius equal to that of the average ball lightning,
which produces the same luminous flux as the ball lightning
(see Table VI). The result is 7= 1360 + 30 K. Second, let
us find the temperature of a perfect blackbody that would
ensure the same luminous efficiency'” as the average ball
lightning (according to Table VI, the luminous efficiency of
the average ball lightning is 10-%2=%%% ¢m/W, the lumi-
nous efficiency of an electric lamp is 14 cm/W). This tem-
perature turns out to be 1800 + 300 K. The effective tem-
perature of the radiating particles is higher than these figures
would suggest because, in the former case, the emission of
radiation by ball lightning is confined to a narrow part of the
spectrum and, in the latter, most of the energy lost by the ball
lightning is taken up by gas-dynamic motion. One would
therefore expect that the effective temperature of radiating
particles in ball lightning is 72 2000 K.

Animportant feature of the emission processes in atmo-
spheric air is the high rate of quenching of the radiating
atoms and molecules by air molecules. For example, the rate
of quenching of resonantly excited sodium atoms Na(3p) by
nitrogen moleculesis (7.0 + 1.5) X 10~ '®cm?/s at tempera-
tures between 400 and 2200 K, whereas the corresponding
rate for quenching by oxygen molecules at 1000-2500 K is
(12 + 1) x 107 '° cm’/s. These data are taken from the re-
view of Ref. 117 and the indicated uncertainties correspond
to the statistical averaging of the results reported by differ-
ent workers. If we use these data, we find that, at atmospher-
ic pressure and 2000 K, the probability that a resonantly
excited nitrogen atom will be quenched in air is 0.98, where-
as the probability of quenching by emission is 0.02.

The high quenching probability obtained for excited
atoms and molecules in atmospheric air means that they are
in thermodynamic equilibrium with the air, and their local
density does not depend on the way they are produced.
When taken together with the restricted local temperature in

T, K ] 1200 I 1400 1640 1800
T,, C Copper 2.8 — — —
Iron 1.3 0.7% 0.46 0.31
Fraction of emission in the ~ ~ _
optical part of the spec- 1.6-10 9.1-10~4 3.2-107 7.9-10°
trum
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ball lightning, this fact enables us to identify the excited
atoms and molecules that could be responsible for the emis-
sion of radiation by ball lightning. The necessary excited
states must have short radiative lifetimes, they must take
part in radiative transitions to the ground state, and the pho-
tons created in this way must lie in the optical part of the
spectrum. Excited atoms or molecules that could produce
the required emission by ball lightning are shown in the dia-
gram of Fig. 15.

The above mechanism of ball lightning is similar to the
emission of radiation by a flame into which some material
has been added, or the radiation emitted by the illuminant
mixture in pyrotechnics. Let us therefore analyze from the
standpoint of emission by a yellow ball lightning, the radi-
ation emitted by the yellow-flame mixture in pyrotechnics.
The chemical components of this mixture are:'?* KNO,—
37%, Na,C,0,—30%, Mg—30%, tars—3%. The specific
energy of the mixture is 6 kJ/g and its luminous efficiency is
8 1m/W. The maximum combustion temperature is 2500~
3000 K. The emission of the average ball lightning could
account for 0.3 of that due to the firework material, and its
chemical energy content is 3 g. By reducing the amount of
sodium in the mixture by two orders of magnitude, we find
that the luminous efficiency of the firework mateial becomes
comparable with that of ball lightning.

The essential feature of the chemical process occurring

in the firework material is that the oxidizing agent is drawn
from the mixture itself (it is not atmospheric oxygen). This
ensures that the reaction is fast, gives rise to a high tempera-
ture, and produces a source with high luminous efficiency. A
similar conclusion about the combination of reacting com-
ponents was previously made in respect of the chemical pro-
cess in ball lightning. Apart from ozone, the oxides of nitro-
gen and sulfur, and the salts of nitric and sulfuric acids, can
be oxygen-containing components of the atmosphere.

The last of the five aspects mentioned above refers to the
electric properties of ball lightning. Observations'® show
that ball lightning is often attracted to metal objects, inter-
acts with electrical systems, and sometimes appears from
electrical instruments. Frequently, the effect of ball light-
ning on humans is similar to that of an electrical discharge.
The question arises as to what is the source of the electric
charge of ball lightning, which gives rise to its surface ten-
sion and stability, and what are the associated electrical phe-
nomena?

The formation of electric charge occurs in parallel with
the formation of the fractal cluster by the aggregation of
solid particles. These particles are charged and, in the case of
a spherical particle of radius 7,, the electric charge Z of a

particle, expressed in units of the electron charge e, is®’
Ir K.
Z="7In %=, (6.8)
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where K_, K, are the mobilities of negative and positive
ionsin air. The type of ion in air and, consequently, its mobil-
ity, depend on humidity of and the impurities present in the
atmosphere. If we average over the mobilities of ions in the
air,''%!1% we obtain

TZO = —6+2un"".

The aggregation of negatively charged particles results
in a negatively charged cluster. The significant point is that
the flow of charge to the periphery of the cluster must occur
more slowly than the formation of the cluster itself. The sur-
face charge will not then impede the formation of a charged
cluster. .

To obtain some idea about the quantitative aspects of
the process, let us consider the special case where a spherical
fractal cluster of radius R, = 10 c¢m is assembled from parti-
cles of radius 1 #m, and its surface tension is equal to that of
water (0.073 J/m?). The surface tension «, determined by
the electric charge g of the cluster, is

(6.9)

where E is the electric field near its surface. In the present
case, g = 1000 cgs, E = 300kV/m, and the cluster potential
is 30kV. If we use (5.1), we can show that the fractal dimen-
sion of the cluster is then D = 2.31, which is quite realistic
(see Table II1). As it flows toward the periphery of the clus-
ter, the charge eventually concentrates at the ends, whose
linear dimensions are of the order of 50 zm. An electric field
of 30 mV/m is produced near the surface, and this is not high
enough to generate a coronal discharge. The fractal cluster
discharges under the influence of ions in the atmosphere
and, when the ion density in the atmosphere is 100-1000
cm %, this occurs in a time of the order of 10 min, the ions
being collected from a large volume of the atmosphere of the
order of 1000-10 000 cm®. Moreover, near the ends of the
cluster, where the field strength exceeds 3 mV/m, the nega-
tive space charge in air is due to electrons. Collisions
between the electrons and air molecules produce excitation
of the latter and the associated emission. However, the emis-
sion is of low intensity (it is comparable with the intensity
emitted by nocturnal insects).

Finally, we consider one further point associated with a
property of the fractal cluster containing the active material
of ball lightning. We note that, if this cluster is formed by the
successive attachment of individual particles to it, its fractal

dimension is 2.46 + 0.05 (see Table IIT), and the cluster is
optically opaque. If, on the other hand, it is formed by clus-
ter-cluster aggregation, the fractal dimension of the cluster
is 1.77 + 0.03, and it is optically transparent. The choice
between these two variants can be made if we know the opti-
cal thickness of ball lightning. It has frequently been report-
ed that the observed ball lightning is optically transparent,
but such reports can hardly be regarded as reliable. More
specific information can be obtained by examining a photo-
graph of ball lightning with a photometer. This was done in
Ref. 53, in which a photograph of a ball lightning track made
by V. M. Deryugin during a storm at the Karabad meteoro-
logical station in the Gur’evskil region on 9 June 1958 at
21.30 hours.

Photometry of the ball lightning track can be used to
determine how the amount of light reaching the film de-
creases in the lateral direction from the center of the track.
Let us examine this in two limiting cases. The amount of
light reaching the photograph is, of course, the integral of
the instantaneous power with respect to time. We shall as-
sume that the ball lightning is spherical, with radius R, and
that it travels uniformly. Let us suppose that a given point
receives radiation corresponding to impact parameter p, i.e.,
the minimum projected distance to the set of points in the
ball lightning. If the ball lightning is optically opaque, the
radiant power reaching a given point is the same throughout
the exposure. Blackening is then proportional to the expo-
sure time 2(R 2 — p?)'/%/v, where v is the velocity of the ball
lightning. This means that the relative blackening of the film
is[1—(p*/R})] /2 where the blackening at the center of
the track is taken to be equal to unity. A similar method can
be used for optically transparent ball lightning to show that
the relative blackening of the track is 1 — (p>/R 3).

Figure 16 shows the results obtained by a photometric
scan of the track of ball lightning,>? using one of the above
variants. If the ball lightning is optically transparent or opti-
cally opaque, the points on the corresponding graph should
lie on the straight line y = 1. However, the points shown in
Fig. 16 do not enable us to choose between the two limiting
cases “‘by inspection,” as was done in Ref. 53. Statistical
analysis of the data in Fig. 16 shows that the average relative
blackening obtained on the assumption that the ball light-
ning is optically opaque is y = 0.81 + 0.16, whereas the as-
sumption of optical transparency gives y = 0.96 + 0.17. Al-
though the transparent ball lightning should be given
preference, these results are subject to considerable uncer-
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tainty and a choice cannot be made. This analysis has shown
that lateral photometric scans of the ball lightning track will
yield useful information on the state of the active material in
ball lightning, provided statistically significant material is
available.

To conclude this section, we note that an understanding
of the fact that the active material of ball lightning has the
structure of a fractal cluster enables us to answer basic ques-
tions about ball lightning, and to provide a schematic picture
of the phenomenon. Nevertheless, to develop laboratory
models of ball lightning, it will be necessary to perform a
more detailed examination of each of the above questions,
using specific systems and conditions.

7. CONCLUSION

Fractal clusters are an intermediate stage in the forma-
tion of a condensed phase from solid aerosols. Information
deduced about these structures will enable us in the near
future to provide a detailed physical picture of the formation
of the condensed phase and to elucidate the role of fractal
clusters in the formation of condensed matter in gases and
liquids.

Fractal clusters constitute one of the representations of
systems with fractal structure. Since these are geometric sys-
tems, their analysis is simpler than many of the analogs of
fractal clusters. Hence, information on fractal clusters will
help us to understand the physical picture of different frac-
tal-type structures and phenomena.

Studies of fractal clusters are also interesting from the
purely methodological point of view. Experience gained as a
result of such studies has shown that, at present, computer
experiments constitute a very effective way of studying phys-
ical objects and phenomena, and their possibilities in this
area are far more extensive than those of other methods.

We note in conclusion that the fractal cluster has en-
tered modern physics as an interesting and widespread phys-
ical structure, and will continue to occupy a prominent place
in physics.

"We note that the word cluster is commonly taken to refer to a large
number of bound atoms or molecules which retain their individuality
within this system. This terminology was subsequently extended to sys-
tems consisting of a large number of bound macroscopic particles.

?It is common to use the gyration radius to characterize the size of a
cluster. It is given by R, = ( R?)'’2, where R is the distance of a cluster
particle from its center of mass, and the bar represents averaging over the
particle distribution in the cluster.

*'This model of forming a fractal cluster®” is referred to as the cl-cl model
(clustering of clusters) while the Witten-Sander model and its modifica-
tions are frequently referred to as DLA (diffusion-limited aggregation).

“The same result follows from an analysis of computer simulations®® in
the case of a fractal cluster formed as a result of cluster-cluster aggrega-
tion.

>The initial anisotropy of the system is of fundamental significance for the
formation of fractal structures.**’>"

“The time ¢ that has elapsed since the beginning of the motion and the
number 7 of steps covered by the particle during this time are propor-
tional to one another. Accordingly, (3.18) can be rewritten, for example,
in the form 1 ~R “~.

"'We note that, for the above distribution, the quantity F that appears in
(4.7) is given by
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where the angle brackets represent averaging over the aerosol distribu-
tion. This gives k = 2.957T / for the aerosol aggregation rate constant
(4.7). This quantity is independent of not only the size of the aggregating
aerosols, but also of their nature. In air at room temperature, the aggre-
gation rate constant is 6.6 X 107 '° cm?/s. The measured result® in units
of 10~ cm?/s is 6.0 for ammonium chloride, 6.6 for iron oxide, 8.3 for
magnesium oxide, 8.0 for cadmium oxide, 5.1 for stearic acid, 5.1 for
oleic acid, 4.9 for tar, 5.0 for paraffin oil, and 6.3 for n-xylolazo-3-
naphthanol. The statistical average of the experimental results is
(6 F 1) X 107 '"°cm?/s, which is in agreement with the above theoretical
value and confirms that the dependence on the aerosol material is slight.

MAccording to (4.13) and (4.14), when y =0, we have g =D — 20
=D — (d — D, ). For Brownian particle motion (D, = 2), this isiden-

tical with the above result.

“'We note, for comparison, that the particle diameter is greater by a factor
of about 60 than the diameter of gold atoms, so that an individual particle
contains roughly 10° gold atoms.

' A different mixture is used for illumination purposes, namely, the oxi-
dizing agent and the fuel are in the form of small particles that can be
dituted by neutral components to slow down the chemical reaction.

'"The luminous efficiency of a source of light is equal to the ratio of the
luminous flux produced by it to the power expended in producing it.''®
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