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cell.* If the number of situations stored is less than the criti-
cal value, the conditional probability that the input situation
has been learned by the Purkinje cell, under the condition
that the cell reacted to it in the same manner as to a learned
situation, is close to one, and when the critical value is ex-
ceeded this probability is close to zero.s Analytical and simu-
lation calculations enable finding the optimal ratio between
the suppressing and stimulating effects on the Purkinje cell,
allowing the maximum number of well-learned situations.'
The value of the optimal ratio of the coupling parameters
changes by a factor of N (./Vis the number of synapses in the
Purkinje cell; N = IO5 for the human cerebellum) depending
on whether or not the weight of the synapse of the granule
cell increases or decreases with learning.'' Experiments on
further checking of the consequences of the theory of learn-
ing in the cerebellum have been proposed.8ll)""

Models of noise-resistant associative memory,5 which
have attracted the attention of many theoretical physi-
cists,1-2 are rediscoveries of neural network effects discov-
ered by D. Marr (1945-1980) in the theory of the archicor-
tex and neocortex.1 The development of the theory of these
effects (Refs. 1, 2, 4-8, 11 and others) is necessary for

further progress in the understanding of neuronal mecha-
nisms. Effort must be concentrated on the construction of
theories which have verifiable consequences, and it must be
realized in the neurosciences that experiments must be per-
formed on checking the modern theories which have been
developed.
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L. B. Ioffe and M. V. Feigel'man. Spin glasses and mod-
els of memory. In recent years deep analogies have been dis-
covered between problems arising in the study of models of
associative memory and problems in the statistical mechan-
ics of disordered systems of the spin glass type. The origin of
these analogies can be understood by examining the basic
requirements for the description of associative memory.

1) The system must consist of a large number TV of more
or less uniform elements—"neurons," interlinked with the
help of "synapses."' In the simplest models the neurons are
regarded as binary elements, and the state of each of them at
a given moment in time depends on the states of the remain-
ing elements over some preceding time interval and on the
magnitudes of the synaptic links between them.
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2) The system must be capable of classification, i.e., 2'v

input signals (starting states of the system) must correspond
to a much smaller set of output signals corresponding to
stationary states ("attractors"). The set of attractors deter-
mines the information recorded in the memory system; the
transient process from the "starting" state to the stationary
state is regarded as a process of "recognition" of the com-
plete "image" from a small part of it, fixed by the input
signal.

3 ) The memory system must admit systematic teaching,
i.e., the possibility of addition of new attractors (images)
without significant distortion of existing attractors.

4) The properties of the system must be stable relative
to random disruptions of the operation of separate "neur-
ons" and "synapses."

We now point out that a system satisfying all of the
indicated properties except 3) is well known in physics: this
is the ferromagnetic Ising model, where the Ising "spins"
ai = + 1 play the role of the neurons, and the magnitudes of
the synaptic links must be compared with the interaction
energy ("exchange integrals") ./,-,. The dynamics of the sys-
tem is determined by an asynchronous Monte Carlo energy
relaxation process. The stationary states of such a system
obey the Gibbs distribution, which makes it possible to make
use of the well-developed apparatus of statistical mechanics.
In so doing, it is convenient to study the behavior of the
system as a function of the temperature (corresponding, for
a model of memory, to the external noise in the synaptic
links ) . At low temperatures the system has only two station-
ary states: all a, = + 1 or all a, = — 1. Any of the starting
2A states rapidly converges to one of these two states. For
weak dilution (elimination of some of the links J ,, ) the prop-
erties of the system remain virtually unchanged. Thus in or-
der to construct the simplest model of memory it is necessary
to have a statistical system analogous to the Ising model, but
having a large (for large TV) number of stationary states.
Magnetic systems with random sign-alternating exchange
integrals J(l — spin glasses — which have been widely studied
in recent years have this property.1 In classical models of
spin glasses, however, the number of stationary states is too
large ( — exp(const-iY) ), and their specific form is associat-
ed in an uncontrollable fashion with the form of the given
matrix Jt/ , so that the stationary states of a spin glass cannot
be used to record information. The problem was solved in a
model, recently proposed by Hopfield,2 with an interaction
of the form

where m]^ = + 1, and in addition the N vectors
w, l s ) , w , ( v > with s^s' are not correlated (this set of ,/y cor-
responds to Hebb's hypothesis that the magnitudes of the
synaptic links are modified in the process of learning) . When
k = 1 this model reduces to the Ising model with the substi-
tution of variables a, = cr,m,-n; at temperatures 7"< 7"c = 1
there are two stationary states: a, = + w,-". For

N1 < k < - the basic attractors coincide with the record-
4\nN

0.05

FIG. 1.

ed "images" mJ'V but there arise additional attractors cor-
responding to mixtures of several basic images.4 The regions
of attraction of these "ghosts" occupy a small part of the
phase volume of the system, so that all requirements formu-
lated above for the memory system are met. To study the
limits of the information capacity it is necessary to study the

behavior of a system with a finite value a = —(jV— oo ).Vl

N
In this case the "interference" of different images w ' v ) , lead-
ing to their distortion and, when a is sufficiently large, van-
ishing must be taken into account. It turns out that when
a <0.14 (at low temperatures) the system has attractors
with free energy minima per wj s ) close to the starting images
ml": when a = 0.13 the "density of errors" is

p=\- In addition there are

very many attractors corresponding to states of the spin
glass type, uncorrelated with w, ( v ) . In the interval
0.05 <a <ac =0.14 the global minimum of the free energy
is realized on the spin glass state, the region of attraction of
which occupies a large part of the phase volume, but the
initial states with positive projection on some image m,l i l

relax to w,(v ) . When a <a, =0.05 the states w,(1) . are global-
ly stable. The same picture is preserved at finite tempera-
tures ( see Fig. 1 ) , and when a < crc ( 7") stable "recognition"
of an image from some part of it is possible. It should be
noted that when T> TR (a) = (8a/97r)"2 exp( - l/2a)
the state w,u> corresponding to w,(s ) is unique, while for
T < TR ( a ) , there is a large set of m\^ close to w)° and select-
ed randomly. This means that a low noise level stabilizes the
operation of the system. Thus a very simple model of associ-
ative memory has been constructed. Its properties are very
stable with respect to a number of modifications, which are
desirable for obtaining the best correspondence with real
neuronal systems; random "dilution" of the matrix

J,7 to only two values

. The most important

j , restriction
_ /

ij = ^k /N) sgnl
V.v

of
k

model restriction is the symmetry of the matrix /,7, which is
necessary in order for the methods of equilibrium statistical
mechanics to be applicable, but which does not correspond
to the neurophysiological data. Preliminary numerical ex-
periments2 show that the introduction of asymmetry into Jfj
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