
All these developments are a continuation of the work
of the Special Astronomical Observatory of the USSR Acad-
emy of Sciences planned in preceding years. The most im-
portant technical problem remains the developmentof a sys-
tem for modifying the temperature conditions in the
subdome space.

Valuable methodological experience in performing as-
trophysical observations at the limit of technical possibilities
has been accumulated together with scientific results over
the last ten years at the Special Astronomical Observatory of

the USSR Academy of Sciences. It is precisely this experi-
ence that gives confidence in the fact that the possibilities of
the BTA have by no means been exhausted and the flow of
observational data so necessary for astrophysics will only
increase.
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V. L. Dunin-Barkovskii. Multineuronal structures: the-
ory and experiment. In 1984-1986 tens of articles on the the-
ory of information processes in neuronal structures were
published in physics journals. *•- Their appearance is a result
of both the intrinsic theoretical progress achieved in the
neurosciences3'4 and the "social order": electronic circuits
have now achieved the level of the brain with respect to the
number of elementary operations per 1 s per 1 cm3, but are
not as efficient as the brain in the solution of many problems
of information processing. The main achievement of the the-
ory prior to Hopfield6 was the discovery of the nontrivial
possibilities of multineuronal structures: memory circuits
consisting of 103-105 neuron-like elements with a random
linkage law, which exhibit practically determinate behavior
(error probability of 10~5-10~7) and high stability to dam-
age with low redundancy, have been found.3'4

The theory of deep structures in the brain (cerebellum,
cortex of the large hemispheres, etc.), unlike the theory of
sensorial systems (vision, hearing), deals with the lowest
level of representation and processing of information, i.e.,
the representation of numbers and operations on them. The
digital limit for representing numbers by the activity of a
network of N neurons corresponds to 2N of the significant
states of the network, and the analog limit corresponds to N
states. If the number M of significant states of the network is
such that

(1)

then it is in principle possible to organize a computational
process so as to provide a large (compared with N) range of
representation of numbers and noise immunity of the calcu-
lations. Significant states of the network can form in config-
uration space of the neuron network a connected topological
manifold (more precisely, its finite model, the proximity of
the states of the network—according to the number of neur-
ons with different states). It is possible to achieve a state
such that the structure of such a manifold would correspond
to the structure of the manifold of admissible values of the
variables of the object being modeled.6 The mathematical
operations correspond to mappings of pairs of one-dimen-
sional manifolds into one-dimensional manifolds into one-
dimensional manifolds. Examples of nontrivial families of
one-dimensional manifolds in the configuration space of a

neuronal network can be obtained in models of the recording
and reproduction (with different neuron thresholds) of se-
quences of excitations of neurons (Fig. I ) . 7

An example of a successful interaction of theory and
experiment in neurophysiology is the analysis of memory in
the cerebellum3'"""''—the most regular division of the nerve
system. A theory of the operation of the cerebellum was pro-
posed in 1969.3 The theory is based on the hypothesis that
the combined excitation of granule cells and climbing fibers,
operating on one Purkinje cell, determines which granule
cells operate effectively on the Purkinje cell. This hypothesis
has been confirmed experimentally in Refs. 9 and 10 and in
other works. In particular, under different conditions the
efficiency of the synapses of the granule cells on Purkinje
cells can both decrease9 and increase10 after simultaneous
activation of the climbing fiber and of the granule cell. The
data presented in Fig. 2 illustrate the increase in the proba-
bility of the responses of the Purkinje cell to stimulation of
the granule cells after the combination of the excitation of
the granule cells and of the climbing fiber.'"

The development of a theory of learning in the cerebel-
lum and the calculation of its consequences led to the discov-
ery of the critical quantityof information stored in a Purkinje
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cell.* If the number of situations stored is less than the criti-
cal value, the conditional probability that the input situation
has been learned by the Purkinje cell, under the condition
that the cell reacted to it in the same manner as to a learned
situation, is close to one, and when the critical value is ex-
ceeded this probability is close to zero.s Analytical and simu-
lation calculations enable finding the optimal ratio between
the suppressing and stimulating effects on the Purkinje cell,
allowing the maximum number of well-learned situations.'
The value of the optimal ratio of the coupling parameters
changes by a factor of N (./Vis the number of synapses in the
Purkinje cell; N = IO5 for the human cerebellum) depending
on whether or not the weight of the synapse of the granule
cell increases or decreases with learning.'' Experiments on
further checking of the consequences of the theory of learn-
ing in the cerebellum have been proposed.8ll)""

Models of noise-resistant associative memory,5 which
have attracted the attention of many theoretical physi-
cists,1-2 are rediscoveries of neural network effects discov-
ered by D. Marr (1945-1980) in the theory of the archicor-
tex and neocortex.1 The development of the theory of these
effects (Refs. 1, 2, 4-8, 11 and others) is necessary for

further progress in the understanding of neuronal mecha-
nisms. Effort must be concentrated on the construction of
theories which have verifiable consequences, and it must be
realized in the neurosciences that experiments must be per-
formed on checking the modern theories which have been
developed.
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L. B. loffe and M. V. Feigel'man. Spin glasses and mod-
els of memory. In recent years deep analogies have been dis-
covered between problems arising in the study of models of
associative memory and problems in the statistical mechan-
ics of disordered systems of the spin glass type. The origin of
these analogies can be understood by examining the basic
requirements for the description of associative memory.

1) The system must consist of a large number TV of more
or less uniform elements—"neurons," interlinked with the
help of "synapses."' In the simplest models the neurons are
regarded as binary elements, and the state of each of them at
a given moment in time depends on the states of the remain-
ing elements over some preceding time interval and on the
magnitudes of the synaptic links between them.
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