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The problem of low-frequency current noise with a 1/f spectrum in solids (flicker noise) is re-
viewed. The fundamental general properties of this noise are described: frequency-dependence of
the spectral density, time-dependence of the correlation function, form of the distribution func-
tion of the fluctuations, dependence of the spectral density on the potential applied to the speci-
men, anisotropy of the fluctuations of the resistivity tensor, correlation length of the fluctuations,
dependence of the noise on the dimensions of the specimen and on the concentration of current
carriers, the empirical Hooge relationship, etc. A model of 1/f noise is presented and discussed
that associates its spectrum with the presence in solids of an extensive hierarchy of relaxation
times. Concrete models of systems having an exponentially broad spectrum of relaxation times
are described (the McWhorter model, two-level tunneling systems, the disordered Ising kinetic
model). The theory and experimental data on current noise caused by temperature fluctuations
are analyzed. The problem is treated of surface noise in semiconductors and 1/f noise in metal

films.
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cording to the Wiener-Khintchine theorem, the spectral

density (SD) of stationary noise equals twice the Fourier
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transform of the correlation function of the fluctuations x(z )

(1.1)

Thus the spectrum S ( f) reflects the kinetics of the processes
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that govern the observed noise.

In a short-circuited conductor in a state of thermody-
namic equilibrium (mean current / = 0} current fluctuations
81 (¢ ) arise, while voltage fluctuations U (¢ ) arise at the ends
of an open-circuit conductor. The corresponding SDFs are
(Nyquist theorem):

Sy (f)=4kT ReZ (f), S,;(f)=4kT ReZ1(f). (1.2}

Here T'is the absolute temperature of the conductor, k is the
Boltzmann constant, and Z ( f) is the impedance of the con-
ductor at the frequency f at which the SDF is measured.

When current is passed through the conductor, the SD
of electric fluctuations increases above the equilibrium value
given in (1.2). This increase in S, or S; is called current
noise. Usually current noise arises from fluctuations of the
resistance SR (¢), which are caused by fluctuations of the
number of current carriers in the conductor, in their mobil-
ity, etc. If a noisy specimen with a mean resistance R is con-
nected in series with the load resistance R, (Fig. 1), then the
SD of the current noise is

Sy ==U? [1 + (%)J_z —SRA;,

=1+ ()T 4.

(1.3)

Here U is the mean voltage applied to the specimen, / is the
mean current, and S, [ f) is the SDF of the resistance of the
specimen.

Generally current noise is not just an equilibrium Ny-
quist noise that has been modified {by the current passing
through the specimen): different mechanisms of fluctuations
contribute to the two types of noise." For example, genera-
tion-recombination fluctuations in semiconductors, which
amount to fluctuations in the number of current carriers,
give rise to fluctuations in the resistance, and corresponding-
ly, to current noise, but they contribute practically nothing
to the equilibrium noise of (1.2). Thus, such fluctuational
mechanisms in a conductor are often manifested in current
noise, and are practically not at all detected in the equilibri-
um noise. The frequency-dependence of the SD of the cur-
rent noise is generally completely different than for equilib-
rium noise.

In 1925 Johnson' studied the current fluctuations of
thermoelectric emission, and found a noise whose SD in-
creases with decreasing frequency £, alongside the shot noise,
whose SD does not depend on the frequency in the low-fre-
quency region. Schottky” suggested that this noise arises
from slow fluctuational changes in the surface of the thermo-
cathode, and proposed for it the name “flicker effect.” Since
an increase in the SD of current noise with decreasing fre-
quency was found in the 1930’s in carbon microphones
(granular conductor) and metal films, and also in various

YA special case is the change in the noise caused by overheating of the
current carriers in a strong electric field: a part of the change in the SD as
compared with the equilibrium value involves simply the change in the
energy distribution function of the charge carriers (with increase in the
“electron temperature”).
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FIG. 1. Diagram of measurement of current noise.

semiconductors and semiconductor devices in the 1940’s
and 1950’s, it has become evident that flicker noise is a high-
ly widespread (if not universal) phenomenon in conductors.

Up to the present, measurements of the spectra of cur-
rent noise have been performed on a vast number of the most
varied semiconductors, semimetals, electronic and other de-
vices, etc. One observes in practically all cases an increase in
the spectral density of the current noise with decreasing fre-
quency fapproximately proportional to 1/f down to the very
lowest frequencies at which SD measurements have been
performed. This current noise is usually called 1/f noise (or
of 1/f type), and more rarely flicker noise, or finally excess
noise.

The part of the problem of 1/f noise that deals with the
statistical properties of this noise has been mainly solved.
The frequency-dependence and the order of magnitude of
the SD of the noise are known for many classes of conductors
and electronic devices {Sec. 2.1). Also there have been many
measurements of the distribution function of the fluctu-
ations to find whether this random process is Gaussian (Sec.
2.3). A number of experimental studies has been devoted to
finding whether this process is stationary (Sec. 2.4). Al-
though usually the observed quadratic dependence of the SD
on the applied potential in homogeneous ohmic conductors
indicates that the noise is caused by equilibrium fluctuations
of the resistance, while the current only “reveals” these fluc-
tuations, this fact has been proved also by special experi-
ments (Sec. 2.5). A new line of studies has arisen in the past
several years—study of the anisotropy of fluctuations of the
conductivity. It has been possible to establish that they are
anisotropic in a number of conductors (Sec. 2.6). In almost
all the cases in which the spatial correlation of the conduc-
tivity fluctuations giving rise to 1/f noise has been measured
experimentally, it could not be detected. That is, the correla-
tion radius proved to be very small (Sec. 2.7). Finally, an
empirical formula (of Hooge) has been found that enables
one to estimate the order of magnitude of the SD of 1/fnoise
in homogeneous conductors (Sec. 2.8). Thus answers to the
question “in what way is it making noise?”’ have mainly been
obtained.

The other part of the problem—*“what precisely is mak-
ing noise and causing the observed current noise?” has been
solved to a much lesser degree, and the search for mecha-
nisms of 1/f noise is continuing intensively even now.

The hypothesis was advanced about 10 years ago that
1/f noise is caused by temperature fluctuations. It seemed
that certain experiments favor precisely this mechanism.
However, it has been shown in the past several years, both
experimentally and theoretically, that temperature fluctu-
ations cannot be responsible for the observed 1/f noise (Sec.
4).
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FIG. 2. Frequency-dependence of the spectral density of current noise of
an operational amplifier.'? The broken line corresponds to a f ~! relation.

In the only general approach to explaining 1/f noise,
against which there are no direct objections at present, one
assumes that varied relaxation processes occur in conduc-
tors that exhibit this noise, with a broad spectrum of relaxa-
tion times 7 that encompasses many orders of magnitude of
variation of 7 (Sec. 3). For example, these processes involve
the kinetics of defects, i.e., ultimately—the disorder of sol-
ids. The connection of 1/f noise with defects of solids (in-
cluding uncontrolled defects) is indicated by the fact that
specimens prepared by the same technology and having sim-
ilar electrophysical parameters often show a different 1/f
noise: the spectral densities can differ by an order of magni-
tude or more (Sec. 2.8). In evaluating the reality of such a
physical picture of the noise, one must also bear in mind the
fact that a broad distribution of relaxation times has been
adduced to explain also other physical phenomena in disor-
dered solids—dielectric and magnetic relaxation and inter-
nal friction. Unfortunately, satisfactory microscopic models
of the relaxation processes that give rise to 1/f noise in real
conductors and devices have been developed only for several
systems (the situation is analogous also in the other fields
cited above of the kinetics of disordered systems: the con-
crete mechanisms of the broad spread of relaxation times are
most often unknown). From this standpoint the problem of
1/fnoise seems to be a problem of the low-frequency kinetics
of disordered solids.

The great interest in studies of 1/fnoise arises from the
fact that this problem is very general and to a considerable
degree unsolved. However, the large practical importance of
these studies also plays a large role, since 1/f noise is an
interference that limits the parameters of many electronic
devices at low frequencies. It also affects the operation of
such high-frequency devices as quartz generators and atom-

172 Sov. Phys. Usp. 28 (2), February 1985

ic frequency standards: their working frequency undergoes
random “drift,” the spectrum of these fluctuations being of
1/f type. For this reason, in particular, the relative error of
time measurements cannot be reduced below a certain value
as one increases the measured time interval without limit
(see Sec. 7).

This review is far from complete: 1/f noise in devices is
practically not treated, and many theories of 1/f noise that
seem unconvincing are not analyzed and even not men-
tioned. Yet we can hope that this review will supplement
those already existing in the literature.3-!!

2. SOME GENERAL PROPERTIES OF 1/ NOISE

2.1. Frequency-dependence of the spectral density

The principal feature of the noise being discussed is that
itsSDS ( f)increasesmonotonically with decreasing frequen-
cy f. In practically all cases this increase is observed down to
the lowest frequencies to which one can conduct measure-
ments, and no leveling of S ( f) onto a plateau can be seen. In
Ref. 12 the measurements of the excess-noise spectrum (of
operational amplifiers) have been taken to the record low
frequency of 5 10~7 Hz (Fig. 2). Reference 9 cites an un-
published study in which the spectrum of 1/fnoise has been
followed to 107 Hz. Such measurements require times of
averaging of the order of a month, and are technically ex-
tremely difficult.

At high frequencies the 1/fnoise “drowns” in the equi-
librium generation-recombination or shot noise, whose SD
at the same frequencies does not depend on f. The frequency
at which the 1//f noise ceases to be appreciable depends on
the intensity of this noise, and in various systems ranges
from ~ 10? to ~ 10° Hz.

Often the experimental noise spectrum is approximated
by a power function f ~¥. Figure 3 shows a typical spectrum
of current noise in a VO, specimen."® To a high accuracy it is

Sy, relative units
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FIG. 3. Typical spectrum of current noise in VO,.'*> Exponent
7 = 1.188 + 0.002.
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TABLE 1. Dependence of the spectral density of 1/f noise on the frequency.

Measured range
of frequencies,
Noise source Hz

Ag on sapphire'’ 0.25-50
Cu on sapphire 0.25-50
Au on sapphire 0.25-50
Ni on sapphire 0.25-50
Sn on glass'® 0.1-50
Pb on glass 1-10°
Cr on glass'® 0.1-50
Bi on glass 0.1-50
Au on sapphire? 1-100
Bi, whiskers?! 1-100
Cr, island films*? 1-2.10°
Pt, island films'3 30-3.10°
Ge?? 3.1072-1
Gein a 0.5 T magnetic field?? 3-1072%1
Inversion layers on Si'® 0.2-500
vo, 2-2-10°
vo, 2-2.10¢
Carbon resistors™ 2.5-107%-10
Plane Ge photodiodes®® 2.1072-2-10*
Bipolar transistor®® 1074-10~"
Operational amplifiers'? 107431
MOS-field-effect transistors®’ 75-5.10*
(Si, n-channel)
MO-p-Si system 10-10°

y=—dlnSInf Remarks
0.9-1.15 Accuracy of determination
1.1-1.3 of yis'” +0.06; y
0.9-1.45 declines with increasing
0.85-1.2 temperature (Fig. 4).
1
1.1
1.1
1.0
1.0-1.1
0.9-1.2 y depends on the
crystallographic
orientation of the
whisker.
0.9-1.3
0.8-1.2
1 Paoo = 50 ohm - cm
1.1-1.2
0.8-1 Hopping conduction
1.188 Accuracy + 0.002
1.05 Accuracy + 0.01
1
1-1.28
0.86 Accuracy + 0.02
1-1.3 In the greater part
of the range y = 1.3
(Fig. 2)
1
1

described by a power law with ¥ = 1.188 4 0.002. Usually
the exponent ¥ is very close to unity, which justifies the name
1/f noise. For example, in continuous metal films (of thick-
ness ~ 107 cm) at room temperature, the values of ¥ aver-
aged over many specimens are'*: 1.19 + 0.07 (Ag), 1.17
+ 0.09 (Cu), 1.08 + 0.08 (Au),1.20 +0.08 (Au, Ag,_,),
1.14+0.08 (In), 1.16 +0.11 (Sn), 1.15+0.10 (Pb),
1.15 4+ 0.07 (Pt). The exponent ¥ is very close to unity in
carbon resistors and in many other cases. However, very
often y differs appreciably from unity, reaching ~ 0.8 (island
films of Pt,'® inversion layers on silicon, etc.) and ~ 1.45 (Au
film on sapphire at ~ 150 K'7). Table I gives the values of ¥ in
different systems.

The spectra of low-frequency current noise depend on
the temperature. In films of Ag, Au, Ni, and Cu the exponent
¥ declines to several tenths upon increasing the temperature
from 200 to 600 K, while passing through (in the case of the
first three metals) the value ¥ = 1 (Fig. 4). We note that the
inaccuracy in determining  in Ref. 17 ( + 0.06) is consider-
ably smaller than the observed variations of y. The values
v = 1.188 + 0.002 and 1.05 + 0.01 have been measured in
specimens of VO,: the difference between them is also larger
than the inaccuracy of the measurements.'?

In many noise spectra one also sees a small “ripple” and
even “waviness.” Such a nonmonotonicity of the derivative
dS /d fmost often is found to be within the limits of error of
the measurements, but it sometimes exceeds these limits.
Figure 5 shows the current-noise spectra of n-InSb speci-
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mens having similar electrophysical parameters, while Fig. 6
shows the spectra of the same specimens in a magnetic field.
Despite the similarity of the electrophysical parameters, the
noise spectra of the different specimens differ not only in
magnitude, but even in form. For some specimens the spec-
tra do not fit a power-law dependence on the frequency. A
magnetic field alters not only the magnitude but also the
very form of the noise spectrum.?

Thus the experimental data indicate rather that there is
no universal spectrum of low-frequency current noise. Ap-
parently we can conclude from this that there is no unitary
mechanism of 1/f noise.

72
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FIG. 4. Temperature-dependence of the exponent y in the spectrum of
current noise (Y = — d In .S /d In f) of metal films."” I—Ag, 2—Au, 3—
Ni, 4—Cu.
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FIG. 5. Spectra of the relative voltage fluctuations in several specimens of
highly pure n-InSb (# = 7% 10" cm ~3), T = 75 K.?® The broken line cor-
responds to the empirical Hooge relationship (2.8.1); the abscissa is the
frequency in Hz.

2.2. Variance of the noise and the correlation function of the
fluctuations in time

As soon as one knows the SD S, () of the stationary
noise x(t ), one can use the Wiener-Khintchine theorem (1.1)
to find the correlation function in time ¢, (f, —¢,)
= x(t,}x(t,) as a function of the time difference #, — ¢, (we
assume that X = O):

Vs (1) = | df cos 0t S, (7). (2.2.1)
0

In particular, when ¢, =t,, the correlation function
equals the mean square of the fluctuations, i.e., the variance
of the noise:

oo

2= [ ars. .

0

(2.2.2)

If we substitute here the SD in the form usual for 1/f noise,
i.e., S(f)ecf "7, then when y> 1 the integral in (2.2.2) di-
verges at the lower limit, whileif ¥ < 1, then it diverges at the

Sy/U% Hz !

70‘77 1

L !
102 0° 10
Frequency, Hz

FIG. 6. Spectra of the relative voltage fluctuations in several specimens of
highly pure n-InSb (n=7x10" cm™) in a magnetic field 8=1T,
T = 75 K.? The spectra of the same specimens at B = 0 are shown in Fig.
5.
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upper limit. If y = 1, it diverges at both limits, but only lo-
garithmically {slowly). The divergence of the mean square of
the fluctuations of 1/fnoise is usually treated as a paradox—
the best known paradox in this problem.

Of course, no infinite variance is observed in measure-
ments of the statistical characteristics of noise, if only be-
cause the frequency band is bounded both below and above
in such measurements. It is bounded below either by a filter
that hinders input of dc potential to the analyzer, or simply
by the finite duration of each realization of the random pro-
cess. If this time equals ¢z, , then the measurable frequencies
of the random process are @ 2 ¢ , '. At high frequencies the
1/f noise “drowns” in the noise of any other origin. For
measurement of the characteristics of the 1/f noise itself, one
is restricted to the range of frequencies in which it predomi-
nates, and the higher frequencies are cut off.

Let us denote by f; and f, the minimum and maximum
frequencies passed by the measuring system, and let us study
the properties of the noise that is actually measured, i.e.,
with allowance for filtration. We can assume approximately
that the SD is generally equal to zero outside the range from

/i to f,, while in this range it is proportional to 1/f:

Cipfty, Hh<<i< /o

= 223
S0=1y, <ini>h (223

Here C |, is a coefficient that determines the intensity of the
noise.
According to (2.2.2), the variance of this noise is

#=Cyylndz, (2.2.4)
If the lower frequency f, ~ ¢ ; ! (see above), then the variance
increases with increasing ¢,,, .

In the most interesting case we have f,>f,. AsEq. (2.2.1)
implies, the correlation function #,, (t) of noise having the
SD of (2.2.3) declines with increasing ¢ from the initial value
¥, (0) = x? parabolically at first (when t<€w; !, where
w, = 2 f,). Then it declines (when w, '<t<w ') by the loga-
rithmic law.

Ve o 4
=~ gy (€ Hined,

T

(2.2.5)

P (2)f2°

a8
0.5

a4

4z

~7 4 7 2 4 &
100,@,T

FIG. 7. Autocorrelation function of a stationary random process whose
SD is proportional to 1/fin the range from f] to f; and equals zero outside
this range. The numbers on the curves give the values of M = log,, ( f2/f1)-
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Here C=0.577... is Euler’s constant. Finally, when
t>w; ', it has the form of damped oscillations that arise
from the sharp cutoff of the SD in (2.2.3) at f = f,. Figure 7
shows graphs of ¢, (t) for several values of £,/f,.

Thus, in the fundamental region from ~w, 'to ~w; ',
the correlation function declines logarithmically with time,
i.e., very slowly. The experimentally determined®® time-de-
pendences of the quantity which, in the case of Gaussian
fluctuations is, apart from a coefficient, equal to the correla-
tion function, are presented below in Sec. 2.3. We shall be
able to convince ourselves that the experimental depen-
dences are actually logarithmic in the case of a Gaussian
distribution function.

2.3. Measurements of the distribution function of the
fluctuations and of the quantity (x(#)|x(0) = x, >

The Gaussian character of noise indicates that it is com-
posed of a large number of random processes. Therefore, to
elucidate the nature of 1/f noise, it is important to know
whether it is 2 Gaussian random process. Strictly speaking,
in order to establish this, one should measure arbitrarily
high moments of the fluctuating quantity and compare them
with the second moment. Since this is impossible, we should
content ourselves with testing the Gaussian character of the
first several moments. Of course, one must measure the first
distribution function of the fluctuations x(¢t) and find
whether it has a Gaussian form:

e—x2/2x_"

(2.3.1)

w, (2) = ==
V2n.7:2
Such measurements have been made repeatedly (see, e.g.,
Refs. 30-33). Asarule, whenever the 1/fnoise is observed in
sufficiently pure form (e.g., not mixed with the so-called
burst, or pulsed noise), w,(x) is a Gaussian function.

In Ref. 30 the measurements were performed on five
different sources of 1/f noise: 4 ) a Mosfet; B ) a carbon resis-
tor; C ) a reverse-biased collector-base junction of an Si n-p-n
transistor (current fluctuations); D ) a Si n-p-n transistor con-
figured as a common-emitter amplifier (fluctuations of out-

102

7

Distribution function of the fluctuations

(z¥z%)signz

FIG. 8. Distribution functions of the fluctuations w, of five different
sources of current noise described in the text.>* The curves are shifted with
respect to one another for ease of examination.
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put potential); £ ) a reverse-biased p-n junction (current fluc-
tuations). In contrast to the rest of the sources, the latter
showed considerable burst noise. The noise spectra in the
studied frequency range (0.03 Hz-5 kHz) were all of 1 /f type.
Figure 8 shows the corresponding distribution functions of
the fluctuations w,(x). We see that in the cases 4, B, and Cit
is a Gaussian function, while in case D and especially in E the
deviations from (2.3.1) are considerable.

In Ref. 30 the quantity {x(¢)|x(0) = x,) was measured
for each of the five sources, i.e., the mean of the fluctuations
at the instant ¢ of time under the condition that the fluctu-
ation was equal to a given value x, at the initial instant. In
each series the magnitude of the fluctuation of x(¢ ) was mea-
sured at 2V + 1 successive instants (VN = 1024) with an inter-
val At = 0.2 ms, i.e., at instants of time ¢, = nAt, where the
number n took on integral values from — N toN. These data
were recorded, and then those realizations of the noise (or
those series) were selected with a computer for which the
magnitude of the fluctuations in the middle of the series
(n = 0) lay in a small interval around the given value x,. The
quantity {(x(t)|x(0) = x,) was obtained by averaging over a
large number of series of measurements that satisfied the
given condition.

The idea of Voss® consisted in the following: if the ki-
netics of the fluctuations in the 1/f noise is linear, then the
ratio

9 (%, t)=(z ()] z(0) = z) =" (2.3.2)
should not depend on the quantity x,. That is, it should be an
identical function of the time ¢ for all x,. The results of the
measurements are shown in Fig. 9. For the sources 4 and B
we note that the spectra are closest of all to the 1/f law. Their
values of @ (x,, t ) lie on a single curve for all x,,. In the cases C
and D, the relaxation curves for different x,, differ apprecia-
bly, while for source E the dependence on x,, is very great.
The conclusion was drawn® that the kinetics of different

w
™

Lz tlzo)=z> [,
T

Ny
T
/
]
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N
7

[7) 50 0 S T G Y S U O O Y T G O A (O A
—~102% ~64 -4 g 4 54 7024
t/at

FIG. 9. Time-dependence of the quantity @ (x,, t ) [see (2.3.2)] for different
values of x,, (see the text).’® 4, B, C, D, and E are the different sources of
current noise described in the text. The ratio ¢ /At, where At = 0.2 ms, is
plotted along the horizontal axis.
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systems exhibiting 1// noise can differ—it can be either lin-
ear or nonlinear, and hence, no unitary mechanism of 1/f
noise exists.

One must make this interpretation more precise. As was
noted in Ref. 34, Voss’s conclusion does not refer to the lin-
earity or nonlinearity of the dynamics of the microscopic
processes responsible for the 1/fnoise. One can speak only of
the linearity or nonlinearity of the phenomenological sto-
chastic equations for the fluctuating quantity. Moreover, if
the stationary noise amounts to a Gaussian random process,
then, as we know, the following equation holds (¢, (¢ ) is the
autocorrelation function of the fluctuations):

P (g, t) =Py (1) Eaa

Consequently @ (x,, ¢) does not depend on x,,. Therefore one
can interpret the result of Ref. 30 as follows: whenever the
distribution function w,(x) is Gaussian, the 1/f noise also
satisfies another necessary condition for Gaussian character
{qualitative)—the lack of dependence of @ (x,, ¢) on x,. A
quantitative test of (2.3.3) on x, has not been performed.

Attempts have been made in a number of studies®*~>" to
associate the appearance of 1/fnoise with nonlinearity of the
kinetics of the fluctuations. No substantial results have been
obtained along this line.

(2.3.3)

2.4 Stationarity of 1/fnoise

If the noise is stationary, i.e., does not vary with time on
the average (for a rigorous definition of a stationary random
process, see Ref. 38), the distribution function w,(x) does not
depend on the time, while the correlation function ¢,, de-
pends only on the time difference ¢, — ¢,. The SD S (f) in the
case of stationary noise depends only on the single frequency
/. Some authors®>*® have tried to explain the paradoxical
properties of 1/fnoise (the absence of a minimum frequency
below which the SD does not rise with decreasing frequency)
by its nonstationarity. A mathematical model has been pro-
posed®® of a nonstationary random process whose mean SD
is proportional to 1/f. However, one can see no connection
between this model and any physical processes.

The following idea is the basis of several experiments to
reveal a possible nonstationarity of 1/f noise.>!->*#0-2 One
records a large number of realizations of the noise, each over
the course of the time interval 7. One can find the variance

x2 for each of the obtained realizations. One can find their

mean value x2 and also the mean square {( X2 — x2)—the
variance of the magnitudes of the variance. Nonstationarity
of the noise must affect the magnitude of the dimensionless
ratio {( X3 — x9)%)/(x??). With a sufficiently large nonsta-
tionarity, this ratio will prove to be too large to be explained
within the framework of the assumption of a stationary char-
acter of the noise. We shall present only the last of these
experiments.*?

Let x(¢ ) be a stationary random process with the mean
value X =0, while the correlation function equals
.« (t; — 1,). The quantity

y(O=7 [ ara2a—rye-rrm (2.4.1)
0
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amounts to the square of the fluctuations averaged over a
time interval such that the end of this interval coincides with
the instant ¢ of time, while its effective duration is 7. The
quantity p(t) is random. Equation (2.4.1) implies that its
mean value is § = x°. Under the assumption that x{t) is a
stationary Gaussian process, one can express the correlation
function of the fluctuations of y(t ) — J in terms of ¢, :

W) -y —y)

= | due [y2e (uT -+ ) + $2e T — D). (2.4.2)
]

This implies (When 7 = 0) that the “variance of the vari-
ance” is

[y () —y =2 | dueyi. ().

Q

In Ref. 31 the measurements were performed with noise
whose SD was proportional to 1/f in a certain frequency
range from f; to f,, but zero outside this range [see (2.2.3)].
For such a noise one can easily find ¢, (¢ )and x? and use
(2.4.3) to calculate the ratio

(2.4.3)

n=(y—y)? (ﬁ)—z (2.4.4)
as a function of the quantities w,T and f,/f,, which can be
varied in the experiment, and then to compare the calcula-
tion with a direct measurement of 7. In Ref. 42 the experi-
ments were performed on carbon resistors and bipolar tran-
sistors. As we see from Fig. 10, the agreement between
experiment and calculation is good. If the noise were nonsta-
tionary, the experimental points would lie appreciably high-
er than the calculated points and could even exceed the max-
imum value of 7, which is 2. No manifestation of
nonstationarity of the noise was noted.

Since Eq. (2.4.3) was derived under the assumption that

),
7+
7't o
e 10’
l%\ @, [0, = 170 ¢
S
= 17k
ngl} A,0,0-7
N o
70“7 I 1 L I it 1 3
w1 7w w? o’ wt 1w w
w, ]

FIG. 10. Dependence of the quantity 7 [Eq. {2.4.4)] on the duration of the
time interval T (see text).*? », and w, are the minimum and maximum
frequencies in the spectrum of 1/f noise. Solid curves—calculation. 7—
measurements on carbon and metallic resistors, 2—measurements on an
n-p-n transistor.
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the noise is Gaussian, one can treat it as a necessary condi-
tion for the noise to be actually Gaussian. The agreement of
the results of experiment and calculations in Ref. 42 means
that this condition is actually fulfilled.>*

Stationarity of noise has also been tested indirectly: the
intensity of the noise in a resistor prepared by ion implanta-
tion remained invariant (within the accuracy of measure-
ments of 4+ 10%) over 2.5 years, while the intensity of noise
in a semiconductor stabilitron remained invariant for 4.5
years (to an accuracy of + 20%).*°

2.5. Dependence of 1/fnoise on the mean voltage or current

As a rule, the SD of current noise is proportional to the
square of the mean voltage U ? or the current I * throughout
the voltage region in which Ohm’s law is obeyed. The rela-
tionship (1.3) Sy(f)xU?«=I? has been tested on metal
films, e.g., in Ref. 43. It breaks down at very high currents at
which either the entire specimen is strongly overheated, or
the current carriers become hot. It is not surprising that the
dependence of the SD of the noise on the bias in semiconduc-
tor structures, devices, etc., is more complex: an increase in
the voltage alters the barriers for the current carriers, etc.

An ohmic relationship between the mean current and
voltage does not always correspond to a linear dependence of
the SD of the noise of U2 In island Pt films one finds
Sy « UP, where the exponent 3 in different specimens varies
from 1 to 4.'> In granular composites consisting of Ni parti-
cles in an Al,0, matrix we have S;, « U ? at small U(s2.5
V), while at higher U (upto 35 V).S, « U, althoughthedevia-
tions from Ohm’s law are inappreciable throughout this vol-
tage region.** Another example is the contact noise in speci-
mens of n-InSb.*> Although the resistance of these contacts
is very small, while rectification is completely inappreciable
at them, the contact 1/fnoise varies severalfold (from 6 to 10
times) upon reversing the direction of the current (the noise
is larger when the potential of the contact is negative with
respect to the specimen).

The problem of the dependence of S, ( /) on U involves
the question: does the electric current cause the observed 1/f
noise, or does it only ‘“manifest” the fluctuations (of resis-
tance) that occur also in the absence of a current, i.e.,, ina
state of thermodynamic equilibrium? The opinion has been
expressed in the literature that 1/f noise stems from the in-
stability of the gas of current carriers caused by passage of a
current. This mechanism contradicts not only the usually
observed relationship Sy, « U 2, but also a specially designed
experiment of Voss and Clarke.** The idea of the experiment
consists in the following. The SD of the equilibrium voltage
fluctuations depends on the resistance R of the specimen [see
(1.2)]. If the resistance fluctuates, then the equilibrium noise
itself fluctuates at the same frequencies. By measuring the
spectrum of low-frequency fluctuations of the equilibrium
noise {“‘noise of the noise”), one can find the SDF of the
resistance Sk ( f), and convince oneself that it is proportional
to 1/f at low frequencies, as is implied by other experi-
ments—by measuring the SD of the voltage fluctuations
Su(f)when a current is flowing. The important point is that,
in contrast to the experiments to measure Sy ( f), no voltage
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was applied to the specimen in the experiment of Voss and
Clarke (U: 0, 7= 0), and only fluctuational currents flow
in it.

This idea is realized as follows. The fluctuational vol-
tage SU (t ) taken from the conductor passes through a filter
with a passband from some frequency v, to the frequency v,.
The signal U, (¢ ) obtained after filtration is squared. The
quantity P (t) = 8U %, (¢ ) fluctuates about themean value giv-
en by the Nyquist formula (1.2):

Ve
P= S dv-4kT Re Z (v). (2.5.1)

Here we have (C is the capacitance of the conductor, and
7=RC):

Re Z (v) = R (1 -+ 4n2v3tH)~L,

Experimentally one measures the SD S, (f) of the fluctu-
ations 8P (t) = P (t) — P at low frequencies f<v,.

The low-frequency fluctuations of P(t) arise from two
sources: fluctuations of the temperature 7 and the resistance
R, which enter into the expression for P (2.5.1), and also from
the random character of the movement and scattering of the
current carriers in the conductor. The second mechanism
would give rise to fluctuations of 8P (¢ ) [we shall denote these
collateral fluctuations as 8P, ()], even if T and R do not
fluctuate. Thus we have

8P (t)=g—;’gaT(t)+%aR(t)+apext ®.  (2.5.2)
In the second term on the right-hand side, §R amounts to the
part of the fluctuations of the resistance that does not involve
the fluctuations 67

Since the individual terms on the right-hand side of
(2.5.2) are uncorrelated, their SDs add:

P

S ()= (20 ) S2 (1) + (45) Sa (+ Sppy (. 253)

One can show”® that, if the equilibrium fluctuations are
Gaussian for fixed T and R, then we have the following rela-
tionship at frequencies f¢v,:

Vs

Spege=2 | dvSE(v)

Vi

(2.5.4)

This does not depend on the frequency f. Therefore, if S, or
Sk contains a component proportional to 1/f, then it specifi-
cally becomes predominant in the SD S, ( f) at low enough
frequencies.

In Ref. 43 the measurements were performed on an
InSb specimen and an Nb film, while in Ref. 47 they were
performed on carbon resistors according to the same
scheme. As we see from Fig. 11, which was taken from Ref.
47, we actually find S, « 1/f at low frequencies. The magni-
tude of Sy found from these measurements by using (2.5.3)
agrees with the magnitude of Sy found in the usual way from
measurements of the current noise by (1.3). For an analysis of
experiments of the type of Refs. 43 and 47, see Ref. 48.

Thus the experiments to observe low-frequency fluctu-
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FIG. 11. Spectrum of the fluctuations of the square of the Johnson (Ny-
quist) fluctuations in a carbon resistor.*’ 1—experiment, 2—after sub-
tracting the white noise, which is shown by the dotted line; solid line—1/f
law.

ations of equilibrium electric noise in the absence of current
confirm that 1/f noise is caused by fluctuations of the resis-
tance of the conductor, and the current usually serves only to
detect these fluctuations.

A set of other experimental data confirming this con-
clusion has been obtained in Ref. 49.

2.6. Anisotropy of conductivity fluctuations

In spatially homogeneous isotropic media and crystals
of the cubic system in the absence of a magnetic field, the
electric-conductivity tensor is g; = g8,;. That is, it reduces
to the scalar quantity . However, fluctuations of the local
electric conductivity 8o (r, £ ) can be a tensor quantity even
in an isotropic medium. It reduces to a scalar quantity, e.g.,
in the case when it arises from fluctuations of the tempera-
ture 8T or of the concentration &n of current carriers. If the
noise source is temperature fluctuations, then we have

4 a0 ST

80, = 3T

Tij
0T =6

We should expect that spontaneous displacement of defects
in the crystal is a source of anisotropic conductivity fluctu-
ations. Therefore, in order to elucidate the mechanism of
bulk current noise, it is useful to determine whether the cor-
responding electric-conductivity fluctuations are isotropic
or anisotropic.

If the correlation radius of the electric-conductivity
fluctuations is small in comparison with the dimensions of
the region of the specimen that governs the measurable cur-
rent fluctuations, one can consider the correlation function
of the electric-conductivity fluctuations at two points r, and
r, to be proportional to § (r, — r,) (for spatial correlation of
conductivity fluctuations, see Sec. 2.7):

(80,7 (ry, ) 8041 (rsy B5)) = Fijpy (8,—2,) 8 (vy—1,).  (2.6.1)

The symmetry of the tensor Fy; introduced here reflects the
anisotropy of the conductivity fluctuations. In particular, in
the case of isotropic fluctuations we have Fy, = F§,;6,,
where F is a certain scalar function.

In the general case one can represent the fluctuation of
the electric-conductivity tensor as the sum of three terms:
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60'” = 6”60’ -+ 60'(5) -+ 60'%),

s0=+Sp8s, 80 =+ (80— boy), (2.6.2)

80%) = % (80, ; - b0 4;) — —;— 8,;5p 56.
The first term on the right-hand side of (2.6.2) is the scalar
(isotropic) component of the fluctuation; 50‘;" forms an irre-
ducible second-order tensor; §¢3’ is an antisymmetric ten-
sor. This subdivision of the conductivity fluctuations into
components of definite tensor symmetry is analogous to the
subdivision of the fluctuations of the dielectric permittivity
in the theory of scattering of electromagnetic waves.>® In an
isotropic medium only fluctuations of the same tensor sym-
metry are correlated. Therefore we have

2
Fipi=F0,565,4-F. (‘Sih‘ij'i“sn‘sjh -3 51'16“)

+ Fo (8irdji— 010 11). (2.6.3)

In studying 1/f noise, the quantities of interest are the
frequencies small in comparison with the reciprocal kinetic
times of the current carriers and phonons, and also the
lengths that exceed the kinetic lengths. We should expect
that the state of a system containing fluctuations of the elec-
tric conductivity is quasiequilibrium in this case, while the
fluctuation satisfies Onsager’s symmetry principle 8oy (r, ¢;
B) =60y (r, t;, — B), where B is the magnetic field. This im-
plies that when B = 0 the function Fj,, is symmetric, not
only with respect to transposition of the first and second
pairs of indices, but also with respect to transposition of in-
dices within each pair. Here we also have §¢%f =0, F, =0,
and in an isotropic medium the correlation function (and
also the SD) of the fluctuations of electric conductivity is
described by the two functions: Fy and F, (by three functions
in cubic crystals). The magnitude of the ratio of Fourier
transforms F, (w)/Fylw) is a measure of the anisotropy of the
fluctuations of electric conductivity at the given frequency
[=w/2m.

References 51 and 52 have proposed studying the an-
isotropy of fluctuations of conductivity by using specimens
in the form of a “Maltese cross” (Fig. 12) with four arms.
Each arm has two mutually separated contacts: one current

FIG. 12. Shape of specimens used for studying the anisotropy of electric-
conductivity fluctuations.*!
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contact, the other potentiometric. The voltage fluctuations
at the potentiometric contacts upon passing a current are
governed by the fluctuations of the electric conductivity in
the central (narrow) region of the cross. Under the condition
that the currents I, (between the contacts 4, and 4,) and I
(between B, and B,) are fixed, the corresponding voltage
fluctuations are equal to

8U =1 ,8R 40+ I56R 45,
8U y=1I,8R 5+ 1,8Rpp.

(2.6.4)

One can find by using the phenomenological theory® that

R, 5 (t)= S drey; (r) 8o, (r, t)eg;(r). (2.6.5)

Here the vector e, (r) is equal to the ratio of the ohmic field
E(r) at the point r caused by the passage of the current I, to
the magnitude of this current. One can easily write expres-
sions analogous to (2.6.5) for 8R,, and 6R . Equations
(2.6.1) and (2.6.5) imply that the SD of the fluctuations SR 5
equals

(BRApOR A gy =2Fjp; (0) 5 dres;epyeqnepi- (2.6.6)

By measuring the SD of the voltages Sy, and Sy and
the cross-SD Sy, for different I, and I, values, one can
find the SDs (5R ., R s ), and (S8R ,58R 45 ) , and find the
components of the tensor Fy;,; from them by using (2.6.6).
Here one can either calculate the distribution of the quanti-
ties e, (r) and e, (r) or measure it on an analog model.

Let us substitute the expression (2.6.3) for the tensor
Fy of an isotropic medium into (2.6.6) and into an analo-

gous formula for (6R 4, 6R gz ) ;. One can find that

Fs 6410
1«‘0 - 4 P . (2.6.7)
(6+3) o—5 -0

Here we have

(SR A 48R pp); | ar(lesen)y?
0= (8RApORAR); ° a | dr (eaep)?
The specimens studied in Ref. 52 had G = 1.35. If one

substitutes the values of Q measured in Ref. 52 into (2.6.7),
then one obtains for the two carbon films F, /F, = 0.43 and
0.56, for the Au film 0.65, and for the two Cr films 1.18 and
3.42. An even more appreciable anisotropy of conductivity
fluctuations has been observed in Bi.**

The considerable anisotropy of the low-frequency fluc-
tuations of the conductivity indicates that they arise from
some mechanism other than temperature fluctuations.

References 55 and 97 have treated conductivity fluctu-
ations caused by spontaneous hopping of defects whose sym-
metry is lower than the point symmetry of the crystal
between several positions of identical energy but with differ-
ent orientation in the lattice. In this case we have Sp 6o = 0,
F, =0, and the fluctuations are purely anisotropic.

(2.6.8)

2.7. Correlation length of electric-conductivity fluctuations
and dependence of the noise on the dimensions of the
conductor

Studies of the correlation length of electric-conductiv-
ity fluctuations have been performed mainly in connection
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with testing the model in which the 1/f noise arises from
temperature fluctuations (Sec. 4). It has been found®® that
the fluctuations with a 1/f'spectrum in two Au films isolated
from one another with a SiO layer 0.6-xm thick are uncorre-
lated. There is no correlation between the fluctuations in two
adjacent regions of a thin and narrow metal film lying at a
distance ~1 mm.'® No correlation of the current fluctu-
ations was found in two adjacent transistors of an integrated
circuit (the distance between the transistors was several tens
of um).>® There is no correlation between the conductivity
fluctuations of different regions of an inversion channel on
p-Si (distance ~0.1 mm).”” This means that the correlation
length of the fluctuations causing noise was in any case
smaller than the stated lengths.

If the conductor is homogeneous, the conductivity fluc-
tuations are of bulk type (rather than involving, say, the sur-
face or a contact) and the correlation radius of these fluctu-
ations is small in comparison with the dimensions of the
conductor [i.e., Eq. (2.6.1) holds}], then the SD of the relative
voltage or current fluctuations is inversely proportional to
the volume ¥ of the conductor: S, /U 2« ¥ ~'. Actually one
can express the resistance of the conductor in terms of the
quantity e(r) introduced above:

—0 Sdr le (r) I
Equations (1.3) and (2.6.6) imply that
Su(f) __Srih) _ _ Jdreejener '
Uz Rz 2F ;5 () (0 [dr 1o () DEE (2.7.1)

When all the dimensions of the conductor vary in the
same way, or when one dimension varies in a direction in
which e(r) does not vary, the expression on the right-hand
side of (2.7.1) varies as ¥ .

The author of Ref. 58 measured the SD of the 1/f noise
of complex resistors put together by connecting m nominally
identical carbon resistors in series and parallel such that the
total resistance matched the resistance of a single resistor. It
turned out that the SD of the relative fluctuations of the
voltage was proportional to 1/m, i.e., the reciprocal volume
of the complex resistor.

In thin Pt films and filaments, the SD of the noise obeys
thelaw Sy, f/U ?« N ~', where N is the number of Pt atoms
in the specimen, over the vast interval of variation of N from
~107 to ~10'4.%°

If the correlation radius of the conductivity fluctu-
ations were larger than the dimensions of the specimen, the
SD of the relative voltage fluctuations with a current flowing
would not vary at all upon changing these dimensions. For
example, this would happen if the source of 1/f noise were
any geophysical or cosmophysical phenomenon (such hy-
potheses have also been advanced). The experimentally ob-
served small correlation length of the current 1/f noise en-
ables one to rule out such explanations of this noise.

2.8. Dependence of 1/f noise on the number of free current
carriers in the conductor. Empirical Hooge relationship

In the cases most often encountered in which the SD of
the current noise is S;; « U? and the exponent ¥ in the fre-
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quency-dependence of the SD(f ~7) is close to unity, one
can represent the SD of the relative fluctuations in the form
S, /U?=C/f, where C is a dimensionless coefficient.
Hooge®® correlated a large bulk of experimental data ob-
tained by different authors on the magnitude of 1/fnoise in
semiconductors and metal films. He plotted these data on
the C-N_ plane, where N, = nV is the total number of free
current carriers in the specimen, » is their concentration,
and Vis the volume. Each point pertained to a certain semi-
conductor or metal. The distribution of the points revealed a
qualitative rule, which Hooge approximated with the for-
mula C = a/N. He assumed that @ = 2 X 103 is a universal
coeflicient. The following empirical relationship has become
termed the Hooge relationship in the literature:

Sy(f) _ _«

U? Nof

(2.8.1)

The constant o was called the Hooge constant and was de-
noted as ay .

The qualitative tendency toward decrease in the 1/f
noise with decreasing resistivity p of the specimen (while
p «n~') was noted as early as the fifties in Ge specimens.®’
The known fact pertains here also that the 1/fnoise in metals
is smaller by orders of magnitude than in semiconductors.
Hooge was the first to try to impart the form of a quantitative
relationship to this qualitative tendency.

If the Hooge relationship were exact, and this implies
universal, it would be a convincing argument favoring a uni-
tary mechanism of 1/f noise. However, even a superficial
analysis of the experimental data shows that this relation-

TABLE IL Values of a = Sy, fn¥V /U ? in different conductors.

ship is not exact, and hence cannot be universal. For exam-
ple, the noise in metallic films is known to depend strongly
{varying by two orders of magnitude or more) on the tem-
perature and the type of substrate, although the number of
free carriers does not vary in all these changes. In Bi speci-
mens the 1/f noise is approximately the same as in metallic
films of the same dimensions, despite the fact that the con-
centration of free carriers in the semimetal Bi is smaller by
several orders of magnitude.

The conclusion drawn in Ref. 60 that the mechanism of
1/fnoise is always of bulk type contradicts the known effects
of strong variation in the noise upon changing the conditions
at the surface (Sec. 5). The decrease in noise in semiconduc-
tors with increasing n can also be explained within the
framework of a surface mechanism of noise: with increasing
n the thickness decreases of the region of space charge where
the conductivity is altered by the charge fluctuations in sur-
face states.

Table II presents the values of

o=SU (l); )2f nV
for a number of semiconductors and metals. It is interesting
to compare them with the Hooge constantay; = 2X 1073 If
the experimental values of B always deviated from ay; on the
high side, one could assume a universal noise described by
the Hooge relationship (“a-noise”’), accompanied by some
sort of other noise with the same spectrum. However, often
we have a <ay. For example, in certain specimens of n-
InSb, whose spectra are shown in Fig. 5, a is smaller by two ,
orders of magnitude than aj (but there are specimens of n-

Material T.K n,cm ™3 V, cm? C a References
n-Ge 300 0,8.1010 2,1-10-3 6.10-16 1.10-3 62
n-Ge 300 1,5.1014 1,8-10-8 1,3-10-14 3,5-10-8 61
n-Ge 300 1,3.1014 1.8.40-3 | 7,7-10-18 [ 1.,8.10-s | @1
n-Ge 300 5.1018 1,8-10-% 6-10-13 6.10-4 83
p-Ge 300 8,7-1015 1,8-1073 3,2.10-18 5.10-8 61
InSb 300 2,8-1018 2,7.10-5 6,9.10-14 5,1.10-2 64
InSh 300 4,6.1018 2,3-1073 5,5.10-14 5,5.10-2 84
InAs 300 1,2.1018 2,5-10-¢ 5,6.10-15 1,8.10-3 84
n-InSb 76 1.1014 2,1.10-% 2.10-14 4.10-2 68
n-InSh 76 1.1014 1,1.10-3 3.10-16 3,4-10-5 88
n-InSb 77 1,6.1014 3,2.10-% 2.10-13 1.10-3 66
n-InSb 295 1,6-1018 3,2.10-% 8.10-18 4.10-3 68
n-InSb 71 1,6-1014 1,1-10-4 9.10-14 1,6-10-3 66
n-InSh 295 1,6-1018 1,1-10-4 1,6.10-18 2,7.10-8 88
p-InSb 77 1,2.1018 1,4-10~4 4.10-18 7.10-3 88
p-InSh 295 1,6-1018 1,4-10 1,6.10-15 3,7-10-3 66
n-GaAs 295 2,3-1018 8.-10-4 3.10-16 6.10-3 66
p-GaAs 295 2,3.1018 1.10-3 7,5-10"17 1,7.10-8 68
p-GaAs 295 2,3.1016 5,1-104 5.10-18 5.10-3 66
n-GaP 295 2,9.1016 1,1-10-% 3.10-18 9.10-3 68
Au 300 5,9.1022 — — 2,4-10-8 67
Au 308 5,9-1022 — — 4-10-3 17+
Cu 490 8,4.10%2 — — 4,8.10-2 17 #%)
Ag 410 5,8-1022 — — 6,810~ b
Bi 300 2,8.1018 1,1-10-10 1,3.10-14 4,3-10- 43
Sn 300 — — — 0.7.16-8 | 88 %)
Sn 300 — — — 5,4-10-8 68 Hdokx)

*a increases by a factor of 50 with increase of 7 from 100 to 500 K.

**g varies by almost three orders of magnitude with increase of 7" from 100 to 410 K.
***1m on sapphire with an intermediate substrate (Sn oxide).
****Film on glass.
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InSb in which « is an order of magnitude larger than ay ).

As arule, films made of the same metal, prepared by the
very same technique and having approximately the same re-
sistivity p strongly differ in the magnitude of 1/f noise (the
difference can exceed an order of magnitude).'* It is com-
pletely unknown what factors are responsible for this. How-
ever, if one takes for each metal a specimen having the mini-
mum value of S, ( f)N /U ?, where N is the number of atoms
in the film, and plots these quantities as a function of p, then
one obtains an empirical relationship'® that makes the
Hooge relationship (2.8.1) more precise:

[SU(f)NJ _e L

Uz min P
Here the value of p, is 6 X 10~° ohm-cm for y= 1.

It would also be incorrect to undervalue the Hooge rela-
tionship. It is the sole relationship that allows one, however
crudely, to estimate the magnitude of the SD of 1/f noise in
homogeneous conductors with an accuracy that most often
is no poorer than one or two orders of magnitude.

2.9. Observations of 1/7 noise at low temperatures

Many studies of 1/f noise at liquid-nitrogen tempera-
ture exist (see Table II). The question is natural whether this
noise disappears at very low temperatures.

In Ref. 16 1/fnoise was studied in inversion layers on Si
at 4.2 K under conditions in which the conduction is of hop-
ping type. According to Ref. 57, the noise in an inversion
layer on p-Si even increases upon lowering the temperature
from 4.2 to 1.5 K.

Also, 1/f noise constitutes a substantial interference in
the operation of SQUIDs (employing the Josephson effect) at
low frequencies.®®

2.10. Possible influence of infralow-frequency fluctuations
on measurements of 1/ noise

Shul’man’ has expressed an interesting idea. Let us as-
sume that a mechanism exists in a conductor of resistance
fluctuations with a very long relaxation time 7 such that
77'€ f;, where f, is the lower frequency of the range in
which one is measuring the spectrum of low-frequency
noise. Such a fluctuation process was called an infralow-fre-
quency (ILF) process in Ref. 70. One can treat the spectrum
of a fluctuational process with a definite relaxation time 7 as
a Lorentzian line centered on zero frequency, and the part of
the spectrum corresponding to frequencies f>»7 ! as the
outer tail of this line. As is known, measurement of the shape
of a line requires that the bandwidth A f of the spectrum
analyzer must be small in comparison with the line width
77!, Usually in measuring the spectrum of low-frequency
noise one can ensure fulfillment only of the condition of a
sufficiently good Q-factor f>A f. Yet the breakdown of the
requirement A <7~ ' can cause the response spectrum of the
analyzer to prove to be proportional, not to the true spec-
trum of the ILF noise, but to some integral of this spectrum
over a region of frequencies f considerably smaller than the
central frequency f; of the analyzer (for each given £, > f).
Although the response of the analyzer is small in this region,
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actually it is not zero. It was shown’® that, if the measure-
ments are performed with a constant Q-factor: f,/
A f= const, the response of the analyzer to the ILF noise
varies with f; as 1/ Thus attention is called in Ref. 70 to the
possibility that the 1/ noise being measured results from an
inadequate measurement of ILF noise, which in actuality
has some other spectrum.

This remark’ is correct in principle, but one can ad-
vance a number of arguments favoring the idea that the 1/f
noise usually measured is genuine. First, if the measured 1/f
spectrum were the result of incorrect filtration, its intensity
and the very shape of the spectrum would depend on the
spectral apparatus employed, and this has never been noted
by anyone. Moreover, the results would depend on the char-
acteristics of the filters at frequencies f smaller by orders of
magnitude than the central frequency f;, i.e., in the frequen-
cy region where the response of the analyzer is nominally
considered negligibly small. Second, studies are known (e.g.,
Ref. 42) that have obtained excellent agreement of the quan-
tities being measured (in Ref. 42—the variance of the magni-
tudes of the variance of the fluctuations: see Sec. 2.4) with the
same quantities calculated under the assumption that the
noise spectrum in the frequency range being studied actually
hasa 1/f form. Yet a direct experimental test of the possibil-
ity pointed out in Ref. 70 is desirable as applied to different
types of systems that exhibit 1/f noise.

3. THE MODEL OF AN EXPONENTIALLY BROAD
DISTRIBUTION OF RELAXATION TIMES

3.1. General idea

Let x(¢ ) be a fluctuating quantity with zero mean. In the
simplest case in which the kinetics of the fluctuations is char-
acterized by a single relaxation time 7, the correlation func-
tion is ¥, = x? exp(— |t, — t,|/7), while the SD of the
noise has the form of a Lorentz function:

S (=4 S dt Pox (£) cOS ©F — 72

0

aT (3.1.1)

14 w212

In more complex cases one can describe the kinetics of the
fluctuations with several relaxation times. In the general
case a continuous distribution of relaxation times can exist
with the distribution function p(r). Then we have

(3.1.2)

F ot

: 4
Se( =\ dvp () sy
[}
Since the mean square (variance) of the fluctuations is

2= d8.(={dvp @), (3.1.3)
0 0

the quantity p(r)dr is the contribution to the variance of the
processes whose relaxation times lie in the interval from 7 to
T+dr.

If p(7) « 1/7 in some interval from 7, to 7,>7,, but is
zero outside this interval, then according to (3.1.2), we have

Sh. M. Kogan 181



S, « 1/f in the frequency range 7; '€ f <7, '.”" One ob-
tains the required distribution p(7) if the processes responsi-
ble for the noise are activational, i.e., 7 =7, exp(E /kT),
where E is the activation energy, 7, ' is the frequency of
attempts to overcome the activation barrier, and the distri-
bution of activation energies F (E ) depends weakly on E over
some sufficiently broad interval.’>” Actually we have
plr) = (kKT /7) F(E).WhenF (E ) = const,p(r) « 1/7. Ananal-
ogous situation arises whenever the relaxation is governed
by the tunneling of particles: in this case 7 depends exponen-
tially on the distance through which the particles must tun-
nel.”*

For the sake of definiteness, let us study the noise aris-
ing from activational processes with a certain distribution of
activation energies F (E, T'). For example, a dependence of F
on the temperature T can arise in the case in which the mean
concentration of defects whose fluctuations in number or
orientation create the noise is not fixed, but increases with 7.
The SD of the noise is

@0

S (f) = S dEF (E,T)

Grgel/RT

1—|—m213e2E/kT

=1

F(E,T)

1
nf cosh (£ —Eo)/kT]*

= (3.1.4)

EodE
0

In the last integral we have introduced the notation
E, =kTInlwr,)"'. In condensed media we have
75 ' ~10"-10"5~1. At the frequencies at which one ob-
serves 1/f noise, the magnitude of (w7,)~" is »1, and even
In(wT,)~ '» 1. Therefore the energy E,, can be of the order of
ordinary activation energies (~ 1 eV).

In the integral of (3.1.4), the coefficient of F(E, T') as a
function of E constitutes a narrow peak of width ~ kT with a
maximum at E = E,. As E moves away from E,, on either
side by several kT, this function declines exponentially with
increasing |E — E_ |. If the width of the distribution of acti-
vation energies F(E ) is considerably smaller than k7, natu-
rally, the SD of the noise reduces to the Lorentz function
(3.1.1). However, if we take into account the fact that the
energy kT is small in comparison with ordinary activation
energies even when T is several hundred kelvins, then the
converse case seems real, in which the width of the distribu-
tionF (E )isfargreaterthan kT. Then onecanremove F (E ) for
E = E,_, from within the integral in (3.1.4). The SD of the
noise equals’">

S (f)=kTF (Eq, T)%. (3.1.5)

Since F(E,, T) depends weakly on E,,, while E,, de-
pends only logarithmically on the frequency, the deviation
of S (f) from the 1/f law is small. Let us recall (Sec. 2.1) that
the noise spectrum being measured approximates a f ~ 7 re-
lationship, and y differs from unity only within the range
~ + 0.2.Since F (E, T') can either increase with increasing £
near E = E, ,the SD S ( f)can deviate from 1/feither toward
steeper or gentler decline with increasing f.

The fact that a 1/f'spectrum arises as the result of super-
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position of random processes having the most varied relaxa-
tion times, and correspondingly different energies of activa-
tion, has apparently been demonstrated rather pictorially in
recent experiments'*' with field-effect transistors based on a
metal-dielectric-semiconductor (Si) structure having ex-
tremely small dimensions (1X0.1 zm?). It turned out that in
each such transistor the current fluctuations in the inversion
channel amount to a random sequence of switchings
between two states having resistances that differ by several
tens of percent (but were definite under the given condi-
tions). The mean time of stay of the device in a state of higher
resistance ({(7,,)) and the mean time of stay in a state of
lesser resistance ({7,¢)) depend exponentially, both on the
reciprocal temperature (with certain activation energies E,,,
and E ;) and on the voltage ¥, applied to the gate, i.e.,
between the metal and the semiconductor. In different de-
vices the magnitudes of £, and E_; differ.

In certain transistors the noise amounts to a superposi-
tion of two types of switching with different characteristic
times. Interestingly, in transistors of larger dimensions
{10 X 20 um?) grown in a single process with submicron tran-
sistors, one cannot resolve the individual switchings, and
one sees an ordinary 1/f noise.

The obtained results are interpreted in Ref. 141 as fol-
lows. The current noise is caused by capture of electrons in
traps and emission of electrons from the traps (it was found
in Ref. 141 that the traps lie in the oxide layer). In the submi-
cron specimens, owing to their small area, the noise is gov-
erned by one or two traps, while with larger dimensions it is
governed by a superposition of effects from a large number of
traps with the most varied characteristic times and activa-
tion energies, which leads to 1/f noise.

A general idea was advanced in Ref. 148 that the differ-
ence in relaxation in a disordered material from simple expo-
nential relaxation with one time 7 involves the existence of a
series of kinetic processes that, however, do not act in paral-
lel (as is usually assumed). So to speak, they act sequentially:
each successive process can take place after the system ar-
rives in a certain state owing to a faster preceding process.
Thus the nonexponential character of the relaxation as a
whole is a consequence of the coupling between the different
kinetic processes.

3.2. Some models of systems with an exponentially broad
distribution of relaxation times

a) The McWhorter model 7

One assumes that the fluctuations in the number of cur-
rent carriers in the surface layer of a semiconductor (and
correspondingly, conductivity fluctuations) arise from ex-
change of electrons between the surface layer and traps lying
in the oxide layer covering the surface, or on the outer sur-
face of the oxide. Transfer of an electron into or out of a trap
occurs by tunneling. Therefore the characteristic reciprocal
relaxation time of such a process declines exponentially with
increasing distance x from the surface of the semiconductor
to the trap: 7~ ! =174 'exp(— x/A). Here A~107% cm,
while 75 ! is a preexponential factor that depends only weak-
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ly on x. Since the distances x to different traps differ (with a
scatter »A ), a distribution of relaxation times of the number
of current carriers in the semiconductor arises that encom-
passes many orders of magnitude.

We should expect that the exponential increase of 7
with x extends only to distances x of the order of the mean
distance between traps in the dielectric: exchange with the
traps most remote from the surface occurs in such a way that
the electron tunnels first to a trap closer to the surface, and
then reaches the remote traps by hopping motion via the
traps.

The model has been employed repeatedly for explaining
1/f current noise in MOSFETS (see Sec. 5.1).

b) Fluctuations in hopping conduction in a semiconductor™ 77

The conduction is of hopping type in a weakly doped,
compensated semiconductor at sufficiently low tempera-
tures. The frequency of tunneling hops of charge carriers
between two impurity centers 7 and j depends exponentially
on the distance r,; between them: v(r; ) = v, exp( — 2r;; /a),
where a is the effective Bohr radius of the ground state of the
impurity, and v, is a coefficient. Since the distance between
the impurity centers is a random quantity, the semiconduc-
tor under conditions of hopping conduction constitutes an
example of a disordered medium having an exponentially
broad distribution of local conductivities and relaxation
times. As is known,’® the hopping conduction of a semicon-
ductor is governed by the conductivity of the so-called criti-
cal network, which is constructed as follows. A pair of impu-
rity centers is considered bound if ; <7, where 7 is a given
distance. The mutually bound centers form a cluster. For
small 7¢N ~!/3, where N is the concentration of impurity
centers, only randomly close centers prove to be bound, and
form small clusters. With increasing 7, clusters arise with an
ever larger number of centers. When r = 7, = 0.865 N ~'/3,
an infinite cluster (IC) first arises and penetrates the entire
macroscopic specimen. Hopping conduction is determined
by the IC with r; <r, + ma, where m ~ 1. This IC amounts
to a rather rarefied network, which is called the critical net;
it is precisely what governs the conductivity. Low-frequency
conductivity fluctuations with frequencies f<€v(r.) arise
from fluctuations in the number of carriers in the critical net,
while they in turn arise from the random character of the
exchange of charge carriers between the critical net and the
finite clusters lying in its pores.

Decrease in the frequency f increases for greatest dis-
tance between centers 7( f) = (a/2) In(vy/2nf) for which the
reciprocal time of transfers between them of current carriers
is greater than f. At the same time, the IC grows (including
the critical net as a part of it) within which all v(r;) > f. The
SDF of the number of charge carriers in the critical net and
the conductivity increase with decreasing f, owing to the
inclusion in the process of new finite clusters and individual
impurity centers. Those centers are linked by the latter to the
IC (when 7{ f})=2r.) that fortuitously lie in “empty” cav-
ities, so that the closest neighboring centers lie at distances
considerably closer than 7.. Since there are exponentially
few of these centers, the SD below f; ceases to increase with
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decreasing f. The character of the decline of the SD when
f>f, depends on the value of Na®. In the limit of very small
impurity concentrations (Na> — 0), the SD declines accord-
ing to a law approximating 1/f. However, the peculiarity of
the system being treated is that the width of the distribution
of relaxation times involves the magnitude of the mean resis-
tance: at very small Na® the resistance is enormous, and ob-
servation of either the current noise or of the conductivity is
extremely difficult. In Ge and Si with shallow impurities,
one observes hopping conduction only when Ng*>2 107
The numerical calculations performed in Ref. 77 for such
concentrations of impurity that are not too small have
shown that (upon allowing for the Coulomb interaction
between the charge carriers) S (f) «<f ~7 with y~=0.6. That
is, it declines according to a considerably more gentle law
than 1/f.

This result indicates that modulation mechanisms of 1/
S noise are more likely: relaxation processes (e. g., atomic|
modulate the electronic conduction, so that the scatter in
relaxation times is not directly connected with the magni-
tude of the mean conductivity.

¢) Two-level tunneling systems

A number of disordered systems—first of all dielectric
glasses—exhibit an anomalous temperature-dependence of
the heat capacity and the heat conductivity at low tempera-
tures, as well as specific phenomena in the absorption of
sound.”®®? All these phenomena were successfully explained
on the basis of a model of two-level tunneling systems.®' Ac-
cording to this model atoms or groups of atoms exist in
amorphous structures that can occupy two positions, so one
can represent their energy as a function of the configuration
in the form of two potential wells separated by a barrier of
height V' (Fig. 13). In the general case the wells are asymme-
tric and the energy of their minima differ by £. Atoms (or
groups of atoms) can tunnel from one well to the other. The
quantum-mechanical transparency of the barrier between
them is of the order of e =*, where A = d\2MV /4#,d is the
thickness of the barrier, and M is the mass of the tunneling
particles.

The systems being studied possess two low-lying energy
levels, the distance between which is E = ye* + A%, where
A = #iwee —*, and w,, is of the order of the vibration frequen-
cy of a particle in an individual potential well. It is precisely
the transition of the atoms between these levels and the

FIG. 13. Two-well potential of a two-level tunneling system.
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change in the relative occupancy of these levels upon varying
temperature or when acted on by acoustic vibrations that is
responsible for the low-temperature effects observed in the
glasses. The same type of effects, which are associated with
the existence of two-level tunneling systems (TLTS), has also
been found in amorphous metals and ionic conductors.®°

Owing to the disorder, the TLTSs have different values
of £ and A. Simple physical considerations lead one to as-
sume that the distribution function of the TLTSs in £ and A is
almost constant at the values of A» | and € €#iw, that govern
the observed effects, i.e., in this region we have P (4, £) ~P.
One finds the magnitude of P by comparing theory with ex-
periment.

The rate of relaxation of a TLTS is determined by its
interaction, either with phonons (in dielectric glasses) or
with electrons (in metals). The corresponding reciprocal re-

laxation times equal’®®°
- 9 £ -1 __ AZ E
tih—aEA? coth yop, TE=b g coth 2, (3.2.1)

Here a is a coefficient that depends on the parameters of the
interaction of the TLTS with acoustic phonons and on the
velocity of sound, and b is a dimensionless coefficient that
depends on the interaction of the TLTS with the electrons of
the metal and on the density of electronic states at the Fermi
surface (b canbe ~ 1). Equation (3.2.1) implies that the distri-
bution function with respect to the relaxation times 7 and
energies E equals p(r, E) = (E /2¢7)P (4, €), and that larger
values of 7 exist in systems having A€ e~ E. Thus for large
r we find that the function p(r, E) = P(4, €)/2r ~ P /2r.
Thus, owing to the exponential dependence of 7 on the tun-
neling parameter (7 « ¢**), the TLTS is characterized by an
exponentially broad distribution of relaxation times (hierar-
chy of times), and the distribution function with respect to 7
is approximately inversely proportional to 7, as is character-
istic of systems exhibiting 1/f noise (see Sec. 3.1).

Spontaneous transitions between the levels of a TLTS

can lead to fluctuations in the macroscopic quantities (resis-
tance of disordered metals,””-*® density of electronic states at
the surfaces of semiconductors and in MOS structures, tun-
neling current through dielectric interstices between met-
als,'** etc.). According to what we have said, this noise has a
1/f spectrum.

Let 8x; be the variation in the quantity x (e.g., the resis-
tance) when the ith TLTS goes from the lower to the upper
level. Then the fluctuation is 6x(t ) = 3;6x,6n,(t ), where 6n,
is the fluctuation of the occupation number of the upper
state. Since the mean square &n? = [4 cosh*(E,/2kT)] ',
and the transitions in the individual TLTSs are uncorrelat-
ed, the SDF of the quantity x equals

T (v, E) T
S.(N=V | dvdE Bz, — T T - (322)

Here ( 6x7),, is the square of 8x; averaged over the TLTSs
having similar values of A and &, and V is the volume over
which the fluctuation dx is averaged.

Let 74 be the relaxation time of those TLTSs for which
A~kT, E~kT, while 7, is the relaxation time corre-
sponding to the maximum A at which we still have P(4,
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€)~ P = const (we shall denote this value as Amax )- In the
frequency range 7% € f<77 !, the fundamental contribu-
tion to the SD of (3.2.2) comes from the values of 7 and E for
which p(r, E )~ P /2r.Usually one can consider the quantity
( 6x%) ... in the corresponding interval of A and ¢ in any case
not to depend strongly on A and €. Then (3.2.2) acquires the
form

1 =0 5nm 1

S.(f) = T 622V PET —

7 Tr_nlax < f < Tf‘lq kT < h(l.)o.

(3.2.3)

Owing to the exponential dependence of the relaxation
time of the TLTSs on the tunneling parameter A and the
uniform distribution of A, spontaneous transitions in the
TLTSs lead to fluctuations in the physical quantities (which
are sensitive to these transitions) with a 1/fspectrum over an
extensive range of f. Owing to the uniform density of the
excitation energies E of the TLTSs, the noise spectrum in-
creases linearly with the temperature (just like the contribu-
tion of the TLTSs to the heat capacity).

The lower frequency bound of the 1/fspectrum is deter-
mined either by A4,,,, or by the rate of the activational pro-
cesses. According to Ref. 142 we have A,,, ~ 10°. Therefore
the corresponding value of 7, « e;,2*isin any case smaller
than any frequencies technically accessible for measuring
the noise spectrum. The rate of the activational processes is
~a, exp( — fiwy/kT) and is also very small at low tempera-
tures kT <#iw,. Moreover, as f— 0, S, (f) does not diverge,
and the paradox noted in Sec. 2.2 does not arise.

An interesting example are the fluctuations in the tun-
neling resistance of a metal-dielectric-metal junction used as
a Josephson element in cryoelectronics. A tunneling-thin
layer of a dielectric {oxide) is usually strongly disordered.'*?
We can naturally assume that TLTSs exist in it. Upon spon-
taneous transitions in the TLTSs, fluctuations G (¢ ) arise in
the tunneling conductivity G of the dielectric layer. In corre-
spondence with (3.2.3), the SD of the relative fluctuations of
G equals'*

o d 8 5o 1
SG(f)Gz-T (G/A)? PkT—A']?.

Here A is the contact area, and d = V /A is the thickness of
the dielectric.
The fluctuations in the tunneling conductivity in the
Josephson S-I-S8 junction lead to fluctuations in the critical
current I, that affect the sensitivity of devices (e.g., SQUIDs)
at low frequencies.®® Interestingly, the observed SD of the 1/
f noise in Josephson junctions actually increases linearly
with the temperature.'*5'5 If we assume (as in Ref. 144) that
8GZ/(G/A)~a, where a,~1 A is the interatomic dis-
tance, while we assume P equal to a value typical for amor-
phous materials,?® then the estimate of the noise proves to be
of the same order of magnitude as the noise measured in Ref.
146, but larger than that measured in Ref. 145. In the TLTS
model the noise depends on the technique of preparation of
the dielectric layer (via the quantity P).
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d) Disordered Ising kinetic model. The 1/f noise and logarithmic
relaxation of the order parameter

A characteristic feature of a number of magnetics is the
extremely slow relaxation of the magnetization M (¢} after
turning off the magnetic field (magnetic viscosity). The
course of M (¢ ) after a certain relatively small time ¢, can be
approximated by a logarithmic function of the time ¢:

M()=M,~sln——, (3.2.4)
1

Here M, = M (¢,) is usually several times smaller than the
initial magnetization M (0), and s is a coefficient. The loga-
rithmic law (3.2.4) can hold only up to some maximum time
t,, that does not exceed ¢, exp(M,/s). In particular, logarith-
mic relaxation is characteristic of spin glasses,* i.e., dilute
solid solutions of a transition metal (Fe, Mn) in a noble metal
{Au, Cu). The dielectric polarization in disordered dielec-
trics behaves analogously.®

In line with the fluctuation-dissipation relationship (see
Ref. 84), the spectral density (SD) of the equilibrium fluctu-
ations of the magnetization (in the absence of a magnetic
field) is related to the relaxation of M (¢ ) with time after turn-
ing off (at ¢ = 0) of the small magnetic field H:

(3.2.5)

T o, . d M@
Su(f)=—=f Sdtsm(zmt)[—W H(.,)J'
0

In the case of the logarithmic relaxation of (3.2.4), Eq. (3.2.5)
implies that®*

kTs 1

Su ()= o, T °* < 2nf K £, (3.2.6)

Thus the logarithmic relaxation of a physical quantity
and proportionality of the SD of its fluctuations to 1/f, as
well as the logarithmic decline of the correlation function of
the 1/f noise (see Sec. 2.2) are phenomena closely associated
with one another.®’

Studies of the kinetic disordered Ising model, which
serves as a model for a spin glass, have yielded much toward
understanding the nature of logarithmic relaxation.®6-%°
From the standpoint that we have adopted, this is a model of
a system with a continuous distribution of activation ener-
gies.

The disordered Ising model amounts to a system of
spins interacting with one another while lying at the nodes of
a lattice. Each spin S; can acquire two values (e.g., + 1),
while the energy of the system is 2,J;,5.S;. Here Jj; is the
interaction constant of the spins i and j, while the summation
is performed over all pairs of spins (one usually assumes that
only the spins lying at adjacent lattice nodes interact). In the
model the J; take on random values—both positive (ferro-
magnetic interaction) and negative (antiferromagnetic inter-
action}—and the character of the disorder is determined by
thedistribution function f'( J ) of these energies. One assumes
in studying the kinetics of the model that the spins interact
not only with one another, but also with the thermostat (elec-
trons of the metal, phonons). This latter interaction leads to
reversal of the spins (§; — — 5;). The probability W (E,, T')
of reversal of a spin per unit time depends on the change E; in
the energy of the system upon reversing the ith spin:
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E,=8,3,J,S;. The probabilities of the direct and inverse
processes must satisfy the condition

W(E:, T)

~E;/hT
W(—Ei, T) :

=e
Here T is the temperature of the thermostat.

An important feature of the model, which stems from
its high degree of disorder, is the great density of low-lying
metastable states, i.e., valleys in the state space of the system,
which are separated from one another and from the ground
state by barriers of varying height E. Within each large val-
ley there are many shallow valleys separated from one an-
other by low barriers. At low temperatures at which the
width of the distribution f( J ) is large in comparison with the
energy kT, the system in its thermal motion relatively rapid-
ly overcomes these low barriers, but it very seldom succeeds
in hopping from one metastable state to the next, since the
characteristic time for overcoming a barrier E is proportion-
altoexp(E /kT ). Inline with this picture, the relaxation from
anonequilibrium state is composed of a fast phase involving
transitions within the metastable states, and a slow phase
involving hopping between the metastable states. This slow
relaxation can be approximated by a logarithmic function of
the time like (3.2.4).

The essential point is that there are many metastable
states in disordered systems whose energy differs very little
from the energy of the ground state. On the one hand, this
causes such a system, even at low temperatures, to spend a
considerable fraction of the time in metastable states, while
jumping from one such state to another, as is revealed in low-
frequency fluctuations. On the other hand, it causes weak
perturbation to convert the system into metastable states,
from which it slowly “extricates itself > after the external
perturbation has been turned off.

Apparently, in most cases the observed 1/f noise does
not involve fluctuations of an order parameter that could be
altered by an external field (as in the case of fluctuations of
the magnetization). However, the structure of the energy
spectrum of disordered systems described above (the pres-
ence of low-lying metastable states) and the pattern of ther-
mal motion of such a system remain valid also in the more
general case.

It is an important point for the model of 1/f noise that
the upper bound of the hierarchy of relaxation times should
be large enough. In the simplest model with a distribution of
activation energies—a one-dimensional disordered Ising
model with interaction of nearest neighbors—the largest ac-
tivation energy is approximately equal to the variance of the
interaction energies of adjacent spins. That is, this proves to
be the microscopic single-particle energy. However, in the
general case the activation energies in disordered spin mod-
els can attain considerable values that correspond to “geolo-
gical” times.

4. CURRENT NOISE CAUSED BY TEMPERATURE
FLUCTUATIONS

4.1. Idea of the mechanism and first experiments

The temperature of any object existing in thermal equi-
librium with surrounding objects that play the role of a ther-
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mostat fluctuates about the mean value, which equals the
overall temperature T of the entire system. The mean square
of these fluctuations is**

oo

o7 = 5 dfSy (f) = kT2C1,
0

(4.1.1)

Here C is the heat capacity of the object, and S, ( f) is the
SDF of its temperature. Thus the integral of S over all fre-
quencies is a thermodynamic quantity that does not depend
on the conditions of thermal contact of the given object with
the objects surrounding it [in contrast to the function S1( f)
itself].

A model that associates the low-frequency current
noise with the equilibrium temperature fluctuations of the
conductor has been proposed.** According to this model the
current fluctuations arise from the temperature-dependence
of theresistance:8R (t) = (dR /dT)5T (t). TheSD of therela-
tive fluctuations of the voltage in a fixed-current regime is

Su)_Snif) _ (LlR)g, 5, (4.1.2)

UvTr ~ R dar

The voltage fluctuations were measured in Ref. 43 at
the ends of thin (250-2000 A) continuous films of Au, Ag,
Cu, Sn, Bi, and the alloy manganin at room temperature. In
all cases but one, they observed noise with an SD S, ( f) ap-
proximately proportional to 1/f. The remarkable exception
was manganin, whose resistance at room temperature is al-
most independent of the temperature: |[f|=[d In R/
dT| < 107*K~". This fact was treated in Ref. 43 as indicat-
ing that 1/f noise in metals arises from temperature fluctu-
ations. Since the authors of Ref. 43 had no data indicating
that the spectrum of temperature fluctuations Sy ( f) could
have a 1/f form under any conditions of heat transport, they
simply postulated that S « 1/fin the range of frequencies f
from f] to f,, and constructed a model continuous function
S+(f) whose integral over all frequencies coincides with
(4.1.1);

1
FAl F<<fhi
1
_ kT2 — fi<<T< o,
ST(f)_cV[3+1n(f2/f1)] e =T (4.1.3)
2
7T >t

Here V is the volume of the specimen, and c is the specific
heat capacity of the metal. The authors*® associated the fre-
quencies f, and f, with the reciprocal times of heat conduc-
tion respectively through the length / and width w of the
specimen:f, = D /wl %, f, = D /mw? where Dis the heat con-
ductivity of the metal. In the three-dimensional case we have
S7(0) = const, while at frequencies exceeding the reciprocal
time of heat propagation over the minimum dimension of the
film, S7(f) must fall off in accordance with f —>/2. This has
been taken into account in (4.1.3).

The SD of the current noise measured in Ref. 43 proved
to be close to the value given by (4.1.2) and (4.1.3), i.e., close
to
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5 {dIn R \2 k 1
Sy(Hh=U (dlnT) RSN B

(4.1.4)

This was treated as another argument favoring the idea that
current 1/f noise arises from temperature fluctuations.

Analogous studies of the noise spectrum have been per-
formed in Ref. 91 on Cr films. The spectra regularly exhibit-
ed a break at a frequency of the order of D /2muw?,

Yet another method was pointed out in Ref, 43 for test-
ing whether the observed current noise is caused by tempera-
ture fluctuations. The idea consists in measuring the correla-
tion of the potential fluctuations 8 U, (t and $U,(t ) at the ends
of two portions of the same film lying at a distance L from
one another. If the potential fluctuations are caused by tem-
perature fluctuations, they must be correlated at low fre-
quencies, when both portions of the film have a common
temperature and 67, = 67,, and uncorrelated at high fre-
quencies, starting with a frequency ~D /7wL 2. An experi-
ment performed on two bismuth films found that the corre-
lation actually declines with increasing f and vanishes
approximately atD /7L %, inagreement with the temperature
mechanism of current noise. However, in one of the speci-
mens the correlation became negative after passing through
zero. The authors*? explain this by errors of measurement.
They conclude that the measured correlation of fluctuations
also confirms the temperature mechanism of current noise in
metal films.

A considerable correlation of voltage fluctuations in ad-
jacent regions of metal films (distance ~0.2 mm) has also
been observed in Ref. 91. However, it declined with decreas-
ing current, and became rather small at the lowest current
density employed in the measurements.

In subsequent measurements,'’ Sy, (/) was measured in
metal films over the broad temperature range 100-600 K.
Although at room temperature Sy, is close to the value ob-
tained in Ref. 43, and hence to the value given by (4.1.4), at
other temperatures Sy (f) was found to be very far from
(4.1.4). Principally, the temperature-dependence of the noise
is not at all described by this model expression. Hence the
agreement of S, ( f) in Ref. 43 with (4.1.4) seems fortuitous.
Measurements have also been performed on the correlation
of the voltage fluctuations in thermally coupled metal
films, '*2° but no correlation was found, in contrast to the
result** with Bi films (for more details see Sec. 4.3).

4.2, Spectrum of temperature fluctuations

One can calculate the spectral density of temperature
fluctuations S ( ) by two equivalent methods. First, one can
solve the heat conduction equation for the temperature fluc-
tuations 87 (¢ ) with the lateral Langevin fluxes, whose corre-
lation function is known.?? Second, one can calculate the
response AT (w)e ~ ' to the alternating power P (w)e ~ "' re-
leased in the specimen. The component of the response that
is in phase with the alternating power is associated by the
dissipation-fluctuation relationship with S1(f) (see, e.g.,
Refs. 93 and 94):

AT (@)
P(a)”

Sy (f) = 2kT? Re (4.2.1)
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If a specimen of finite dimensions is in contact with a
three-dimensional infinite or semiinfinite medium, then at
sufficiently low frequencies f the propagation of heat from it
into the medium is three-dimensional in character and
S — const as f — 0. The frequency below which S practi-
cally does not vary depends on the dimensions of the speci-
men, the heat conductivity of the specimen and the medium,
and the character of the thermal contact between them.

The most interesting situation from the standpoint of
the mechanism of low-frequency noise arises when the pro-
cess of heat propagation can be considered one-dimensional.
Calculations of S7( f) in such systems have been performed
in Ref. 93 (a film on a substrate of the same area) and Ref. 95
(specimen in contact with a uniform wire or an external cir-
cuit). It turned out that, when the thickness of the substrate
or the length of the external circuit is infinitely large, one has
Sr(f)—f~V%asf— 0. If these lengths are large but finite,
then at a sufficiently low frequency the increase in S, (f)
with decreasing f'is replaced by leveling to a constant value.
According to Ref. 93 a spectrum S of 1/f type can arise
whenever there is a purely surface fluctuational energy flux
(owing to fluctuations of thermal radiation). However, if
such a spectrum can be manifested, this can happen only in a
very narrow frequency range: a f ~!/2 spectrum dominates.

An analogous overall conclusion has been drawn in Ref.
95. The component of S f) involving lateral heat fluxes in
the specimen itself actually behaves like 1/fin some frequen-
cy range under conditions in which heat exchange with the
external circuit is difficult. However, under these conditions
the predominant component of S1( f) is the one associated
with lateral heat fluxes in the external circuit, and it has a
different frequency-dependence. It was shown in Ref. 95
that this conclusion remains valid also for a three-dimen-
sional system, which effectively reduces to a one-dimension-
al system in the range of low frequencies.

Thus the theoretical calculations®®> show that the
SDF of the temperature does not have a 1/f form in any
broad frequency range.

The fluctuation-dissipation relationship (4.2.1) not only
allows one to calculate, but also to measure S ( f). By using a
current pulse, one introduces into the specimen a certain
amount Q of heat, and measures the temperature relaxation
AT, (t) from the change in the resistance R (¢) of the speci-
men. We can easily see that
AT (® ATym (&
P((w))= § dt cos mt——%ﬂ.

Re

(4.2.2)

The measurements performed in Ref. 43 on metal films
showed that the magnitude of the right-hand side of (4.2.2),
and this implies also S, does not depend on the frequency at
low frequencies (in Ref. 43—for f< ~ 10 Hz).

It was proposed in Ref. 96 to average the temperature
fluctuations over a volume having dimensions equal to the
distance to which heat propagates in a time 1/f, rather than
over the volume of the specimen (which would be correct).
This dimension «f~1/2 as f— 0. On the basis of this as-
sumption, a spectrum was obtained S « 1/f, which contra-
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dicts the thermodynamic relationship {4.1.1), the rigorous
calculations (in particular, Refs. 93 and 95), and experiment.

4.3. Spatial correlation of fluctuations

The idea of Voss and Clarke** on measuring the correla-
tions of the current fluctuations in different specimens that
are thermally coupled with one another has proved fruitful.
A number of experiments'®-2*¢ has been performed, but in
contrast to the first experiments,**°! no spatial correlation
was found.

The system studied in Ref. 20 consisted of two Au films
(of thickness ~ 600 A) galvanically isolated from one an-
other by a layer of SiO dielectric ~0.6 zm thick. Measure-
ments of two types were performed. First, a measurement
was made of the SD S, —the Fourier transform of the cor-
relation function of the temperature fluctuations §7', and
8T, in thedifferent films, and also the SDs S, and S, of the
temperature fluctuations in each of the films. Here a direct
measurement was made the component of the temperature
response in one film to an alternating heating of the other
film with a current that was in phase with the alternating
power. From a fluctuation-dissipation relationship of the
typeof {4.2.1)S,, wasdetermined (S, and Sy, were deter-
mined analogously). The measure of the correlation of the
temperature fluctuations in the different specimens was the
quantity
STi19(f)
)= s

At frequencies less than the reciprocal time of propagation
of heat from one film to the other, their temperature fluc-
tuates ““in the same way,” and ¥ ( /)=~ 1. The measurements
confirmed this.

On the other hand, one can measure the correlation of
the voltage fluctuations in both films upon passing a current,
i.e., Sy 12{f), and also the SDs S, and Sy,,, and find the
dimensionless ratio ¥, analogous to ¥;. If the conductivity
fluctuations of the films were completely associated with the
temperature fluctuations, the following equation would
hold:

Sp1 S -1

= {12 )1 520 )
Here S5, and Sg, are the “background” SDs of the fluctu-
ations, which in the two films are known to be uncorrelated
[hence a correction has been introduced into (4.3.2)]. The
¥%(f) relationship determined from (4.3.2) on the basis of
the measured ¥ (thermal measurements) is shown in Fig. 14
(curve 7).

However, direct measurement of S,,,, has shown no
correlation of the voltage fluctuations: to an accuracy of
5X107%, 9% is equal to zero (line 2 in Fig. 14). Moreover, an
estimate by Eq. (4.1.2) showed that the temperature fluctu-
ations are responsible for the current noise (with a spectrum
independent of the frequency for f < ~ 10 Hz), which is more
than three orders of magnitude smaller than the observed
current noise at the frequency 10 Hz.

Similar experiments have been performed on transis-
tors in an Si-integrated circuit. Within the limits of accuracy

(4.3.1)

(4.3.2)
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FIG. 14. Frequency-dependence of the square of the correlation coeffi-
cient of the current fluctuations in two Au films separated by a dielec-
tric.2 J—the dependence calculated by Eq. (4.3.2) using the measured
values of y; 2—straight line corresponding to the direct measurement of
the cross-correlation performed at the level of the experimental error.
Inset: schematic cross-section of the specimen.

of the experiment (~2%), no correlation of the voltage fluc-
tuations in different transistors was found, although the
temperature fluctuations in them at the same frequencies are
practically completely correlated.® There is also no correla-
tion of the voltage fluctuations at the ends of the two halves
of the same metal film ~ 1 mm long.*®

Despite the fact that the reasons have not been elucidat-
ed why an appreciable spatial correlation was observed*>*!
in the current fluctuations having a 1/f spectrum, we can
infer from the experiments and theoretical calculations pre-
sented here that 1/f noise is usually not caused by tempera-
ture fluctuations, but by some other mechanisms. Apparent-
ly temperature fluctuations actually govern the current
noise in a state in transition from the normal to the supercon-
ductive state,'® when the temperature-dependence of the re-
sistance is enormous, but the current noise observed here
does not have a clearly marked 1/f spectrum.

5. LOW-FREQUENCY CURRENT NOISE IN
SEMICONDUCTORS

5.1. Surface noise

Intensive studies of the mechanisms of low-frequency
current noise in semiconductors and semiconductor devices
have been conducted from the beginning of the fifties, i.e.,
from the onset of vigorous growth of the physics of semicon-
ductors and semiconductor electronics, which followed the
creation of the technology of pure semiconductor materials
and the invention of the transistor. In particular, much at-
tention has been drawn to the question: where are the
sources of 1/f noise—in the bulk or at the surface of the
semiconductor?

As is known, the electric conductivity of the near-sur-
face space-charge region (SCR) depends on the magnitude of
the charge in the surface states of the semiconductor. Fluc-
tuations of this charge must lead to fluctuations of the elec-
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tric conductivity of the SCR and of the entire specimen,
which are manifested in the form of current noise. In order to
establish what role this surface mechanism of current noise
plays, we must elucidate how it is affected by changes in the
surface that are not accompanied by a change in the bulk
properties of the semiconductor—application of an electric
field perpendicular to the surface, through a dielectric layer
{as in the field effect) and chemosorption or desorption of
different substances by changing the medium in which the
specimen is situated.

The effect of an electric field perpendicular to the sur-
face on 1/f noise has been studied®® on n- and p-type Ge
specimens 50-100 zm thick. The noise increases as the type
of conduction in the SCR becomes opposite to the type of
conduction in the bulk, i.e., as the inversion layer at the sur-
face increases. The greatest increase in noise is approximate-
ly by a factor of 5 or 6. In p-type specimens, the noise in-
creases only when the surface potential ¢, increases in the
positive direction, but conversely in n-type specimens—only
when @, changes toward the negative side. A change in @, in
the opposite direction caused no appreciable change in the
noise. Interestingly, upon changing the field the noise re-
laxes in time by a very slow (logarithmic) law, but the con-
ductivity (field effect) relaxes far more rapidly.

An effect of a gaseous medium on 1/f noise has been
observed'” in n- and p-type Ge specimens with a transverse
cross-section of 0.5 X 0.5 mm?. The relative change in the SD
of the noise in going from dry to moist nitrogen in different
specimens was from — 0.5 to + 5.5. A tenfold increase in
the noise was also observed in going from dry nitrogen to
liquid CCl,. Here also the exponent y in the frequency de-
pendence of the spectral density (f ~7) changed from 1 to
1.2.

Another observation of a strong dependence of 1/f
noise on the composition of the gaseous medium has been
made’®! on a Si photodiode under reverse-biasing condi-
tions. Upon replacing the dry atmosphere with a moist one
with unchanged current, the noise increased by ~ 10 times
at the frequency of 10* Hz and by ~5X10° times at the
frequency of 100 Hz.

The changes in conductivity caused by a change in the
surface charge are restricted to the thin SCR, whose thick-
ness in Si and Ge is usually ~ 107°-10"% cm. Most often the
thickness d of the specimens is far larger than the thickness
of the SCR, and we should expect that the influence of the
surface on the noise will be greater with thinner specimens.
In order to increase the sensitivity of the noise to the condi-
tions at the surface, the measurements in Ref. 63 were per-
formed on rather thin specimens of n-Ge{(d ~2-6 zm). The
composition of the gaseous medium was cyclically changed
from wet nitrogen to ozone. This cycle enables one to change
the potential of the surface from positive values {the SCR is
enriched in electrons) to negative values that cause the type
of conduction at the surface to invert. As we should ex-
pect,'%? the conductivity of the specimens passed through a
minimum G, . The SD of the noise S; was directly measured
as a function of the excess of the conductivity G over G,
{Fig. 15). Interestingly, the noise is minimal at the same com-

Sh. M. Kogan 188




ol

&
=
e
Enrichment Inversion
¥/ I I 1 I ! !
+ 3 Y 7 0 7 Z
GC~Gm
Em

FIG. 15. Dependence of the SD of the relative conductivity fluctuations of
an n-Ge specimen on the relative variation of the conductivity in the cycle
of changing the gaseous medium above the surface.®® Thickness of the
specimen was 6 um, p = 32 ohm-cm; frequency 20 Hz. The axis of ordin-
ates is plotted in units of 107 Hz~1/2,

position of the gaseous medium as the conductivity is. At the
boundary points of the cycle the noise is larger than at the
minimum by a factor of 25 to 40. In contrast to Ref. 99, an
increase in noise was observed in Ref. 63, not only upon
varying the potential in the direction toward formation of an
inversion layer, but also upon the opposite variation in ¢, .
However, the increase in the noise as a function of G — G,
was far steeper in the former case.

The effect of surface treatment (etching) on the magni-
tude of the SD of the 1/fnoise in n-InSb specimens is shown
in Fig. 16.

One of the fundamental devices of semiconductor elec-
tronics—the field-effect triode based on a metal-dielectric-
semiconductor structure—exhibits a considerable 1/f cur-
rent noise. One is dealing with the fluctuations of the current
(in the semiconductor) of the dielectric-semiconductor junc-
tion parallel to the surface. A large number of stud-
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FIG. 16. Frequency-dependence of the SD of the relative voltage fluctu-
ations in an n-InSb specimen.®® n = 10'* cm—3, dimensions 7 0.4 0.4
mm?; I—before etching; 2—after etching in CP-4.
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ies!03-107.141 hag been devoted to studying the noise in these

devices. A number of the factors found here have served as
the basis for deducing a surface mechanism of the noise. In
Ref. 103, measurements of the dependence of the SD of the
noise on the voltage ¥, applied to the gate (i.e., between the
semiconductor and the metal) have been compared with the
dependence of the density of surface states ps5 (¥, ) measured
on the same structure. These relationships proved similar at
low frequencies f < 1 kHz (Fig. 17). The relationships Sy, (V)
and the transverse conductivity G s5 (¥, ) involving transfer
of charge into the surface states also proved similar. An anal-
ogous comparison of S;; and pgs has been made in Ref. 104.
It was found that all the points of the S, ( pss ) relationship lie
on a single straight line on a log-log plot, independently of
the temperature and the crystallographic orientation of the
Si surface.

In the fluctuations in conductivity of the semiconduc-
tor arise from fluctuations in the concentration of current
carriers in the SCR, and ultimately from fluctuations of the
surface potential ¢, , then the SD of the voltage fluctuations
equals
Suf) (i)z Sq (f)

Uz dos /| (Gv+6Gs)?
Here Gy isthe conductivity of the specimen in the absence of
a charge on the surface, G, is the conductivity of the SCR,
and S, is the SDF of the surface potential.

We see that the surface current noise must vanish at the
same surface potential at which the surface conductivity G,
is minimal. This agrees with experiment,®* but only in the
sense that experimentally the noise passes through a mini-
mum simultaneously with G. However, the noise does not
vanish at G = G,,, although it is relatively small at this
point. We can explain its nonzero value either by inhomoge-
neity of the surface potential, or by fluctuations in the mobil-
ity of the current carriers, or by the presence of bulk sources
of noise.

One can also understand in rather general form the de-

(5.1.1)
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FIG. 17. Equivalent noise resistance of a field-effect transistor (left-hand
scale) and density of surface states (right-hand scale) as functions of the
voltage applied to the gate.'®® I—frequency 20 Hz; 2—frequency 1 kHz.
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pendence of the surface current noise on the dimensions of
the specimen. If the surface is homogeneous and the correla-
tion radius of the charge fluctuations in the surface states is
small in comparison with the dimensions of the surface, then
wehaveS « 4 ~!, where 4 is the area of the surface. Equation
(5.1.1) implies that, when Gy »G,, the noise S,/U?2
o« (Vd )™, where d is the thickness of the specimen and V is
its volume. When Gy « G,, the noise obeys S, /U2« A4 ~1.
The variation of the SD of the relative voltage fluctuations
Sy/U?« (Vd)™!'is given in Ref. 108. It was confirmed ex-
perimentally'® on n*-n-n* GaAs resistors. This enabled
the authors to deduce a surface mechanism of the 1/fnoise in
these resistors (in the case of pure bulk noise sources we have
Sy /U« V=1 see Sec. 2.7).

The dependence of the surface current noise on the con-
centration of majority current carriers # in the bulk of the
semiconductor is generally not unambiguous, since in going
from one specimen with one concentration » to another with
a different concentration z (or even the same concentration),
all the characteristics of the surface can change. However, a
spectrum of surface states in the forbidden band of the semi-
conductor is known to arise that fixes the position of the
Fermi level E ¢ with respect to the edges of the bands E, (0)
and E, (0) at the surface, independently of n, with a typical
treatment of the surfaces of Ge and Si'% and also GaAs.!°
In particular, in Ge and Si we have E (0) — Ex <E, /2,
where E, is the width of the forbidden band.

A large density of surface states leads not only to a lack
of dependence on 7 of the Fermi level at the surface, but also
to the fact that the capacity of the surface states is large in
comparison with the capacity of the SCR. For these reasons,
we should expect that the SD S, does not depend on the bulk
concentration n of carriers. Moreover, whenever the Fermi
level at the surface is fixed far from the edges of the bands in
materials in which the concentration of carriers in the bulk is
large in comparison with the intrinsic concentration n,, a
depletion layer is formed in the SCR. By using (5.1.1} and the
expressions for dG, /dg, from Ref. 102, one can easily find
that the following relationship holds in the case of a deple-
tion layer for not very thin specimens (G y > G, ):

Sulfy _ “e? A4S,

UF ~ “8akTnVd(|Y |—1) (5.1.2)

In this equation x is the dielectric permittivity of the crystal,
we have

V1= 2Ll (£, (0)— En) (kD) In

e |

T
N, is the effective density of states in the band of the majority
carriers.

Thus, in the rather typical conditions being treated, the

SD of the current noise S, /U 2 is proportional to 1/n apart
from a weak logarithmic dependence of {¥| on # and the
expected weak dependence of S, on n. This rule (proportion-
ality of the SD of the 1/fnoise to the resistivity of the materi-
al) has been noted®' in experiments on n- and p-type Ge. It
also corresponds to the empirical Hooge relationship (2.8.1),
which, however, Hooge viewed as favoring a bulk mecha-
nism of the noise.
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Concrete mechanisms of charge fluctuations in surface
states with a 1/fspectrum are clearly insufficiently known at
present. However, the general conclusions of the model of
surface current noise (dependence on the potential, the di-
mensions of the specimen, and concentration of current car-
riers in the bulk) agree with experiment. What we have said
does not mean that in semiconductors the 1/f noise always
involves the surface or contacts. We have not treated here
the bulk mechanisms of 1/f noise because, if one may so
express it, they are even less known than the surface noise
mechanisms.

5.2. Other problems

Much attention has been paid to the question of what
causes the 1/f noise in semiconductors—fluctuations in the
number of current carriers or fluctuations in their mobil-
ity?'® In Ref. 147 the SD of 1/f noise was measured in an
epitaxial n-GaAs film under conditions of strong geometric
magnetoresistance, in which the length of the specimen in
the direction of the current is small in comparison with the
lineal dimensions of the contact. If the noise were caused by
fluctuations in the mobility 4, the measured SDF of the vol-
tage S, would vanish when B = 1, where B is the magnetic
induction. Actually the SD does not vary with B at all, which
implies that the noise is certainly not caused by mobility
fluctuations.

Owing to lack of space, we cannot discuss a number of
interesting problems of noise in semiconductors: the effect of
a magnetic field on the noise,?*2%4%61-111 flyctuations of the
Hall potential,''>'"* fluctuations of the thermo-emf,''* the
effect of a strong electric field,'!>!'® and deformation.®?
Noise in semiconductor devices has been treated in the re-
views of Refs. 6, 117. Measurements of the intensity of low-
frequency noise have been used for rejection of unreliable
semiconductor devices: the greater the noise, the more prob-
able is failure of the device during operation.!®

6. CURRENT NOISE IN METALS AND SEMIMETALS

6.1. Temperature-dependence of the SDF in metals

We have already presented above a set of data on 1/f
noise in continuous metal films (~ 10~% cm thick): on the
frequency-dependence S, { f) {Sec. 2.1), and on the absolute
magnitude of Sy, /U ? and its agreement with the Hooge rela-
tionship (Sec. 2.8). In this section we shall present the experi-
mental data on the temperature-dependence of the noise.

Apparently 1/f noise in continuous metal films (Au)
was first measured in Ref. 67 (previously the measurements
had been performed on island films in which the 1/f noise is
far greater). The authors found that the SDF of Au on glass
substratesis Sy, /U > = a/nV f, where n is the concentration
of electrons in Au, V is the volume of the specimen, and
a = 2.4% 1073, That is, the SDF agrees with the Hooge for-
mula (2.8.1). They also found that S, ( f) depends weakly on
the temperature.

A completely different temperature-dependence of the
noise is observed in continuous films of Ag, Au, Cu, and Ni
on sapphire substrates.'”!'%-12! 1{ was measured over a
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FIG. 18. Temperature-dependence of the SD of the relative voltage fluctu-
ations in Cu films.'?° N is the total number of atoms in the film, f= 20 Hz.
Direct noise measurements: substrate on sapphire (1 ) and quartz (2 ). Cal-
culation based on measuring the response to a stepped input of power into
the film according to Voss and Clarke: substrate on sapphire (3) and
quartz (4 ). Broken line—calculation from the model of Voss and Clarke.

broad temperature range from 100 to ~600 K, mainly in
order to test the model of 1/f noise previously proposed*’
(see Sec. 4.1). The data that were obtained are shown in Figs.
18-21.

According to Refs. 9 and 17, the noise consists of two
components: A) noise almost independent of the tempera-
ture, but strongly dependent on the nature of the substrate,
and B) noise strongly dependent on the temperature, but
very weakly dependent on the substrate. For 7% 350 K, the
type-B noise is proportional to exp( — E, /kT'), with the val-
ueof E, /kT equal to 1750 K {Ag), 1400 K (Au), and 1250 K
(Cu). As arule, type-B noise predominates at room tempera-
ture. References 9, 17, and 75 discuss possible mechanisms
of the origin of such a temperature-dependence of the noise.
We note only that the resistance p of the films depends on the
temperature in a way, characteristic of metals, such that an
exponential dependence is not observed.

In Figs. 18-21 the dotted lines show the dependence of
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FIG. 19. Temperature-dependence of the SD of relative voltage fluctu-
ations in Ag films.'?*° The symbols are the same as in Fig. 18.
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FIG. 20. Temperature-dependence of the SD of the relative voltage fluctu-
ations in an Au film 800-A thick on a sapphire substrate.!” N—total num-
ber of atoms in the film, f= 20 Hz. Broken curve—calculation by the
temperature-fluctuation model.** Hatched rectangle—region in which
the experimental data lie.*?

S /U ? on the temperature in the case where the SDF fol-
lows Eq. (4.1.4) of Voss and Clarke. We see that the observed
noise below room temperature is far smaller. That is, the
model formula (4.1.4) does not describe the temperature-de-
pendence of 1/f noise in metals.

The noise in Sn films strongly depends on the nature of
the substrate (glass or sapphire) and on the bond of the film
to the substrate.® In films deposited on sapphire the noise is
smaller. The noise is diminished further if the tin is deposited
on an intermediate layer (~ 50 A thick) of tin oxide prepared
with a glow discharge.

The numerous experimental data obtained by Zhi-
gal’skif and his associates'*>~'** on Al and Cr films indicate
that the current noise increases with increasing concentra-
tion of defects in the metal.

From the standpoint of the model of temperature fluc-
tuations (see Sec. 4), the observed strong effect of the sub-
strate material on the noise has been explained by the differ-
ing heat conductivity at the film-substrate boundary,
depending on the material of the substrate and the quality of
the bond of the film to it. At present the temperature model
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FIG.21. Temperature-dependence of the SD of the relative voltage fluctu-
ations in an Ni film 800-A thick on a sapphire substrate.'” The inset shows
in greater detail the region near the Curie point. Broken curve—calcula-
tion by the temperature-fluctuation model of Voss and Clarke.*?
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seems unconvincing (Sec. 4), and perhaps one can ascribe the
effect of the substrate on the noise only to the differing defect
structure of films prepared on different substrates.

Island metal films exhibit a far greater current noise
than continuous films of the same metals (studies of noise in
island films were performed, in particular, in Ref. 22). The
authors of Ref. 21 note that bismuth whiskers also generate
far stronger noise than film specimens.

6.2. Low-frequency current noise and internal friction in
metals

The idea seems rather natural of associating low-fre-
quency current 1/f noise with other relaxation phenomena
in solids; the reciprocal relaxation times of these phenomena
are of the same order of magnitude as the frequencies at
which one observes 1/f noise. One of these phenomena is
internal friction, the mechanisms of which are rather well

studied.’? At low frequencies internal friction arises from

various movements of defects—reorientation, migration,
etc. The contribution of these well established mechanisms
of internal friction to current noise has been studied in Refs.
55 and 97.

Many defects have a lower symmetry than the point-
group symmetry of the crystal, and they can exist in several
positions whose energies are identical. An example is inclu-
sion impurities in the octahedral interstices of a bee crystal
(C and N in a-Fe). Each impurity atom has a fourfold axis
along one of the three cubic axes of the crystal. In this con-
crete case the number of possible positions of a defect is
s = 3. When it hops to an adjacent interstice its orientation
changes. In a state of thermodynamic equilibrium and in the
absence of deformation, all s possible orientations of the de-
fect are equally probable. Upon imposing the elastic stresses

0;;, the free energies corresponding to the different orienta-
tions a{a = 1, . . ., s) are nonidentical, and the orientations
are not equally probable. If the frequency w of deformation is
not too small, and not too large in comparison with the reci-
procal time 7~ ! for hopping of a defect from one position to
another, a phase difference arises between o; {w) and the de-
formation u; (), and elastic energy is dissipated. The reci-
procal Q- factor characterizing the magnitude of the internal
friction can be written in the form'*®

0o, T)= =

Bt s (6.2.1)

Here n, is the concentration of defects, and the coefficient B
is ~1073-10"* erg-cm’.

Owing to the random nature of the reorientations, the
concentration n, of defects having each given orientation
fluctuates about the mean value n,/s. Since the defects
whose symmetry is lower than the point-group symmetry of
the crystal, and which contribute to internal friction, scatter
the electrons of the conductor differently in their different
positions, the fluctuations 8n, give rise to fluctuations of the
electric-resistivity tensor:

bpij(r, t)= 2 Bp,j

Ong (r, t). (6.2.2)
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Here the tilde denotes that the component has been subtract-
ed from the derivative that does not depend on the orienta-
tion & and has the same symmetry as the mean resistance of
the crystal. This 1mp11es that X, dp;/on,

The quantity 2, (?p,, /dn, (trace of the tensor), being a
scalar, is the same for the different orientations a. Therefore
itis equal to(1/s) 2, Z; (?p,, /on,. Smce the summation over
a equals zero, the trace of the tensor ap /dn, also equals
zero. This implies that the fluctuation tensor of the resistiv-
ity (6.2.2) in the model being treated is characterized by a
zero trace.

The spectral density of the fluctuations of the resistivity
at the points r, and r, is proportional to &§(r, —r,) [see
{2.6.1)], while the proportionality coefficient equals®>?’

S—

4ngt 2 Bplj 0P (6 _i)
s(14 w?t2) dng  dng af s /°

(6.2.3)

Fip (@) =

An estimate gives l(?p /dn, |/p~o,l, where o, ~d} is the
scattering cross-section for electrons by a defect, a,, is the
interatomic distance (dimension of a point defect), and / is
the mean free path of the electrons. Hence we have

Su_ ., na(os)? T

vz vV itoen? (6:2.4)

Since the relaxation time 7 of the defects usually ex-
ceeds by many orders of magnitude both the time of free
flight of the electrons and the relaxation time of the tempera-
ture of the film, the current noise caused by displacements of
defects at low frequencies @ S 77! can exceed both the Ny-
quist noise (at the current densities usually employed for
measuring current noise in a metal j~ 10° A/cm?) and the
current noise caused by temperature fluctuations.

If there is a smooth distribution n(E) of defects with
respecttotheactivationenergies E (r = 7, exp(E /kT)), then,
on the one hand, current noise arises with a spectrum close to
1/f (see Sec. 3.1):

Su (f) ~ () [las (Ew)]? kT
vz Vi ’

E,=FkT In(01), (6.2.5)

and on the other hand, internal friction, which depends only
weakly on the frequency f and the temperature T (back-
ground in the internal-friction spectrum):

Qiiga= 51 (Eo) B(E.,). (6.2.6)

Upon using (6.2.5) and (6.2.6), one can associate the magni-

tude of the 1/f noise with the magnitude of the background
in the internal-friction spectrum>>°7;
Sy(f) _ 2kT [los(E)l” Qpiga 1

vz 1B (Eu) ‘Tie

(6.2.7)

The background in the Q ~'(T')is actually observed and
is especially high (Q .4 ~107-107°) in metals (Fig. 22).
For values of the parameters typical of metals, the coeffi-
cient of 1/Ffin {6.2.7) is of the order of 1072%-10~%% cm®
i.e., of the order of @4 /n, where n ~ 10*2-10?% is the concen-
tration of electrons, and ay = 2> 1072 is the Hooge con-
stant. Thus the mechanism presented here of conductivity
fluctuations enables one to explain not only their anisotropy,
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FIG. 22. Spectrum of internal friction in chromium at a frequency ~1.7
Hz—dependence of the reciprocal Q-factor on the temperature.'?” A De-
bye peak at 126 K and the background of internal friction are seen.

but also the characteristic magnitude of the SD of the 1/f
noise in metal films. However, it remains unclear what is
involved in the broad scatter of activation energies of the
defects.

7. FLUCTUATIONS WITH A 1/ SPECTRUM IN OTHER
SYSTEMS

Electric fluctuations with a 1/fspectrum are observed
not only in solids, but also in liquids: in liquid gallium'?® and
in an electrolyte.?® The SD of the voltage fluctuations at the
membrane of aliving, i.e., nonequilibrium, but resting nerve
also follows a 1/f law.'*®

A number of studies exists on observation of magnetic
noise with a 1/fspectrum in ferromagnets. '3'-13*

The frequency v of the signal generated by frequency
standards undergoes slow “‘shifts” (along with “drift”’). The
SD of the relative fluctuations of the frequency
S,(f) =5 S, (f) contains not only a component indepen-
dent of the frequency f of the fluctuations (“white” noise),
but also a component inversely proportional to the frequen-
cy f. One can write it in the form C /f, where C is a certain
dimensionless coefficient. A measure of the spread (inaccur-
acy) of the frequency v is 0™(t,, ), the mean square of the rela-
tive deviations of the frequency v as a function of the time 7
of measurement. One can show'*® that the contribution of
the white noise to o?(t,,) is proportional to ¢ - !, while the
contribution of the 1/f noise equals 2C In 2, i.e., is indepen-
dent of the time of measurement ¢,,,. Thus the 1/f noise fixes
the minimum attainable error of measurement of frequency
and time.

Measurements on many quartz frequency standards
have shown that the magnitude of the 1/f noise in the spec-
trum of frequency shifts (i.e., the coefficient C') depends on
the Q-factor of the quartz resonator: C = 62 ¢~ *> (an em-
pirical analog of the fluctuation-dissipation relationship). '3

A number of geophysical (velocities of currents, floods
of rivers, etc.) and astrophysical processes (power of various
radiation sources) fluctuate. In a number of cases the corre-
sponding SDF is of 1/f type (see the review of Ref. 5).

The authors of Ref. 137 have observed fluctuations in
the number of cars passing per unit time on a high-speed
highway. Correlation analysis showed that the SDF is pro-
portional to 1/fat low frequencies (shot noise occurs at high
frequencies).

The amount of insulin required by a diabetic patient to
maintain a constant amount of sugar in the blood fluctuates
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(with unvarying diet). Correlation analysis of the fluctu-
ations showed the SDF to follow a 1/f law over a broad
frequency range (the measurements were performed for
more than eight years).'*®

Quite probably, each of the cited random processes is
composed of a large number of “elementary’’ processes with
extemely strongly differing characteristic relaxation times.

Spectra of 1/f type can arise in dynamic (deterministic)
nonlinear systems (see, e.g., Refs. 139, 140). It is unclear at
present how these results are related to the 1/f noise dis-
cussed above in kinetic systems.

8. CONCLUSION

We shall try to assess the state of the problem of 1/f
noise. The fundamental properties of this noise have been
established up to now by numerous experiments (some of
them are very ingenious and have become classical), and also
theoretical analysis of these experiments has established the
fundamental properties of this noise. A general property of
noise of this type is the monotonic (as a rule) increase in the
spectral density (SD) with decreasing frequency and the visi-
ble absence of leveling of the SD onto a plateau, down to
record low frequencies (~ 1077 Hz in the case of electrical
noise). However, it has also been reliably established that,
despite the similarity of the noise spectra, their form never-
theless differs in different systems, and even in a single speci-
men the spectrum depends on the temperature and other
factors (Sec. 2.1). This compels one to doubt the existence of
a universal mechanism of 1/f noise. In typical cases the dis-
tribution function of the fluctuations is Gaussian (2.3), and
the noise amounts to a stationary random process (Sec. 2.4)
arising from equilibrium fluctuations of the conductivity
(Sec. 2.5) whose correlation radius is so small that, in the
experiments in which the spatial correlation of the fluctu-
ations has been measured, only an upper bound of the corre-
lation length was found (Sec. 2.7). Direct theoretical calcula-
tions (Sec. 4.2), the anisotropy of the conductivity
fluc-tuations in a number of solids (Sec. 2.6), and the absence
of spatial correlation of the conductivity fluctuations in
“thermal scales™ (Secs. 2.7 and 4.3) give us grounds for
thinking that 1/fnoise does not arise from temperature fluc-
tuations, but from other mechanisms. Apparently varied
processes of appearance and displacement of defects in con-
ductors can claim the role of such mechanisms at present.
This idea, which was expressed in essence by Schottky im-
mediately after the discovery of 1/f noise (as applied to a
thermal-emission cathode) seems even now to be the most
likely explanation of this noise. As we have already men-
tioned in the Introduction, the association of 1/f noise with
the defect structure of solids is indicated, besides others, by
the strong dependence of the noise on the technology of
preparation of the specimens, and also by the fact that, even
in specimens obtained by a single technique and having simi-
lar electrophysical parameters, the intensity of the 1/f noise
often is completely different (Sec. 2.8).

Despite the fact that the fundamental properties of 1/f
noise are known, the problem is far from a satisfactory solu-
tion, since many effects involving this noise are not under-
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stood, the noise mechanisms for many systems have not been
found, and even localization of the noise sources remains
indefinite. A difficult problem is 1/f noise in liquids'*®1%%;
do the noise sources exist within the liquid or at the contact
with a solid?

Most often the 1/f noise cannot be associated with other
phenomena in the same systems. One can explain this, first,
with the fact that measurement of the current-noise spec-
trum (fluctuation spectroscopy) is far more sensitive than
other methods to the low-frequency kinetics of defects, so
that the relaxation phenomena observable from the noise
spectrum cannot be simultaneously observed (on the same
specimens) from other physical effects. Second, one can ex-
plain it with the fact that the kinetics of defects has not at all
been sufficiently studied. On the other hand, the exponen-
tially broad distribution of relaxation times (or smooth dis-
tribution of activation energies and tunneling parameters) by
which one explains the 1/f noise spectrum (Sec. 3) enables
one also to explain a number of other phenomena of dielec-
tric and magnetic relaxation and internal friction, so that
this picture of the low-frequency kinetics of real solids can-
not be deemed merely a hypothesis devised to explain a sin-
gle phenomenon—1// noise.

We must bear in mind the fact that 1/fnoise is a serious
interference in many electronic devices. There is hope of
eliminating it, at least partially, if one can solve the problem
more fully, and in particular, elucidate the concrete mecha-
nisms of low-frequency current noise.

The author is highly indebted to M. I. D’yakonov, V. B.
Sandomirskii, R. A. Suris, and A. Ya. Shul’man, who have
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