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A joint scientific session of the Division of General
Physics and Astronomy and the Division of Nuclear Physics
of the USSR Academy of Sciences was held on 28 and 29
September 1983 at the P. N. Lebedev Physics Institute of the
Academy of Sciences of the USSR. The following papers
were read:

28 September

1. V. A. Mel'nikov, I. L. Talov, and Yu. N. D'yakov.
Micro- and minicomputers; personal computers.

2. B. N. Naumov and I. Ya. Landau. Small computer
systems.

3. B. I. Ermolaev. The "Ryad" unified computer sys-
tems.

4. A. A. Novikov. The "EPbrus" computer system.

29 September

5. A. A. Migdal. Lattice models in quantum chromo-
dynamics and results of computer calculations.

6. E. G. Maksimov. Use of computers in the physics of
the condensed state.

7. R. Z. Sagdeev. Numerical simulation of plasma si-
tuaitons. A brief summary of three of these papers is
published below.

B. N. Naumov and I. Ya. Landau. Small computer sys-
tems. The development of the small computer system (SCS)
began in 1974 as a collaboration between Bulgaria, Hungary,
East Germany, Cuba, Poland, Rumania, USSR, and
Czechoslovakia. The principal areas of application of the
SCS were decided to be automation of technological pro-
cesses, automation of scientific research and testing equip-
ment, and computer-aided design.

The first essential step in the coordination of develop-
ment of SMS facilities and the setting-up of a manufacturing
base was to define the general priciples on which these sys-
tems should be built and the architecture of the system. The
first stage was therefore to develop a system of SMS stan-
dards defining the architecture, interfacing, and physical
structure.

The first generation SCS (1974-1979) involved the de-
velopment and production of four processor models, ferrite
and semiconductor memories, peripheral storage devices
based on magnetic tapes and disks, and a number of inter-
faces. The SCS design provides for individual devices in the
form of self-contained units of standard dimensions, con-
taining their own supplies and ventilators. Together with
standardized interfaces, this ensured that different combina-
tions of such units could be put together without special ad-
justments.

The SM-4 is now the most widely used SCS processor. It
is capable of performing about 900 000 operations per sec-
ond (of the register-to-register type) and has a main memory
of up to 256 kb. Assemblies based on the SM-4 incorporate
disk (5 and 29 Mb) and tape (10 Mb) storage devices, printout
units, alpha-numeric and graphic displays, teleprocessing
devices, and a number of other facilities.

In addition to standard SCS assemblies (14 versions are
now in production) for the most common application, prob-
lem-oriented assemblies (POA) are also being produced.
POA releases include systems for the control of scientific
experiments (measuring and computing assemblies, MCA,
of which there are six versions) and computer-aided design
(automated work stations, AWS, of which there are three
types). In addition to standard SCS units, the MCA incorpo-
rate CAMAC equipment (the MCA modifications differ by
the number of input-output channels for analog and digital
signals and the precision and speed of analog-to-digital con-
verters). AWS incorporate facilities for the processing of
graphical data (graphic displays, graph plotters, and digitiz-
ing devices).

Users requiring configurations other than standard as-
semblies and PDA's can order different combinations of the
basic units. Such customized releases account for about 60%
of the SCS machines.

The second generation of SCS was developed in 1979
and was designed for the 1980-1984 period. In addition to
the SM-4 line, the second-generation machines incorporate
the SM-1800 8-bit microcomputer. The latter is designed for
data-acquisition and primary data-processing, the automa-
tion of accountancy in small enterprises, word-processing,
and so on. The SM-1800 requires no special servicing and is
very simple to use.

The second-generation machines that are language-
compatible with the SM-4 are the SM-1800 micro and the
SM-1420 mini. They constitute a downgrading of the SM-4
(the SM-1800 performs about 500 000 operations per second
and has a 56-kb memory) as well as an upgrading (the SM-
1420 performs 1 million operations per second and has a

454 Sov. Phys. Usp. 27 (6), June 1984 0038-5670/84/060454-07$01.80 © 1985 American Institute of Physics 454



memory of up to 2 Mb). Extensive utilization of modern mi-
croprocessor technology has ensured that the central por-
tion of the SM-1420 assemblies is smaller by a factor of three
as compared with the SM-4.
The SCS machines are now being used in economics, educa-
tion, commerce, medicine, transport, and communication
systems, i.e., in practically all branches of the national econ-
omy. It has therefore become necessary to increase sharply
the rate of production of the SCS machines. This has necessi-
tated a substantial increase in the reliability of the SCS as-
semblies, a simplification of servicing procedures, and the
development of new turnkey systems with all the necessary
software. This program is to be implemented by the third-
generation SCS (1984-1987). One of the basic requirements
that the third-generation machines will have to satisfy is
compatibility with the second-generation machines insofar
as software and interfaces are concerned. In addition to the
further development of the existing SM-4 and SM-1800 ma-
chines, the third-generation SCS will include 32-bit mega-
and minicomputers, further integration of the SCS and the
ES computers, and the development of a new class of micros,
namely, the personal computer (PC). The PC is a machine
designed for individual use and, despite its low cost and tab-

letop location, it will compete with the current SM-4 system.
The modern user of computers relies on the operating

system, (OS), and the properties of this system may well be
more important for him than particular equipment charac-
teristics. In view of the wide range of applications of the SCS,
several operating systems have been developed for each ar-
chitectural line (OS RV, RAFOS, DOS KP, and DIAMS for
the SM-4, and OS 1800 and MOS RV for the SM 1800).

The SCS operating systems provide for a wide range of
programming languages (FORTRAN, BASIC, COBOL,
and PASCAL), as well as facilities for the preparation and
editing of string data, graphics programming, and network-
ing.

In addition to the operating systems, the SCS software
that is now available includes software packages such as da-
tabase management, numerical analysis, analysis of experi-
mental data, and so on.

In addition to functional possibilities of existing soft-
ware, it is planned that the third-generation SCS will have
mobile (suitable for machines of different kinds) software. In
particular, the INMOS operating system, suitable for all
types of SCS machine, will be developed.

A. A. Migdal. Lattice models in quantum chromodyna-
mics and results of computer calculations. Until quite recent-
ly, the theoretical physics of elementary particles was res-
ticted to a very modest range of equipment. While
experimental physics demanded enormous accelerators, and
applied physics ultrapowerful computers, theoretical phys-
ics has had to make do with pen and paper. The reason for
this was that the ruling theory at the time was quantum elec-
trodynamics (QED) which was amenable to a remarkably
simple and effective theoretical procedure, namely, pertur-
bation theory. The same applies to the theory of electro-
weak interactions that has recently unified the theory of
weak and electromagnetic forces.

At the same time, the strongest known forces in na-
ture—the strong interactions—have for a long time re-
mained a puzzle. On the other hand, once quantum chromo-
dynamics (QCD) was formulated for the description of
strong interactions, it turned out that perturbation theory
had a very restricted range of applicability to QCD. In parti-
cular, perturbation theory is valid for the description of vir-
tual processes at ultra-short distances. For example, a vir-
tual photon may be produced in a collision between a fast
electron and positron, which, in turn, creates a quark-anti-
quark pair. Perturbation theory is valid so long as the two
members of the pair do not depart from one another to a
distance of the order of rc = 10~ " cm, i.e., the interaction
between the quarks can be described as being the result of
gluon exchange. This gives Coulomb forces, as in QED, but
with a logarithmically growing constant instead of e2:

Slit W= in(rc/r) ' ' '

where C is a universal numerical constant. Perturbation the-
ory ceases to be valid when r % rc. We expect that, in this

region, the forces continue to grow, reaching a constant val-
ue for /•-* oo, so that the potential V (r) increases linearly. We
think that this surprising phenomenon is due to strong and
highly fluctuating gluon fields. Such fields are very different
from the usual set of quanta and require new methods of
description.

This problem arose some ten years ago and although
only moderate progress has been achieved during the last ten
years, we are at least on firm ground now. Although meth-
ods comparable in simplicity and efficacy with the Feynman
perturbation theory have not been discovered, numerical
methods are now available that are capable of a precision of
the order of 10-20%. The precision can be improved by us-
ing specialized computers and by combining analytical with
numerical methods.

Before we describe these methods, it will be useful to say
a few words about why we consider the problem to be impor-
tant and why we are not satisfied with a precision of only
20%. The point is that, according to modern ideas, all forces
of nature are based on non-Abelian gauge fields, as is QCD.
Large-scale fluctuations develop in these fields above a cer-
tain scale. We expect that a hierarchy of such scales will be
encountered at ultrashort distances in the interior of quarks.
It follows that QCD methods of solution will also be valid in
future unified theories. This means that we shall have to
have reliable and precise methods in order to be able to sepa-
rate weaker interactions from the background of stronger
ones. As we move into the interior of quarks, physical experi-
ments will become more and more difficult, and numerical
experiments will necessarily become more valuable. They
will yield more accurate predictions at low energies, at
which experiments can also be made more precise. By verify-
ing these predictions, it will be possible to choose between
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