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Crystals consisting of atoms of an inert gas (or of gas molecules) and containing imbedded foreign atoms,
radicals, or ions are investigated and their parameters are discussed. A review is given of studies of the
diffusion of the trapped particles in a given matrix and of the spectroscopic investigations of these
particles. An analysis is given of the properties of gas crystals containing imbedded particles at the crystal
lattice sites and having long lifetimes at low temperatures.
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INTRODUCTION

We shall consider crystals consisting of atoms of an
inert gas or of simple molecules (of the type of N2 or
H2). The coupling between the atoms or molecules in
such a crystal is due to the weak attractive van der
Waals forces. The energy associated with the attrac-
tion between neighboring particles in the crystal is,
therefore, small, and such crystals exist only at low
temperatures. On the other hand, the separation be-
tween neighboring particles exceeds their dimensions.
A crystal of this kind, to which we shall refer as a gas
crystal, is the most loosely bound material and is found
to be the most suitable "filler" in the study of different
systems and processes that are difficult to realize in a
gaseous medium.

The properties of radicals and intermediate com-
pounds in a given matrix have been extensively investi-
gated in recent years (see, for example, the reviews
and monographs by Andrews,1 Meyer,2 Ogden and Tur-
ner,3 Hallam,4 Barnes,5 and Pimentel6). These radicals
and compounds have long lifetimes because they are
frozen into the matrix. Moreover, relatively high radi-
cal densities can be achieved in the matrix which, again,
ensures that this method of investigating intermediate
compounds is very convenient. However, the matrix
must have very little effect on the properties of the
particles introduced into it, and this means that the
most suitable matrix is the gas crystal which has, in
fact, been used as a "filler" in such studies.

In addition to investigations of the parameters of rad-
icals and compounds in a matrix, involving studies of
the absorption spectra in the optical and infrared, Ra-
man scattering, and electron paramagnetic resonance,
matrices of this kind have been extensively used in the
study of chemical reactions. Although a matrix in the
form of a gas crystal has little effect on the parameters
of compounds formed in it, the very presence of the

matrix has a very considerable influence on the kinetics
of the processes taking place in its interior. In particu-
lar, the low temperature of the matrix and the large
number of elastic collisions between the imbedded par-
ticles and the atoms or molecules of the matrix lead to
the stabilization of the intermediate compounds. The
matrix can thus be used to hold weakly bound and met-
astable compounds that are difficult to produce in the
gaseous phase. In a certain sense, therefore, the ma-
trix can be used as an indicator enabling us to establish
whether a particular compound can exist. For this rea-
son many chemical compounds were synthesized only in
a matrix of this kind. All that has been said refers only
to simple chemical compounds.

A metastable crystal consisting of an inert (or molec-
ular) gas with imbedded atoms or radicals may also be
of interest for its own sake. In particular, the inert-
gas crystal can be used as a medium for storing halogen
atoms or atoms of other oxidizing agents. Moreover, the
optical and magnetic properties of the atoms or radicals
frozen into the matrix may be important for different
applied purposes. If the foreign particles are positive
or negative ions, the result is a plasma frozen into the
matrix, and the electromagnetic or electrical proper-
ties of such a system may be of physical and practical
interest. An important point is that, although such sys-
tems are metastable, their lifetime at low temperatures
(of the order of a few tens of degrees) may turn out to
be very large, so that they may be regarded as stable
systems at such temperatures.

Systems consisting of gas crystals containing im-
bedded foreign atoms, radicals, or molecules may be
divided into two classes. The first class includes those
cases where the size of the foreign particle and the pa-
rameters describing its interaction with the atoms or
molecules of the crystal may be very different from the
corresponding parameters for two particles of the gas

522 Sov. Phys. Usp. 21(6), June 1978 0038-5670/78/060522-13$01.10 © 1979 American Institute of Physics 522



crystal itself. The structure of the crystal lattice is
then greatly distorted in the region of the foreign par-
ticle, and this distortion moves together with this par-
ticle. The other situation arises when the parameters
describing the interaction of the foreign particle with
the crystal particles are similar to those for the inter-
action between the crystal particles. The foreign par-
ticle can then occupy a crystal lattice site, and will on-
ly rarely undergo transitions to neighboring sites. Such
particles can be retained by the crystal for a very long
time. Experimental studies performed so far with gas
crystals containing imbedded particles have been con-
cerned mainly with crystals of the first type. Metas-
table crystals of the second kind are of particular inter-
est because their lifetime may be very large, so that
they are practically stable at low temperatures. This,
clearly, reveals new possibilities for the application of
such objects.

We shall review studies of gas crystals containing
imbedded particles and will analyze the properties of
such systems with a view to establishing the most prom-
ising trends in this area.

1. Structure of inert-gas crystals with imbedded
impurities

The particular feature of gas crystals is that the in-
teraction potential between neighboring atomic particles
is small in comparison with the characteristic elec-
tronic energies, and decreases rapidly with increasing
separation between them. The leading properties of the
gas crystal are therefore determined by the parameters
of the two-body interaction between nearest neighbors.
In what follows, we shall briefly examine the problem
of the two-body interaction between atomic particles for
the range of interaction parameters that is of interest
for gas crystals.

Relatively extensive information is now available on
the interaction potential between atomic particles in the
range in which these particles can form a bond. The
most accurate modern method in this area is the anal-
ysis of differential cross sections for collisions be-
tween the particles. Less accurate values for the two-
body interaction potential can be obtained from inte-
grated characteristics, namely, total collision cross
sections, transport coefficients (diffusion, thermal
conduction, viscosity), the virial coefficients, and so
on.

When the separation between the atomic particles is
large, so that the interaction potential between them is
small in comparison with the characteristic electronic
energies, the potential can be determined from the
asymptotic theory of interaction between atomic parti-
cles and, in the case of interaction between atoms, can
be written in the form9

'», (1)

which is connected with the overlap of their electronic
shells. The exchange interaction is a repulsion when
the electronic shells of one of the interacting atoms is
filled. The expression given by (1) is asymptotically
precise in the limit of large separations between the
nuclei.

To determine the parameters of metastable gas crys-
tals, we shall use the asymptotic theory of interaction
between atomic particles, which is particularly valuable
for an arbitrary interacting pair whenever there is a
lack of experimental data. It yields more extensive in-
formation on the interaction potentials as compared with
experiment. We note that the precision of the results
obtained from the asymptotic theory is lower than that
of the data obtained from measurements of differential
scattering cross sections, but is not lower than the pre-
cision achieved by other experimental techniques. An
important advantage of the asymptotic theory is that it
enables us to estimate the accuracy of the final result.
For simplicity, we shall henceforth confine our atten-
tion to metastable crystals containing only atoms (with
noble gas atoms forming the matrix), since the two-
body interaction potential then has the simplest form (1)
and can be established with the highest precision.

Table I lists the parameters of the interaction poten-
tial (1) for typical atomic pairs that may be of interest
for the metastable crystals that we are considering.
The parameters are expressed in atomic units and are
taken from the monograph by Smirnov.9 Table I also
lists the parameters of the minimum of the potential
for the two-body atomic interaction potential, U(rm)
= -D, and the separation r m between the nuclei for

TABLE I. Parameters of the two-body interaction potentials
between atoms and of the gas crystal.

where R is the distance between the nuclei, the first
term corresponds to the van der Waals attraction be-
tween the atoms at large distances, and the second term
describes the exchange interaction between the atoms,
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which the minimum occurs. The precision with which
these quantities are determined is limited by uncertain-
ties in the atomic parameters in the expression for the
exchange interaction potential and by the precision of
the approximations employed in the calculation. The
overall uncertainty is 20-30% in the case of two inter-
acting inert-gas atoms and roughly 100% in the case of
the interaction between an inert-gas atom and some
other atom. Many of the results given below must
therefore be regarded as only very rough approxima-
tions. Since we shall be concerned with qualitative re-
sults, we shall not use experimental information on
atomic two-body interaction potentials. The most ac-
curate parameters of the interaction potential (obtained
by measurements of differential or total scattering
cross sections at low energies) are in agreement with
the data listed in Table I to within the above limits of
error in the case of interactions between two inert-gas
atoms,10·27 an inert-gas atom and the hydrogen atom,28·30

and an inert-gas atom and the oxygen atom.31

The structure of the gas crystal corresponds to the
case of closest packing, so that the gas crystal with
two-body interaction between nearest neighbors is a
face-centered cubic crystal.1' The separation between
neighboring atoms in this crystal is practically the
same as the separation rm between two atoms corre-
sponding to the minimum in the two-body interaction
potential. If the impurity atom is located at a gas-
crystal lattice site, the distance from it to the nearest
neighbors will be slightly different from the separation
between the neighboring atoms of the inert gas because
the equilibrium distance between the impurity atom and
the inert-gas atom, rlm, differs from the corresponding
rm for two inert-gas atoms. Consider the distance αλ

between the impurity atom and the nearest inert-gas
atom in the gas-crystal lattice, taking into account only
short-range order phenomena and assuming that a1 is
not very different from the separation a between the
neighboring inert-gas atoms in the lattice. To be spec-
ific, we shall suppose that r l m > r m , i.e., a{>a (aarm).
Next, let us replace an inert-gas atom at the crystal
lattice site by an impurity atom. The distance to the
nearest neighbors will then increase to ax and the sep-
aration between neighboring inert-gas atoms that are
nearest neighbors will also increase to ax and will differ
from the equilibrium separation in the crystal a = r m .
We shall take this effect into account and will determine
the optimum separation between the impurity atom and
the nearest neighbors from the condition that the total
interaction potential between the atoms must be a mini-
mum. Each of the nearest neighbors of the impurity
atom has four nearest neighbors among the nearest
neighbors of the impurity atom. Hence, by changing the
separation between the impurity atom and the 12 nearest
neighbors, we have also changed the 24 separations be-
tween the nearest neighbors. Since we are near the
minima of both interaction potentials, we shall deter-
mine the equilibrium distance αλ between the impurity

atom and an inert-gas atom from the minimum condition
for the potential

where U is the interaction potential between two inert-
gas atoms and U1 is the interaction potential between
the impurity atom and an inert-gas atom. This gives

We have not taken into account the distortion of the lat-
tice at large distances from the impurity atom, so that
(2) gives the upper limit for the change in the nearest-
neighbor distance, i.e., δα=\α1-α\ (after an inert-gas
atom has been replaced by an impurity atom). The val-
ues of δα are listed in Table I.

In accordance with the foregoing expressions, the
change in the interaction potential between the impurity
atom and a nearest-neighbor inert-gas atom as com-
pared with the minimum in the potential of the two-body
interaction between the impurity atom and the inert-gas
atom is

&D--
2 h m - ' ) ' P ; (£T

> (£/;+2£7-)a ·

'>We shall not distinguish the face-centered cubic lattice and
the closely packed hexagonal lattice: each particle has 12
nearest neighbors in either structure.

This formula is valid for AD«D 1 ; where Dj is the depth
of the potential well for the interaction between the im-
purity atom and the inert-gas atom. Values of this dif-
ference are listed in Table I, which also gives the ratio
AD/Dj calculated from this formula. The extent to
which the condition AD «D is satisfied determines the
validity of this formula and is a measure of the influ-
ence of the impurity atom on the ambient lattice. We
shall be concerned in this review with those cases for
which this influence is a minimum.

In practice, it may be supposed that, if the change in
the distance to nearest neighbors, resulting from the
replacement of the inert-gas atom by the impurity atom
at the crystal lattice site, is small or comparable with
the amplitude of vibration of the impurity atom, the lat-
tice parameters will be unaffected by this replacement.
Table I lists values of (Π2/ΜΌ"Ϋ'*, which is of the order
of the amplitude of zero-point oscillations of the nucleus
of the impurity atom (M is the mass of the nucleus of
the impurity atom and U is the interaction potential).
As can be seen, for most of the examples reproduced
in the table it can be assumed that the presence of im-
purity atoms at the sites of the inert-gas crystal lattice
does not produce a change in the geometric parameters
of the lattice.

The asymptotic theory of interaction between atoms at
large separations will therefore enable us to determine
the parameters of metastable gas crystal. Such crys-
tals which are the most stable with respect to the dis-
placement of the imbedded atoms contain them at the
lattice sites of the crystal. The asymptotic theory of
interaction between atoms can therefore be used to
identify the most stable of the metastable gas crystals.

2. Diffusion of imbedded particles in a gas
crystal

An important parameter of the metastable gas crys-
tal is the lifetime of the imbedded particles. These
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particles, which can be atoms or radicals, move
through the lattice of the gas crystal and, having en-
countered one another, form a molecule and, possibly,
in time, a separate phase. This process leads to the
decay of the metastable state under consideration.

Let us relate the lifetime of the metastable crystal
to the parameters characterizing the motion of the im-
bedded particles in its interior. Suppose that the metas-
table state decays as a result of the process

A + B ^ AB,

where A and Β are the impurity particles in the crys-
tal. These particles diffuse through the crystal lattice
and react, forming a new compound when they approach
one another to a distance r0. We shall now derive an
equation for the density of particles A, following Smol-
uchowski.32 The equation for the density [A] of these
particles in a region close to a given particle Β is
ΌΔ[Α] = 0, subject to the boundary condition [A] (r0) =0.
In these expressions, D =DA+DB, and DA,DB are the
diffusion coefficients for the indicated particles. The
solution of this equation is [A] =N[1 - (r/r0)], where r
is the distance to the given particle Β and Ν is the den-
sity of particles A at large distances from the particle
B. Hence, we find that the flux of particles A on the
test particle Β is: j = -Dd[A] /dr(rQ) = DN/r0. If we
suppose that the average densities of particles A and Β
are the same and equal to N, we obtain

(3a)

(3b)

The solution of this equation is

N =

where

and No is the density of the imbedded particles at the
initial time.2'

The lifetime of the metastable gas crystal is thus de-
termined by the diffusion of the imbedded atoms or rad-
icals in its interior. We shall now investigate the na-
ture of the impurity-particle diffusion in the gas crys-
tal, and will estimate the diffusion coefficient for the
imbedded particles when they are located at the sites of
the crystal lattice. The diffusion coefficient can be es-
timated from the formula

-E IT (A\
D=Doe , \^/

whereD0~aV, a is the separation between the nearest
atoms, ν is the characteristic velocity of an atom in
the crystal, Τ is the temperature in energy units, and
Ea is the activation energy for the process under con-
sideration. The factor in front of the exponential is
chosen on the assumption that, if the mutual displace-
ment of the atoms were not impeded, the diffusion coef-
ficients could be estimated as for a gas, i.e., D ~νλ,
where ν is the characteristic velocity of an atom and λ
is the mean free path of an atom which, in this case, is

of the order of a. Table Π lists the values of the factor
multiplying the exponential in (4), namely:

where Ai is the mass of the impurity atom and U1 is the
potential of the two-body interaction between the impur-
ity atom and the crystal atom. It is clear that the main
problem, in this case, is to determine the activation
energyEa.

The activation energy is determined by the diffusion
mechanism (Fig. 1). The most effective diffusion me-
chanism is connected with the formation of vacancies
inside the crystal. The displacement of the impurity
atom to a neighboring lattice site is then possible only
if there is a vacancy at the latter site. The next dis-
placement becomes possible when the vacancy is formed
at one of the neighboring lattice sites. The activation
energy is then given by

where Erac is the energy necessary for the formation of
the vacancy and EtT is the energy necessary for the
transition of the atom to the neighboring lattice site at
which there is a vacancy.

Let us estimate the activation energy under some
simple assumptions. If we take into account only the
nearest-neighbor interaction, we find that Era. = 6D. In-

TABLE II. Diffusion of atoms in a gas crystal.

Atom

0
F
Mg
AI

Η
0
F
Cl
Ca
Fo
Ni

Η
0
Cu
Br
Sr

Ag
Cd
J
Ba
Hg

Crystal

Ne
Ne
Ne
Ne

Ar
Ar
Ar
Ar
Ar
Ar
Ar

Kr
Kr
Kr
Kr
Kr

Φ
 

Φ
 

Φ
 

Φ
 

O

Εα, 10-3 ev,
from (7)

59
51
70
67

94
140
120
160
180
180
140

130
170
160
200
260

230
320
400
340
300

10-*cm»'/sec

3.7
3.2
3.1
2.4

28
4.4
3.8
2.9
2.7
2.1
2.0

30
4.6
1.8
1.7
1.5

1.3
1.3
1.2
0.97
0.83

τ», °κ

2
 2

 2
 3

25
40
34
46
46
46
40

35
48
46
58
64

68
91
91
91
89

2)This equation and its solution correspond to the case
« 1 .

*'lt is clear from Table II that the exponential in front of the
factor in (4) is of the order of 10~4 cm2/sec. A more careful
analysis of the formation of vacancies and their motion shows
that the activation energy is a function of temperature. The
values of DQ deduced from experiment are therefore in the
range 0.1—10 cm2/sec for temperatures somewhat less than the
melting point of the crystal.37 Since, within the framework of
our analysis, this discrepancy between the values of Bo pro-
duces a redefinition of Do, Ea in (4) which in turn produces an
error that lies within the limits of precision that we have
adopted, this point can be neglected.
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FIG. 1. Two mechanisms for the diffusion of imbedded parti-
cles in a gas crystal: a—impurity particle has a size similar
to the particles making up the crystal, is located at the crystal
lattice site, and its transition to a neighboring site involves the
formation of a vacancy and a jump from one site to another;
b— the size of the impurity particle is different from that of
the crystal particles, so that the crystal lattice is distorted in
the neighborhood of the impurity particle and vacancies are
more readily produced in this region; the displacement of vac-
ancies near the impurity particle changes the shape of the
"cavity" occupied by the impurity particle and its location, and
this characterizes the transport of the impurity particle in the
interior of the gas crystal.

deed, this represents the energy that must be expended
to drive the vacancy from the surface of the crystal into
its interior, or the lattice atom from the interior of the
crystal to the surface. On the surface, the atom has 6
nearest neighbors whereas, in the interior, it has 12.
This means that the energy necessary to form a vacancy
in the interior of the crystal is equal to six times the
binding energy between two lattice atoms. If we take
into account the two-body interaction with the remaining
surrounding atoms, and if the two-body interaction po-
tential is taken in the form

where R is the separation between the nuclei, the en-
ergy associated with the bonding of the crystal atom to
the surrounding atom, turns out36 to be 16Z>. Accord-
ingly, the energy expended in the formation of the va-
cancy in the interior of the crystal, i.e., the energy
expended in driving the vacancy from the surface to the
interior of the crystal, is 82). If, on the other hand,
the vacancy is formed in the neighborhood of the impur-
ity atom located at a site of the crystal lattice, then

£vac = ID + Di,

where £>,!>! are the bonding energies between the im-
purity atom and two and one lattice atoms, respectively.

To determine EtT, we begin by assuming that the
transition of the atom to a neighboring free site occurs
with the crystal atom remaining stationary. The energy
which the imbedded atom must have to undergo the tran-
sition to the free neighboring site is equal to the differ-
ence between the interaction potential for the given atom
and the surrounding atoms when it is located at the lat-
tice site, and when it is located at the midpoint between
them. This energy is given by

-11J7, <<0-2CTx (a Y2)-W1 (α YD-U,. (2α);

(6)

where XJ1 is the interaction potential between the given
atom and the surrounding atoms and the argument indi-
cates the distance between the nuclei for which the po-
tential is evaluated. In deriving this expression, we

took into account only the interaction with atoms that
are the nearest neighbors in relation to one of the sites
involved in the transition of the test atom. Moreover,
the nuclei are here regarded (and will continue to be
regarded) as classical particles, i.e., it is assumed
that the energy of zero-point oscillations is small in
comparison with the depth of the interaction potential

In view of the very approximate nature of our calcula-
tions, we shall approximate the two-body interaction
potential between the atoms by the most usable model,
namely,

where R is the separation between the nuclei. If we use
this expression in (6), we find that EiT = 9.2Dy. This is,
clearly, too high, since the displacement of the test
atom is accompanied by a shift of the neighboring atoms
away from their normal positions and, since the inter-
action potential is very sensitive to changes in separ-
ation, this will reduce the height of the barrier. The ·
error can be reduced to some extent by taking this ef-
fect into account, but only for the four nearest neigh-
bors of the displaced atom, which are the nearest neigh-
bors both for this atom and for the vacancy. At the mid-
way point, the distance from the displaced atom to the
stationary atoms is aV3/2. Let us shift these lattice
atoms when the displaced atom is at the half-way point
along its path, and take into account the interaction of
these atoms only with their nearest neighbors. We then
find the optimum shift of these lattice atoms from the
condition for the minimum of total interaction energy.3'
The final expression for the energy necessary for the
displacement of the imbedded atom to a neighboring
available vacancy is EiT=4ADx. According to (5), the
activation energy for the diffusion process is then

Ea = ID + 6D1( (7)

where D is the dissociation energy of the molecule con-
sisting of two lattice atoms and£>1 is the bonding energy
between the imbedded atom and the lattice atom. Table
Π lists values of the activation energy corresponding to
the diffusion process for a number of atoms in inert-gas
crystals. They were calculated from (7).

The method discussed above of calculating the activa-
tion energy for the diffusion process is presented here
because of its graphic and simple nature. Among the
existing theoretical calculations of activation ener-
gy33"35 l 3 7 many take into account more accurately the
connection between the activation energy and the poten-

3'This corresponds to the minimization of the following sum of
interaction potentials:

The quantity 6 «a characterizes the shift of the atom under
consideration and 6 = 0 corresponds to the condition given by
(6) when the lattice atoms remain stationary during the dis-
placement of the imbedded particle.
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tial of interaction between atoms, with the accuracy of
obtaining the activation energy for the diffusion process
being determined by the accuracy of the pair interaction
potential for the atoms in the crystal. In all these cal-
culations the activation energy for diffusion processes
is comparable with the energy of sublimation which for
the chosen form of the interaction potential between the
atoms3 6 amounts to 8B. We note that for other diffusion
mechanisms which do not involve the formation of va-
cant sites in the crystal the activation energy for the
diffusion process is greater than that given by Eq. (7).
In particular, in the absence of vacant sites the most
effective diffusion mechanism is associated with a cyclic
permutation of three atoms which are each other's
nearest neighbors. If we neglect the interaction between
these atoms in the course of their moving to new posi-
tions then the activation energy for this process will
exceed 2 £ t r + £ t

<

r

1 )>10D+5D1, and this is somewhat
higher than the value corresponding to Eq. (7).

The experimental methods for measuring the activa-
tion energy for self-diffusion in a gas crystal are based
on studies of isotopic exchange with the vapor above the
crystal surface. Table III shows the experimental data
and the results obtained from (7), as well as those cal-
culated from the semiempirical formula of Oshcherin.43

This formula can be obtained as follows. Let us sup-
pose that the transition of the imbedded atom to a neigh-
boring free lattice site is accompanied by a small dis-
placement of a large number of ambient atoms. The
activation energy for the diffusion process is then given
byEa~a2U", where a is the lattice constant and U is the
two-body interaction potential between the atoms. Since,
by definition of the Debye frequency ω0, U"~Mu>2

D for a
crystal with the two-body interaction (M is the mass of
a crystal atom), it follows that43

(8)

where the numerical coefficient is chosen so as to en-
sure the best fit to the experimental data.

The formation of vacancies in the crystal is a special
problem. Experiment shows that the concentration of
vacancies is small even near the melting point. Thus,
it has been established44 that the concentration of vacan-
cies in solid argon is less than 0.0037, whereas the val-
ue near the melting point45 is less than 0.0025. Studies
of solid krypton have shown46 that the concentration of
vacancies in this material is less than 0.001. Particu-
larly careful studies of solid krypton45 have shown that
the concentration of vacancies at the melting point is
0.003. Moreover, it was found that the energy of for-
mation of vacancies is two-thirds of the sublimation
energy. We note that we have assumed in the derivation

TABLE III. Activation energy for the self-dif-
fusion of atoms in inert-gas crystals (0.01 eV).

Crystal

Ne

Ar

Kr

Xe

Debye fre-
quency,37

1012 sec-1

8.6

11

8.4

7.2

Experiment

4.1+0.2I 4 ' !

17+lB*;16+lIJ1"

21 + 11401:22+11"

32+n.2l«i

Equation
O)

4.9

16
99

31

Equation
(S)'

3.5

17

23

28

soo t, sec

FIG. 2. Relative absorption of Ag(CO3)3 in solid CO as a func-
tion of time in the infrared absorption band.50 The temperature
of the solid CO is 33 °K and 37 °K.

of (7) that these two quantities are equal.

There are as yet no reliable methods for the precise
determination of the diffusion coefficients for foreign
atoms and molecules in a gas crystal. Very few such
measurements have been carried out and have yielded
only the order of magnitude for the diffusion coefficient.
The measurements were based on an analysis of (3),
which gives the density of imbedded particles as a func-
tion of time. This method was used to determine the
diffusion coefficient for CO molecules in solid argon48

and for Sn atoms in solid nitrogen.49 In both cases, the
diffusion coefficient at 30 °K was of the order of 10"16

cmVsec. Figures 2 and 3 show the results of measure-
ments of the diffusion coefficient for Ag(CO)3 in solid
CO.50 The diffusion coefficient was found to vary from
10'18 to 10"15 cm2/sec when the temperature was varied
from 30 to 37 °K. The activation energy for the diffusion
of this molecule was found to be 1.9 ±0.3 kcal/mole or
0.082±0.0013 eV. Equation (8) yields the figure of 0.72
kcal/mole for the activation energy of this process.

It is important to remember that the diffusion of im-
bedded atoms, molecules or radicals in a gas crystal
is substantially facilitated if the dimensions of these
particles and the parameters of their interaction with
the atoms or molecules of the crystal are very different
from the corresponding parameters for the lattice par-
ticles. When this is so, the imbedded particle pro-
duces a substantial distortion of the lattice in its own
neighborhood, and this facilitates the displacement of
the neighboring crystal atoms and, consequently, of the

-Inj

O.№5 O.O30 0.035 1/T, Meg)'1

FIG. 3. Logarithm of the diffusion coefficient in solid CO as a
function of the reciprocal temperature.50 The activation energy
for this diffusion process is 1.9±0.3 kcal/mol.
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imbedded particle itself (Fig. lb). The lowest values
of the diffusion coefficient correspond to the case in-
vestigated above, where the imbedded particle is at
the crystal lattice site and its diffusion involves dis-
placement over the crystal lattice sites.

We shall now estimate the lifetime of a number of
metastable crystals of this type in order to confirm the
reality of their existence. We shall suppose that ro=a
in (3), i.e., we shall assume that, if they find them-
selves on neighboring crystal lattice sites, the im-
bedded atoms automatically recombine. Since No

= (V5"/«3)c, where c is the concentration of the impurity
atoms, the formula given by (3b) can be rewritten in
the form

(9)

Table II lists values of the crystal temperature To for
which the lifetime r0 is of the order of a day within the
framework of this particular model. These parameters
are defined with an uncertainty of 100%. We note that
since, in practice, the impurity concentration in a given
crystal may be much less than 1%, τ~1 day corresponds
to a crystal lifetime of the order of or much greater
than a week. The analysis thus shows that metastable
crystals are practically stable at low temperatures.

The results listed in Table Π are in approximate cor-
respondence with Pimentel's rule of thumb.6 Essential-
ly, this rule states that imbedded particles in a gas
crystal can remain isolated for a fairly long time only
if the crystal temperature is less than half the melting
point.4'

It is important to note one further feature of the dif-
fusion of imbedded particles in a metastable gas crys-
tal at low temperatures. A crystal of this kind will al-
ways contain impurities which considerably distort the
lattice and facilitate the appearance and transport of
vacancies. At very low temperatures, when the con-
centration of vacancies in the crystal becomes com-
parable with the concentration of such impurities, these
impurity centers will influence the formation of vacan-
cies in the crystal and, consequently, the displacement
of particles in its interior. The diffusion coefficient for
the imbedded particles in a gas crystal at low temper-
atures therefore depends on the purity of the crystal.
The imbedding of impurities distorting the lattice in
the gas crystal will then facilitate and increase the dif-
fusion coefficient for the imbedded particles in the
crystal.

An increase in temperature leads to the decay of the
metastable gas crystals. On the other hand, recombin-
ation of foreign atoms inside the crystal is accompanied
by the release of heat, and may accelerate the crystal
decay process. It is, therefore, meaningful to consider
the stability of a metastable gas crystal against thermal
explosion,7·8 i.e., an unstable process in which the heat

4)The melting point for inert-gas crystals is as follows51:
24.2°K for neon, 84 °K for argon, 116 °K for krypton, and
161 °K for xenon.

release is so great that the liberated energy does not
succeed in leaving the crystal and produces explosive
heating. We shall derive the criterion for thermal in-
stability for the simplest geometry in which the speci-
men is-in the gap between two infinite plates held at a
temperature Tw. The temperature of the specimen at
its center is To and the distance between the center and
the walls is I. The heat release in the interior of the
specimen is due to the recombination of foreign atoms
or radicals, and is determined by their diffusion in the
crystal. In accordance with (4), the heat release per
unit volume per unit time will therefore be written in
the form Aexp(-Ea/T), where A is a slowly-varying
function of temperature. The heat is lost from the spec-
imen as a result of thermal conduction, so that the
equation for the temperature is

where κ is the temperature diffusivity and the χ axis is
perpendicular to the two plates.

Since the heat release occurs only in the neighborhood
of the center, we obtain T(x)=T0 -χΔΤ/l, where ΔΓ
= TO-TV. Next, integrating this equation with respect
to x, we find that the relation between the temperature
at the center of the specimen and on the walls is

TOIYA g _ E

γεακ

Let us consider this in greater detail. The right-hand
part of this relation is a more rapidly-varying function
of temperature at the center than the left-hand part. If
the derivative of the right-hand part with respect to To

is greater than unity for AT =0, this formula is not sat-
isfied for any To. This means that, in fact, thermal
conduction will not ensure the removal of the heat re-
leased in the interior of the specimen. The criterion
for thermal instability in the case of this geometry is,
therefore,

Estimates performed for a number of metastable gas
crystals have shown that, in practice, thermal instability
does not produce a substantial restriction on the region
of existence of such systems. As an example, Table IV
shows T c r l t for an argon crystal containing chlorine
atoms. If the temperature on the surface of the crystal
is greater than T c r l t thermal instability, leading to fast
recombination of the chlorine atoms, develops inside
the specimen. Comparison with Table Π shows that,
for realistic values of the parameters of the specimen,

TABLE IV. Critical temperature correspond-
ing to the thermal instability of an argon crys-
tal with imbedded chlorine atoms.

Tan, deg

0.001

80

0.01

65

0 . 1

57

1

50

10

45

100

40

*'c—concentration of chlorine atoms in %,
I—linear size of the specimen, cm.

528 Sov. Phys. Usp. 21(6), June 1978 Β. Μ. Smirnov 528



this quantity exceeds the temperature that ensures a
sufficiently slow recombination of the atoms.

3. Experimental studies of imbedded particles in

gas crystals

We begin by considering the methods available for
producing gas crystals with imbedded particles. There
is a number of them. The most widely used method is
based on the implantation of the atoms or radicals di-
rectly in the interior of the crystal. This is done by
adding stable molecules to the gas during the formation
of the gas crystal by deposition on a cold surface.
These molecules are then exposed to radiation which
produces radicals or atoms in the interior of the crys-
tal. For example, the radical XeF was produced in a
neon matrix52 at 4 °K by freezing a mixture consisting
of CF4, Xe, and Ne in a ratio of 1: 5:1000. Ultraviolet
radiation was then used to produce partial photodissoci-
ation of CF4 with the formation of the fluorine atom.
This atom has a relatively high initial energy and moves
through the interior of the crystal. It has a finite prob-
ability of encountering a xenon atom and thus forming
the radical XeF, which is to be investigated.

The disadvantage of this method is that it also pro-
duces foreign radicals (in this example, CF3) which,
at low temperatures, will influence the formation of
vacancies in the gas crystal and, consequently, the
lifetime of the imbedded particles in the crystal. How-
ever, the method turns out to be very convenient when
simple molecules are used to produce the radicals. For
example, to produce solid argon with imbedded chlorine
atoms, it is convenient to prepare the condensed mix-
ture of argon and molecular chlorine and then expose it
to ultraviolet light. The chlorine molecule then splits
into chlorine atoms which have sufficient energy to
travel through the crystal lattice and are eventually
trapped at the lattice sites.

The other method of producing a gas crystal with im-
bedded particles is to prepare the foreign particles in
the form in which they are required in the matrix. This
is so in all cases where the impurity particles are metal
atoms. The most convenient method of producing these
atoms is based on the use of the Knudsen cell.2'β This
cell is a closed container made of a high-melting metal
with a narrow aperture. It is loaded with the metal un-
der investigation and heated. When the temperature is
high enough, the vapor of the metal effuses through the
aperture and this directional beam of atoms is inter-
cepted by the target on which it condenses together with
the gas whose particles make up the gas crystal. This
method can be used to produce a gas crystal with a reg-
ulated concentration of imbedded particles.

Although the above methods of producing gas crystals
with imbedded particles are the most practical, there
are several other approaches. For example, the im-
purity atoms or ions can be introduced into the gas
crystal by bombarding it with these atoms or ions.
Since each particle transports relatively large amounts
of energy which is eventually used up in heating the
crystal, and produces a number of crystal defects, this

TABLE V. Parameters of the radical CJ (in cm"1).

Matrix

Electronic
ground
state

Excited elec-
tronic state

Energy of vi-
brational
quantum,

Anhaxmon-
ism, i*ieXe

Energy of ex-
citation of
the electonic
state, Te

Energy of vi-
brational quan-
tum, ωε

Anharmon-
ism, <*>^e

Gaseous
phase

1781.Π

11.6

18391

1968.7

14.4

N 2

5 4

1792.2

11.5

19023

N e 5 5

18(11.2

16.7

18726

1937.3

22.6

Ar 5 4

1803.6

12.1

19109

1986.2

18.2

Kr6 5

1797.8

11.6

19054

1970.4

16.5

X e «

1783.8

11.0

19106

1967.2

14.6

approach is only suitable for very low currents and con-
centrations of foreign particles in the gas crystal.

Crystals with imbedded radicals are widely used at
present to investigate the properties of radicals. Such
studies are based on various methods. Investigations
of Raman scattering and the infrared absorption spec-
trum of radicals can be used to establish their vibra-
tional parameters, whereas the absorption spectrum of
a radical frozen into the matrix yields information on
the parameters of its electronically excited states.
Finally, electron paramagnetic resonance can be used
to establish the presence of chemical bonding involving
the participation of the radical under investigation.

We shall not pause to consider the results of such
studies in detail and will merely note their leading fea-
tures. The main conclusion of these investigations is
that the parameters of the radicals frozen into the ma-
trix are not very different from the parameters in vac-
uum. The interaction between the imbedded radicals
and the atoms or molecules of the gas crystals is weak
and has little effect on the individual properties of the
radicals. As a demonstration of this, Table V lists the
parameters of the ground and electronically excited
states of the radical C2 in the gaseous phase and in dif-
ferent gas crystals. Table VI gives the parameters of
the ground and electronically excited states for the
radicals XeF and KrF, for which the potential curves
are shown in Fig. 4. Table VII gives the mean vibration
frequencies for a number of carbonyls in different ma-
trices. The relatively slight dependence of the param-
eters of the radicals on the type of matrix suggest that

TABLE VI. Parameters of electronically excited states of the
radicals XeF, and KrF (in cm" 1 ). 5 6 " 5 9

Radical

Matrix

E
le

ct
ro

n
ic

 s
ta

te

Β

D

Energy of ex-
citation of the
electronic
state
Energy of vi-
brationat quan-
tum
Energy of ex-
citation of
electronic
state
Energy of vi-
brational
quantum

XeF

Gas

28800

309

38100

350

Ne

-

37670

340

A

24900

280

35900

316

K r F

Gas

40100

341

47100

356

Ne

39900

340

-

Ar

37800

315

43000

336
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TABLE VII. Mean vibrational frequencies ex-
cited in infrared absorption by molecules (in
cm"1).6 0·6 1

Molecule

AgCO
Ag(CO),
Au(CO)2

Matrix

N«

1929

Ar

1958
1955
1923

Kr

1951
1933
1917

Xe

1945
1926
1910

Gas

1966
1975
1913

investigations of the properties of radicals in matrices
will, within limits, establish the individual properties
of these radicals in vacuum.

This means that studies of radicals in matrices are
capable of yielding extensive information on the proper-
ties of the radicals. In particular, they have estab-
lished the existence of radicals such as XeCl and
XeBr.57·62 Studies performed in matrices have resulted
in values for the parameters of the electronically ex-
cited states of the radicals KrF, XeF, OH, NH, C~2,
CF2, and others.52·54"57>β3'70

Experiments with matrices are also important from
the point of view of establishing the existence of various
simple chemical compounds. The conditions under
which chemical reactions take place in a gas crystal are
different from those in the gaseous phase. The inter-
action with the surrounding particles of the gas crystal
enables one to perform reactions of the ίοττηΧ+Υ—ΧΥ,
which, in the gaseous phase, are only possible in tern-
ary collisions. This fact and the low temperatures of
the crystal ensure that whole groups of chemical com-
pounds can be obtained in matrices but, because of their
low stability, have never been observed in the gaseous
phase. They include, in particular, such compounds as
MO2 (Μ = Li, Na, K, Ca, Sr, Ba, Ni, Pd, Pt),71"80 MO4

(M=Na, K, Rb, Cs, Cr, Ni, Cu, Pd, Au, pt),7 6·7 9·8 1'8 3 MO3

(Μ = Li, Na, K, Pb, Cs),84 M(CO),, (Μ = Ni, Cu, Ag, Au, Ta,

υ ) β ο , 6i, 85-87 Μ ( Ν 2 ) Π (M =Ni, Pd, U),88-"1 and so on.

r('S)+Xe+(!P) '

4.0
Xe-F separation, A

FIG. 4. Potential curves for the radical XeF. The lower
terms X,A correspond to ground state of the interacting atoms,
and upper terms B,C,D are formed with the participation of
ionic states.

Investigations of the properties of radicals in gas
crystals have thus yielded extensive information on the
parameters of these radicals, on the relatively unstable
chemical compounds which can be formed with the par-
ticipation of the radicals, and on the properties of these
compounds. All this has stimulated the development of
methods for the investigation of atoms, radicals, and
molecules in gas crystals, and has resulted in a reli-
able experimental base upon which such objects can be
obtained and investigated. In my view, the most inter-
esting development is the production of metastable gas
crystals in which the imbedded atoms, radicals, or
ions are at the sites of the crystal lattice.

4. Long-lived gas crystals with imbedded particles

We shall now consider a gas crystal with imbedded
atomic particles in which the size of the impurity parti-
cle is similar to that of the atoms or molecules making
up the crystal. The imbedded particle is in this case
"stuck" at a site of the crystal lattice and the system
may exist for a long time at low temperatures. This
opens up new possibilities for the use of metastable gas
crystals.

Let us consider some special cases of such objects
and the ways in which they can be used. One such me-
tastable crystal can be obtained by introducing chlorine
atoms into solid argon or oxygen or fluorine atoms into
solid neon or argon. At low temperatures, these atoms
will remain in the solid matrix for long periods of time,
so that the metastable crystal under investigation may
subsequently be used as a source of the impurity atom
which can be released by heating. This type of metas-
table crystal can thus be used as a method of storing
highly reactive atoms.

Another example of a metastable gas crystal of this
kind can be obtained by adding calcium, iron, or nickel
to condensed argon, or mercury or thallium to con-
densed xenon, and so on. A system of this kind is of
considerable interest in two respects. On the one hand,
it acts as an optical filter, absorbing radiation in nar-
row bands near the absorption lines of the impurity
atom. It can also be used as a laser operating between
the states of the impurity atoms whose levels are
slightly broadened and shifted by the interaction with
the ambient atoms or molecules. If, at the same time,
we use magnetic impurity atoms, i.e., atoms with non-
zero spins, the magnetic properties of the system be-
come physically interesting.

We note that, in each of the above cases, the impurity
acts as a gas of atoms dissolved in the condensed inert
or molecular gas. The density of the impurity atoms
can be very high. Thus, for impurity concentrations
of, say, 0.1% in solid argon (in practice, one may well
consider impurity concentrations much less than 1%),
the density of impurity atoms is about 4 x 1019 cm"3.
This corresponds to a pressure of the gas atoms at
room temperature exceeding 1 atm.

The system consisting of solid xenon and containing
positive cesium ions and negative iodine ions, or solid
argon with added positive potassium ions and negative
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chlorine ions, are examples of the most interesting type
of metastable crystal of the kind considered above.
Here, we have a peculiar form of plasma which effi-
ciently absorbs microwave radiation or can be a source
of this radiation at frequencies of the order of the plas-
ma frequencies. Moreover, the plasma density can be
quite high in comparison with the gaseous system. At
the same time, in contrast to the gaseous system, it is
possible to produce inhomogeneous layers of imbedded
particles, which enhances practical interest in this type
of system. Let us consider such systems in greater de-
tail.

The presence of ions in gas crystals has been demon-
strated by a number of experiments. For example, Li+

and OF' , 9 2 UO* and NO" , 9 3 and NOj , 9 4 Η3Ο
+ and

NO3,94 and so on have been investigated in the argon
matrix at low temperatures. The presence of the posi-
tive and negative molecular ions in the matrix was es-
tablished from their vibrational spectrum, since the
vibrational spectra of the ions and of the corresponding
neutral particles are quite different. In all these cases,
the size of the ions is large enough and they can under-
go appreciable displacement in the interior of the crys-
tal during the observations. The energetically most
convenient disposition of these ions is that in which they
are in the neighborhood of each other. In all these
cases, we are therefore most likely to be dealing with
a molecule consisting of positive and negative ions cou-
pled by ionic bonding rather than the corresponding ions
individually. Henceforth, we shall be concerned with
gas crystals containing separated positive and negative
ions. These ions are at the sites of the crystal lattice
and this impedes their displacement.

We must now consider the essential features of the
above system. If we drive alkali metal or halogen at-
oms into the gas crystal, it is often energetically more
convenient to use positive ions of the alkali metals and
negative ions of the halogens rather than neutral atoms.
We note that this is not so in the case of the gaseous
system because the electron affinity of any halogen
atom is always less than the ionization potential of any
alkali-metal atom. In the gas crystal, on the other
hand, the polarization interaction between the ions and
the ambient atoms will often modify this situation. We
shall now consider this in some special cases.

Consider a gas crystal consisting of inert-gas atoms
and containing alkali-metal ions. To determine the pa-
rameters of the system, we use the information on the
two-body interaction potential between alkali-metal ions
and inert-gas atoms. These data have been obtained by
theoretical calculations95"98 and deduced from measure-
ments of elastic ion-atom scattering cross sections9 9·1 0 0

and of the mobility of the ions in the inert gas.101"104 We
shall base our discussion on the interaction potential
between the alkali-metal ion and the inert-gas atom
given by Mason and Schamp101

£M«)= - τ u τ 1 -° (10)

Table VIII lists the parameters of this potential for typ-
ical pairs, and also the following quantities determined
from the formulas given above: δα—the difference be-

TABLE VIII. Interaction of alkali-

metal ions with inert-gas atoms (two-

body and in crystal lattice).

System

D, .v
rm, A
6a, A
(»VMC/;)"4. A
AD/Dt
At/din , «v
AU, «V

J — AU

K* — AT

0.12
3.00
0.35
0.21
0.009
1.2
2.6
1.7

Rh+ - Kr

0.12
3.34
0.20
0.18
0.006
1.4
2.9
1.3

Cs+ — Xe

0.11
3.88
0.12
0.18
0.006
2.0
0.6
0.6

tween the distance between two nearest atoms in the
crystal and between the ion and the nearest atom,
(tP/MUiY^—aquaiAity of the order of the amplitude of
the oscillation of the ion, and AD/Di—relative change in
the bonding energy of the ion and the nearest inert-gas
atom in the crystal as compared with the bonding ener-
gy of these particles in the absence of the ambient at-
oms.

Comparison of Tables I and Vin will show that the
interaction between the ion and the inert-gas atom is
stronger as compared with the case of neutral parti-
cles. The implantation of the impurity ion will, there-
fore, produce substantial distortion of the gas-crystal
lattice. Another feature of this system is that the in-
teraction potential between the ion and the lattice con-
tains an important contribution due to atoms that are
not nearest neighbors. If we use the parameters of the
face-centered lattice,36 we find that

V a'2 _
' Zl 2Λ*

13.1ae!

(11)

where α is the polarizability of the atom and the sum is
evaluated over the atoms that are not the nearest neigh-
bors of the ion, and a is the distance between two near-
est lattice atoms. It is clear thatAI/d l s t depends only on
the lattice parameters and is independent of the type of
ion. The total bonding energy of the ion to the crystal
lattice is

AU = AUiM + 12D,, (12)

where D λ is the bonding energy between the ion and the
nearest atom. Table VIII lists the values of &Uiist and
ΔΙΙ for the systems under consideration. The quantity
ΔΪ7 is comparable with the ionization potential J for the
corresponding atom. Introduction of an alkali-metal at-
om into the inert-gas crystal will, as a rule, lead to a
positive interaction energy between the atom and the
lattice (the energy of the atom outside the lattice is tak-
en to be zero). The two-body interaction potentials be-
tween the inert-gas atoms and the alkali-metal atoms
are reasonably well known. They have been deduced
from optical measurements,1 0 4 '1 0 8 from scattering

data,1 ' and from calculations.1 2 0·1 2 1 The energies
of interaction between alkali-metal atoms and inert-gas
atoms in the crystal lattice are lower by an order of
magnitude as compared with the energy of interaction
for their ions. We shall, therefore, assume that the
introduction of the alkali-metal ion into the lattice site
of the inert-gas crystal leads to a change in the energy
of the system as compared with the case when the cor-
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responding alkali-metal atom is introduced. We shall
represent this change by AU.

We now consider the case where the lattice sites of
the inert-gas crystal contain both alkali-metal atoms
and halogen atoms at a sufficient distance from each
other. It then follows from Table Vm that the energet-
ically most advantageous situation is where the system
contains positive ions of the alkali metals and negative
ions of the halogens. In fact, the binding energy of an
electron to the negative ion122'126 is 3.40 eV for fluorine,
3.62 eV for chlorine, 3.37 eV for bromine, and 3.08 eV
for iodine and, in each case, is appreciably greater
than J=AU. Moreover, the interaction potential be-
tween the negative ion of the halogen atom and the crys-
tal lattice is of the same order and sign as for the posi-
tive ion of the alkali metal. It follows that, in this case,
we have a frozen electrolyte which is stable with respect
to the transition of the electron from the negative ion to
the positive ion. Moreover, we shall suppose that this
stability prevails during the formation of positive and
negative ions of the alkali metal as well. In fact, the
binding energy of an electron to the negative alkali-
metal ion is122"126 approximately 0.5 eV and, if the neg-
ative alkali-metal ion and the nearest inert-gas atoms
exhibit an attractive interaction, it follows from Table
VIII that, in these particular cases, the presence of
positive and negative alkali-metal ions is energetically
more advantageous than the presence of the correspond-
ing atoms. We note that this is valid so long as the sep-
aration between the neighboring impurity particles is
large in comparison with the distance between the near-
est atoms of the crystal. The system is unstable with
respect to the formation of molecules from impurity
particles, or of a separate phase, i.e., the crystal is
metastable in this case.

Finally, we draw attention to one interesting feature
of the frozen electrolyte. Since we are dealing with low
temperatures and relatively high particle densities, we
can easily produce a nonideal plasma in this case.
Thus, in the case of the argon crystal at the boiling
point of hydrogen (T = 20.5 °K), the imperfection param-
eter N{e

e/T3 is equal to unity for ion concentrations of
10"6 (N, is the ion density and e is the electron charge.
The nonideal plasma is thus more readily accessible in
this case than in other physical situations.

Recombination between positive and negative ions in
the inert-gas crystal lattice is different as compared
with the situation where the impurity particles are at-
oms. In the present case, the ions approach one an-
other under the influence of the electric field produced
by them and the recombination coefficient between the
positive and negative ions is given by the Langevin
formula127·122

α = ine (Λ+ + K_),

where K+,K. are the ion mobilities. If we use the Ein-
stein relation128 K=eD/T, where Β is the diffusion coef-
ficient, we obtain

4JM !{B+ + D_) (13)

whereΰ+,Κ. are the diffusion coefficients for the cor-
responding ions in the lattice. Hence, we find that the

characteristic lifetime of the system, i.e., the ion re-
combination time, is

(14)

where N, is the ion density, NQ=y[2/a3 is the density of
atoms in the lattice, and c{ =N{ /No is the concentration
of ions in the lattice. It is clear that the dependence on
the impurity concentration and on the diffusion coeffi-
cients in the expression for the lifetime of the metas-
table gas crystal containing impurity ions is the same
as when the impurity particles are atoms.

Because the bonding energy of ions in the crystal lat-
tice is high, their diffusion over the inert-gas lattice
sites is even more retarded than in the case of the dif-
fusion of impurity atoms. One would, therefore, ex-
pect that inert-gas crystals with imbedded ions will
have relatively long lifetimes, just as in the case of
crystals with impurity atoms. However, the polariza-
tion interaction between the ions and the crystal lattice
produces substantial lattice distortions extending over
a few atomic layers. This may give rise to new ion dif-
fusion mechanisms, so that, in order to establish the
prolonged existence of gas crystals with imbedded ions,
one would have to perform additional experimental and
theoretical studies of the diffusion of ions in gas crys-
tals.

We note that our calculations of the parameters of
particular gas crystals with imbedded particles have
been confined to inert-gas crystals. This was dictated
by the fact that the parameters of the interaction poten-
tials between atoms can be calculated with a sufficient
degree of reliability. It is clear that molecular crys-
tals, and especially solid nitrogen, can also be used as
a basis for the metastable gas crystals under investi-
gation.

CONCLUSIONS

Studies involving atoms or radicals frozen into a gas-
crystal matrix have demonstrated the value of such ob-
jects. They have established the parameters charac-
terizing many of the radicals and have thrown light on
the possible formation of bonding in exotic chemical
compounds. They have also resulted in the production
of compounds which could not be formed by other meth-
ods. However, our analysis has shown that, as a rule,
the size of the imbedded particles in the experiments
performed so far was different from the size of the
atomic particles making up the gas crystal. This facil-
itates the displacement of the imbedded particles in the
crystal and restricts the lifetime of such systems due
to the recombination of atoms on radicals, or their par-
ticipation in chemical reactions. The metastable gas
crystal turns out to be more stable if the size of the
impurity particle is close to the size of the crystal at-
oms, so that these particles get "stuck" at the sites of
the crystal lattice. Such systems are practically stable
and open up new possibilities for utilizing gas crystals
with imbedded foreign atomic particles.
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