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Until quite recently, it was thought that turbulence, i.e., stochastic self-oscillations of a continuous
medium, was related exclusively to the excitation of an exceedingly large number of degrees of freedom.
This review is devoted to the discussion of new ideas on the nature of the unpredictable turbulent motions
in dissipative media connected with the discovery of strange attractors, i.e., attractive regions in phase
space within which all paths are unstable and behave in a very complex fashion (motions on an attractor
of this kind are characterized by a continuous spectrum). Turbulence represented by a strange attractor is
described by a finite number of degrees of freedom, i.e., modes whose physical nature may be different.
The example of a simple electronic noise generator is used to illustrate how the instability (divergence) of
such paths leads to stochastic behavior. The analysis is based on the introduction of a nonreciprocally
single-valued Poincaré mapping onto itself, which is then used to describe the strange attractors
encountered in different physical problems. An example of this mapping is used to demonstrate the
discrete, symbolic, description of dynamic systems. The properties of such systems which indicate their
stochastic nature, for example, positive topologic entropy and hyperbolicity are discussed. Specific
physical mechanisms leading to the appearance of stochastic behavior and characterized by a continuous
time spectrum are discussed. Strange attractors that appear in the case of parametric instability of waves
in plasmas, laser locking by an external field, and so on, are demonstrated. “Attractor models” of
hydrodynamic turbulence are reviewed, and in particular, finite-dimensional hydrodynamic models of
convection in a layer and of Couette flow between rotating cylinders are constructed and found to exhibit
stochastic behavior.
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INTRODUCTION high flow velocities of a liquid in a pipe, the resistance
. to flow increases as the square of the average (over the
The problem of turbulence arose in the middle of cross section) velocity. This is the Chezy law. On the
the last century when many apparently irreconcilable other hand, theory shows that this resistance should
contradictions appeared between theoretical hydrody- increase in proportion to the first power of the ve-
namics (with its Navier-Stokes equations) and applied locity, which is the Poiseuille law. The first step
problems on the flow of a liquid or gas. For example, toward the reconciliation of these contradictions was
it was known to the experimenters that, for sufficiently made by Osborn Reynolds, who published in 1883 a
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paper describing experiments with colored streamers
injected into a flow of fluid, in which he introduced his
celebrated number Re=vD/v (D is the diameter, v the
velocity, and v the kinematic viscosity) and, for the
first time, related Poiseuille’s law to the layered,
laminar, flow of a liquid and Chezy’s law to the irreg-
ular, random, turbulent motion. He established that
laminar motion was stable only for Re <2000 and that
turbulence set in for higher values of Re. Thus, for
water flowing in a tube with a diameter of 1 ¢cm at room
temperature, the laminar state “ends,” as a rule, at
average flow velocities <30 em/sec.

The problem of turbulence, which thus arose almost
a hundred years ago, and involves the elucidation of the
nafure of the random motion of a nonlinear medium and
the development of methods for its self-consistent de-
scription, has remained to this day one of the most
attractive and intriguing problems in classical phys-
ics, and is still a long way from its final solution.?’
The problem of turbulence, which originally appeared
in hydrodynamics, is, in fact, common to plasma
physics, cosmology, ecology, weather forecasting,
the theory of planets and stars, chemical kinetics,
radiophysics, and many other branches of science.

The central question in the problem of turbulence in
all its physical and other manifestations has always
been and still is the question of its nature, i.e., the
reasons for and the mechanisms of generating dis-
order,

At different times, there were a number of models
that attracted enthusiastic support and ciaimed to ex-
plain the mechanisms responsible for the appearance
of turbulence in nonlinear dynamic systems but, each
time, it was not long before their inadequacies were
demonstrated. The Landau -Hopf model is the most
lasting and describes the origin of furbulence in terms
of a long chain of successive instabilities, the result
of which is that the motion becomes very complicated
and tortuous. Right now, we are in the midst of one of
the recurring upturns in the history of the theory of
turbulence, associated with the development of new
ideas on the stochastic character of self-oscillating
dynamic systems and the discovery of the so-called
“strange attrvactors” by Edward Lorenz, Ruelle and
Takens, Smale, and others.

In the same way that a limit cycle in the phase space
of a dynamic system is a mapping of periodic self-
oscillations (A. A. Andronov?), the attractive random
set or, as it is usually called, the strvange attractor,
on which all the paths are unstable and behave in a
complicated and tortuous fashion, is the mathematical
mapping of stochastic self-oscillations. Stochastic
self-oscillations and turbulence are intimately related.
This was discussed by G. S. Gorelik as far back as the
early 1950’s: “Turbulence, with its limit of self-

1'In Feynman’s words, “... we cannot cope with this ‘wet
water’ spraying out of a hose. This is the central probiem
which, come one fair day, we shall have to solve but, as yet,
we don’t know how, !
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excitation, with the characteristic hysteresis in its
appearance and disappearance as the velocity of the
flow producing it is increased or reduced, and the
primary role of nonlinearity in its developed (station-
ary) state, is, in fact, aself-oscillation. Its specific
features are determined by the fact that it is a self-
oscillation of a continuous medium, i.e., a system with
an infinite number of degrees of freedom.””

The belief that the transition of a seif-oscillatory
system to the turbulent state requires the excitation of
at least an exceedingly large (if not infinite) number of
degrees of freedom is very widely held. This is,
clearly, connected with the particular understanding of
stochasticity of dynamic systems that has emerged in
statistical mechanics: the motion of each individual
particle in a gas is, in principle, known and predict-
able, but the motion of a system consisting of a very
large number of particles (even noninteracting parti-
cles) is so complicated that its dynamic description
loses all meaning (even though it is possible, in prin~
ciple!). Moreover, not all the initial conditions are
known absolutely accurately. Hence the need for the
average statistical description. The self-oscillatory
nature of the motion of the system (continuous medium)
is essential, according to these ideas, only during the
establishment of stationary pulsations, i.e., the bal-
ance between the supply of energy by the source (for
example, the source of a flow) and dissipation deter-
mines the intensity of the “self-oscillatory modes.”

In a steady state, this “gas of self-oscillators” should
not, it seems, differ from a perfect gas. Analogous
ideas lie at the basis of the model of turbulence put
forward by Landau in 1944*° and independently in a
somewhat different form by Hopf in 1948.°

As the Reynolds number increases, the Landau-Hopf
model suggests that turbulence appears as a result of
a chain of successive bifurcations that leads to a
quasiperiodic motion u(t)=F(w,¢t,...,wyt), where the
function F has the period of 27 in each of its argu~
ments, and the w; are N irrationally coupled frequen-
cies. The first bifurcations in this chain are very
simple: the initially stable state of equilibrium is
transformed into an unstable state and, at the same
time, a stable limit cycle appears in its neighborhood
(this is the way in which w, appears). The resulting
periodic motion then loses its stability, and a two-
dimensional formation appears in the neighborhood of
the stable cycle that has vanished, namely, a torus
whose winding frequency is unrelated to the main fre~
quency (this is the origin of w,). This doubly periodic
motion then becomes unstable and a three-dimensional
torus is created (w, appears), and so on. When N is
large, the realization of this quasiperiodic process
does, in fact, appear to be random. In particular,
its self-correlation function falls rapidly (as 1/VN)
and the time to its next maximum (Poincaré recur-
rence period®) is T~ exp(aN), where a~1.%

The turbulence model in the form of a “gas” of self-
oscillatory modes with incommensurable frequencies,
which is natural from the standpoint of the commonly
accepted ideas, is, nevertheless, ounly partially valid.

M. |. Rabinovich 444




The point is that the inclusion of even a slight inter-
action between the “particles” of this gas may lead to
the instability of the multifrequency quasiperiodic mo-
tion in which we are interested. The disruption of this
motion, which is represented in phase space by a
circuit on the torus that is not closed, may result in
the appearance of a periodic motion—the limit cycle—
and the “real” stochastic motion, i.e., the strange
attractor. The fact that a small change in the param-
eters of a seif-oscillatory system may result in a
transition from a quasiperiodic motion of the system to
a periodic motion has been known for some time and
is, in fact, the widely known phenomenon of synchron-
ization® (cf., Sec. 2). Yet the possibility of creating a
strange attractor during the disruption of quasiperiodic
motion, i.e., the possibility of establishing as a result
of some particular one in a series of bifurcations of
stochastic (!) motion characterized by a continuous
spectrum in place of motion with a discrete spectrum,
was proved only quite recently by Ruelle and Takens!'®
(1971). In the example considered by them, the number
of independent frequencies preceding the appearance
of stochastic behavior was four, but the stochasticity
represented by a strange attractor can appear even in
self-oscillatory system with only one and a half de-
grees of freedom (three-dimensional phase space) and
certainly in a system with a large number of excited
modes. Thus, it is not at all essential for the transi-
tion of the self-oscillatory system to a stochastic or,
as we shall say, a turbulent state®’ to involve a very
large number of excited degrees of freedom,

This review is largely devoted to the turbulence
mapped by the strange attractor. This turbulence is
described by a finite number of degrees of freedom,
or modes, and may have different physical origins.
The structure of modes forming the basis for the
turbulent motion may also be different. For example,
in an incompressible liquid, the elementary excitation
is often conveniently represented by a system of
vortices so that we have vortex turbulence. In a gas,

a plasma, or a solid, we have waves (not necessarily
sinusoidal!). Stochastic self-oscillations in an en-
semble of quasiharmonic waves form weak wave fur-
bulence.’” When the waves are essentially nonsinusoid~
al, the result is strong turbulence. An example of wave
turbulence in hydrodynamics is provided by the wave
motion on the surface of the sea (here, the modes are
the surface waves).

We begin our review with a discussion of the possibil-
ity of random motion in self-oscillatory dynamic sys-
tems. Analysis of the equations describing a simple
electronic noise generator is used to show how path
instability leads to stochastic behavior. The discus-
sion is based on a nonsingular-valued Poincaré
mapping of a segment onto itself, which is then used

2) For example, the clock synchronization effect deseribed by
Huygen was used by unscrupulous clockmakers in the seven-
teenth century.

#)This identification of concepts is natural if we recall that
turbulence, i.e., the random motion of a continuous medium,
admits of a finite-dimensional description,
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to describe the strange attractors encountered in dif-
ferent physical problems. An example of such mapping
is used to demonstrate the discrete, symbolic descrip-
tion of dynamic systems. This is followed by a dis-
cussion of the stochastic features of such systems,
including, in particular, the positive nature of
topologic entropy and hyperbolicity. Next, a discussion
is given of the physical mechanisms leading to the
appearance of stochasticity mapped by strange attrac-
tors. Whenever possible, a description is given of

the topologic structure of these attractors and of the
bifurcations preceding them. “Attractor models” of
hydrodynamic turbulence form the subject of the last
chapter in which particular attention is devoted not to
the properties of the attractors but to the development
of finite-dimensional hydrodynamic models in which
attractors appear, and to the discussion of the validity
of such models in the case of classical flow.

1. DISORDER IN SELF-OSCILLATORY SYSTEMS
AND MATHEMATICAL CRITERIA FOR
STOCHASTIC BEHAVIOR

When stochasticity of dynamic systems is discussed,
the problem arises as to how is it that random behavior
can appear in a system that is free from fluctuations
and is described by deterministic equations. The ex-
istence and uniqueness theorem would seem to guaran-
tee that a given system will exhibit unique behavior for
given initial conditions, When the system has an ex-
ceedingly large number of degrees of freedom (e.g.,

a gas), the situation appears to be a little simpler:

in principle, the system can be described dynamically,
but the motion is so complicated that the problem be-
comes unrealistic and reduces in actual fact to the
choice of some suitable hypothesis (for example, the
ergodic hypothesis) enabling us to go over to an average
description. The question then is—how does stochastic
behavior become established in systems with a small
number of degrees of freedom?

The answer lies in the instabilify of all, or almost
all, solutions for the system! This idea was most
clearly expressed by Krylov'! and, later, by Max
Born'? in connection with the foundations of statistical
physics and the problem of predictability in classical
mechanics, In particular, the physically sensible con-
cept of determinability introduced by Born is essential-
ly that, because of the presence of fluctuations, each
state is always determined to within a small, but al-
ways finite, uncertainty € and is therefore specified
not by a number but by a certain probability distribu-
tion, so that the problem in mechanics is to predict
the distribution at time / on the basis of a known initial
distribution. If a given solution is stable, i.e., if
initial perturbations do not grow, then a later state is
predictable, and the theory can be referred {o as de-
terministic.'> Born emphasizes that this definition of
determinability differs from the traditional definition
by the change in the order in which the limiting tran-
sitions are executed for € - 0 and { - =, In the usual
approach, the region of the initial spread is contracted
to a point, and the behavior for /- = is then considered
(and, of course, complete predictability is achieved).
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This procedure is, however, unphysical and must be
replaced by the following rule: the behavior of the
paths and the region of final spread are first deter-
mined for given € and any £, and the initial spread is
then allowed to tend to a point and the behavior of the
final spread is investigated for t—«, If the final
spread of paths for £ - 0 does not tend to zero, the
behavior of the system is “uncalculable in advance.”
Essentially, it is precisely these ideas that also be-
came the basis for the purely mathematical criterion
of unpredictability and stochasticity of a system, i.e,
the positive nature of topologic entropy®® (see below).

The fact that the instability of all, or almost all,
paths may lead to stochasticity seems natural for
systems conserving phase volume. Indeed, if an arbi-
trarily small change in the initial conditions leads to
an arbitrarily great divergence of the initial and per-
turbed paths then for a finite phase space (this can be
associated with, for example, finite energy), the in-
compressible phase fluid must undergo mixing, i.e.,
the paths have nowhere to go and begin to tangle.
Physical aspects of the origin of stochasticity in con-
servative systems are discussed in greater detail in
a book by Zaslavskii'® and in a review article by
Zaslavskil and Chirikov,'* 9

For self-oscillatory systems (for which the phase
volume is not conserved), the tangling of paths in
space seemed, if not impossible, at least highly ex-
otic. This appeared to emerge from the experience
gained with systems having a two-dimensional phase
space where, indeed, nothing other than simple at-
tractors, i.e, states of equilibrium and limit cycles,
can arise. There was even a hypothesis that only
systems of this type which have a finite number of
limit cycles and states of equilibrium (mathematicians
refer to them as Morse-Smale systems'®?!), are of
real interest even when the phase space has a dimen-
sionality greater than two. Whatever their dimen-
sionality, such systems are, in fact, coarse,? i.e.
the qualitative topologic structure of their phase space
does not change for a small change in the parameters
of the system.? However, it turns out that Morse~
Smale systems with phase space dimensionality =3
are no longer typical.2®* This means that they do not
occupy the entire space of the parameters (space of
the systems), leaving complexities to the bifurcation
values of the parameters, i.e. the boundaries between
regions with different simple behavior. Moreover, it
has been shown that the space of the parameters al-
ready of three-dimensional phase flows contains whole
regions occupied by systems with strange attractors and
nontrivial dynamics. It has thus been shown that the
complex motion of a self-oscillatory system may per-
sist under a change in its parameters, i.e. this is
neither exotic nor pathological behavior (although the
attractors themselves need not be coarse internally—
their complex structure will vary under a weak change

4)The mathematical theory of such systems has been developed
by Hopf, 1® Anosov, 1517 Arnold,” Sinai, '® and Moser.?? We add
that conservative systems are those with constant phase vol-
ume.
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FIG. 1. Example of a “simple” strange attractor [for the sys-
tem £=2+y+0.2x, $=—x+0.2y, 2=-22z(x+3)+1].

in the parameters).

In contrast to stochasticity in conservative systems,
in the phase space of which regions of stochastic be-
havior of paths may be in direct contact with regions
of dynamic behavior (these are the “islands of dy-
namics in a sea of stochasticity’??), the stochasticity
of self-oscillatory systems is attractive, This means
that, in particular, random behavior may be preceded
by a prolonged transient dynamic process. Compres-
sion of the phase volume, on the other hand, ensures
that the dimensionality of the attractor on which paths
terminate for { -« is less than the dimensionality of
the phase space.

At least two conditions must be satisfied for a strange
attractor to appear in the phase space of a system:
(a) all the paths in the neighborhood of a region must
enter this region, and (b) almost all the neighboring
paths must diverge within this region. On the face of
it, these conditions are incompatible. Indeed, they
cannot both be satisfied in systems with a two-dimen-
sional phase space: for unstable paths to remain within
a bounded region on the phase plane, they would have to
“fit” into each other. However, already in three-di-
mensional phase space such behavior of paths becomes
possible: the paths can diverge on a two-dimensional
surface, and return by emerging into space. For ex-
ample, the path can take the form of an untwisting flat
spiral whose tail bends into its center and then un-~
twists again (see Fig. 1 and the paper by Rossler®), A
path of this kind will fill the attractor without closing.
We shall show on a simple example that a system will
behave stochastically on an attractor of this kind. In
doing this, we shall base our discussion on rigorous
mathematical results.

a) Stochastic self-oscillator

Consider a self-excited oscillator of the form il-
lustrated in Fig. 2. It is described by the following set

M. 1. Rabinovich 446




a) A b)
FIG. 2. a) Self-excited oscillator circuit; b) real and idealized
(broken line) characteristics of the tunnel diode.

of equations:

.::=y—ﬁz,
y= —z+ 2y +az+h,

wi=z—1 (@), (1.1)

where 6=(uy/I,)V¢/L, v=(gL-rc)/2VLC, B=gu,/I,)
-1, a=1+8=2yd, pw=5¢c,/c, and f(z) is the idealized
characteristic of the tunnel diode (Fig. 2b). When the
parameter p in front of the derivative 2z is small, all
motions in the phase space of this system divide into
slow ones, which correspond to paths on the surface

x =f(z), and fast ones, which correspond to the straight
lines x =const, y =const. The system has three states
of equilibrium for a broad range of values of the pa-
rameters a, 3, ¥, and 6, namely, one at the origin
and two located symmetrically on the surface of slow
motions. All three are unstable (Fig. 3). If the un-
twisting of the paths near the unstable foci A and A’ is
not too rapid, the mapping point cannot leave the re-
gion containing all three states of equilibrium: the
mapping point moves outward away from the point A
along the spiral and, having reached the line x =£1
along which the surface of slow motion bends over, it
enters the neighborhood of the symmetric state of
equilibrium A’, It then follows the paths leaving this
point and thus returns to the neighborhood of A, and so
on. We draw attention to one important point: two
paths, lying arbitrarily close to one another near the
boundary at which they break off from the slow-motion
surface, behave completely differently. Those of
them that lie inside the path tangential to the line |x| =1
remain on the slow-motion surface and complete one
further turn. Other paths that are arbitrarily close to
it, but are located outside this tangential path, fall
downward (or rise upward) and enter the neighborhood
of the symmetric state of equilibrium. It follows that
the future of these paths depends on fine details of
their past.

T -
- 7 - B z=7 \
Rt
AN -
~
Y [}
DS SN
= 7= ~
\\§\ \\‘7\ +
. s* Z §
z=-1 z=-1
a) b)

FIG. 3. Phase space of the system given by (1.1) for g=0,
u=0, a) Two symmetrically situated attractors separated by
an unstable limit cycle; b) a single attractor.
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For a rigorous demonstration of stochasticity in
(1.1), we set u=0.

By rigorous proof, we mean the following. If, for
example, we succeed in showing that the sequence of
voltages produced by the self-excited oscillator at
discrete instants of time is, in some sense, close to a
sequence of independent random quantities, the
problem will be solved.

We note that proximity of the solution for the system
to a sequence of independent random quantities, say,
to a Markov chain, is evidently a manifestation of the
strongest stochasticity of the dynamic system. We
shall also use a weaker manifestation of stochasticity,
namely, the positive nature of topologic entropy, and
the property that is useful above all others—the falling
off of the autocorrelation function. We add that, if the
autocorrelation function falls off exponentially, the
system is said to exhibit mixing, and this definitely
indicates that the dynamic system is stochastic.?*

To estimate the behavior of paths in phase space, it
is frequently more convenient to consider not the paths
themselves but the mapping specified by them of the
points of an infersecting surface L onto itself. In this
procedure a correspondence is established between
each point and the next point at which the given path
again intersects Z. This is the so-called sequential
mapping (or Poincaré mapping) and can be written in
the form S, =F{S,,_1}, where S,., and S, are the co-
ordinates of successive points on the map. The path
is thus observed only at discrete times, i.e., when it
intersects the surface Z. The dimensionality of the
space of mapping is less by one than that of the original
space which, together with the discrete specification of
time, is the advantage of this type of mapping. A limit
cycle corresponds to a state of equilibrium under this
transformation and a strange attractor should appear as
a complicated set of points on the intersecting surface.

We now return to our example, When pu =0, the
three-dimensional phase space degenerates into two
half-planes overlapping in the band —1<x<+1 and the
image points pass from one half-plane to the other on
the boundaries of the half-planes. The behavior of the
paths is then uniquely described by the mapping of the
intersecting surface Z=S"+S" onto itself (S~ is the
half-line x=-1, z2==1, y>=5, and S* is the half-line
x=1,z=1,y<6). Since the motion of each half-plane is
described by the equation of a linear oscillator, the
required mapping can be easily found in explicit form.
It will be discontinuous, i.e., paths that begin and end
on Z can be divided into two groups, namely, (1) those
lying on only one of the half-planes, and for them the .

mapping formula is (we are assuming that 8=0)
Sy = T84y = 2% 8§y,

(1.2)

and (2) those passing over into the other half-plane and,
for them, the relation

Sy = Tzsk-l (1-3)
can be defined parametrically:
we™*¥ cost+xnsint
SH:T?F* Sp=20——— (1.9)
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a) b)
FIG. 4. Sequential mapping for the system given by (1.2).

(w=vI =72, n=y/a, and 7 is a parameter), so that

S, and S, ., then lie on different half-planes. The re-
sulting discontinuity reflects the pronounced dependence
of the paths on their prehistory, which was mentioned
above,

However, we shall see that the appearance of the dis-
continuity on the map is not necessarily required for
the existence of stochastic behavior: a different con-
dition is required—the mapping must be a stretching
one, i.e., an arbitrarily small strip of Z must, even-
tually (after repeated mapping), spread over the entire
Z.13 This stretching property is clearly connected with
the instability of paths in phase space.

It is readily seen that the mapping (1.2)~(1.4) is a
stretching one. It is illustrated in Fig. 4 in two
qualitatively different cases, namely, ¢>7Td(a) and
¢<Td(b), where d =(T,)"'26 and ¢ =T,c. Inboth cases,
all paths lying within the region bounded by the unstable
stationary point P (it corresponds to an unstable limit
cycle in phase space) are drawn into the attractor in-
dicated by the broken line in Fig. 4. In case (a), there
are two symmetric attractors separated by an unstable
limit cycle (the point ¢), whereas, in case (b), we have
one attractor with the point ¢ in its interior. It follows
from (1.2) and (1.4) that |dS,/dS,.,| > 1 and, therefore,
there are no stable periodic motions in the attractor.
There is, however, a denumerable set of unstable

FIG. 5. Phase portraits of attractors obtained by analog simu-

lation of (1.2) with p=0.1, =0 [f(2)=2°—2]. a) 6=043, o
=-0,013, ¥=0.3 —two attractors are present (only one of them
is shown, for clarity): b) 5=0.66, o =—10.33, y=0.35- a single
attractor.
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FIG. 6. Nonsmooth mapping of a segment, demonstrating sto-
chastic behavior.

periodic motions between which the mapping point
wanders. The mapping corresponding to the interior
of the attractor is the stretching mapping of a segment
onto itself, which is well known in the theory of dy-
namic systems. It allows a complete statistical de-
scription based on the existence (for all mappings of
this type; see Kosyakin and Sandler?®) of a natural
invariant distribution, a probability distribution of a
measure, with respect to which the system is
ergodic.”

Rigorous results have not as yet been obtained for
(1.1) with u # 0. However, computer simulations show
that, when u is small, the system retains stochastic
behavior [see Fig. 5, which shows the phase portrait
of a strange attractor (1.1) for p =0,1, obtained by
analog simulation of the system}.®

b} Symbolic dynamics

We shall show that the motion of a dynamic system
described by a stretching mapping of a segment onto
itself can, in fact, be represented by a random se-
quence, It will be convenient to speak not of this
mapping (Fig. 4) but of the analogous symmetric
mapping (Fig. 6).

We shall use the methods of symbolic dynamics?2:2®
which follow from the work of Hadamard, Birkhoff,
and Morse. The basic idea is to code the paths of the
system by a sequence of symbols. Let the phase space
be divided into a finite number of regions
A, AL A, ... ,A,., and suppose that a “physical in-
strument” shows only which of these regions has been
reached by the mapping point at a given time. Then, to
each point there corresponds a sequence of regions
which are traversed by its path at subsequent instants
of time. If each such region is placed in correspondence
with a “letter” that labels it, then each point will be
represented by a “word,” i.e., by a sequence of such
symbols. If the i-th letter is S, this means that, at
time ¢, the point reaches A ; in this process, i can
vary either from —« to « or from 0 to +=.

When the motion is periodic, the sequence of letters
in the word is also periodic and, if the motion is
stochastic, the sequence will be random.

For the stretching mapping of a single segment onto

) Ergodicity means, in this case, that, in particular, the
paths of almost all the points reproduce the entire attractor.
However, this cannot be accompanied by mixing (see below).

5)The very presence of the strange attractor in the analog
simulation suggests that its existence does not depend on a
small change in the parameters of the system.
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FIG. 7. Results of two- and fourfold application of the trans-
formation of Fig. 6. It is clear that the number of periodic
points increases with increasing number of iterations.

itself, one can confine the choice of regions 4, to only
two namely 0sx<1/2 and 1/2< x< 1 (Fig. 6). We
shall denote them by A, and 4,, We now note that, if
the coordinate of a point is written as a binary fraction,
then this mapping can be written analytically in the
form

Ty = (221} (1.5)

where {+- -} represents the fractional part of the num-
ber specified as a sequence of zeros and units. For
example, this mapping acts on the sequence
0.1001011. .. as a simple shift (Bernoulli shift) and
transforms in into 0,001011... . The fact that the
sequence is infinite only to one side and, therefore,
the shift is one-sided, is connected with the irre-
versibility of the transformation (mapping). Its re-
versible generalization is the two-dimensional baker’s
transformation resembling the rolling out of dough:

a square sheet is rolled out in one direction and is
folded; it is then rolled out again, and so on.

If the coordinate x is a rational number, then, be-
ginning with a certain symbol (for example, the n-th
symbol), the sequence of zeros and units will repeat,
i.e., we have an n-fold periodic mapping point. It is
easily verified that the number of periodic points in
this mapping is finite and they are everywhere dense
and all unstable. This reveals properties that are
typical for strange attractors in general: a bounded
region from which the paths do not emerge contains
a denumerable set of unstable cycles (and not a single
stable cycle) which pass the mapping point from one to
another.

The easiest way to verify that a stretching mapping
of a segment onto itself has a denumerable set of un-
stable periodic points is to construct successive itera-
tions of this mapping (Fig. 7). Twofold application of
the mapping produces four periodic points, threefold
mapping produces six, and so on. There are rigorous
mathematical theorems relating to this topic?®~® from
which it follows, in particular, that if any continuous
(including nonsmooth) stretching mapping of a segment
onto itself has a cycle of period three, then it can have
a cycle of any period.” It is well known that the se-
quence of zeros and units defined by (1.5) will be
periodic only for a denumerable set of rational num-
bers, while for almost all irrational numbers, i.e.,
for most of the points in the segment (0, 1), this se-

7114 and Yorke % use this in the title of their paper: “Period
three implies chaos.”
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quence will be random in the same sense as the se-
quence of heads and tails in the classical coin-tossing
probability experiment.®®

Thus, the motions of a dynamic system described by
a mapping such as that shown in Figs. 4 and 6 (for ex-
ample, oscillations in the oscillator of Fig. 2 for
i =0) can, indeed, be reduced to a random sequence,
i.e., they are stochastic.

1t is clear that, when symbolic dynamics is developed,
the statistical properties of the resulting sequence de-
pend on the choice of the regions 4; covering the phase
space. In this sense, the statistical description given
by it is nonunique. There are, however, stochastic
indicators of a dynamic system that do not depend on
the choice of 4;. One of them is topologic entropy.

c) Entropy of dynamic systems

Let us suppose that a system with continuous time is
observed by an instrument (oscillograph) with limited
resolution £ (finite spot size on the screen). One can-
not then distinguish trajectories x,(¢) and x,(t) in a
time T if the separation between them is less than €.
Let M(e, T) be the maximum possible number of dif-
ferent paths, i.e., paths separated by a distance
greater than €. The topologic entropy of the dynamic
system, which is described by differential equations, is
then given by

hy=lim lim 282 E D)
e+0 T

(1.6)

The subscript 1 means that %, is the entropy per unit
time; for an arbitrary time, &, =|¢{k,.

From this definition, it immediately follows, in
particular, that if a slow path is stable in the sense of
Lyapunov (i.e., initially close points do not separate
to a large distance), the entropy is zero and M(g, T)
does not in this case increase with increasing 7.

If >0 for the system, then, whatever the precision
and length of time for which we “constrain” the path by
constant observation, it may, nevertheless, generate
a" different continuations per unit time [a is the base
of the logarithm in (1.6)], i.e., it will be unpredictable.
Quasiperiodic motion corresponding to an open winding
on the torus (with 2 =0) cannot, therefore, be regarded
as stochastic (although it is ergodic).

We emphasize that (1.6) involves the limit as € = 0.
This means that we retain final unpredictability
whatever the precision of observation (provided it is
finite). It is only when the precision of observation is
infinite (£ =0) that a system with 2> 0 will behave in a
deterministic fashion.® Since the precision of observa-
tion cannot, in principle, be made infinite (if only
because this would require infinite energy®?), it is
natural to refer to the behavior of the dynamic systems
with 2> 0 as stochastic.

8 This is essentially the “physically reasonable ” definition of

predictability and unpredictability given by Max Born'? (see
above).
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Thus, formally, stochastic phase flow differs from
predictable flow by the fact that its topologic entropy is
greater than zero, and unpredictability jumps discon-
tinuously to a finite value greater than zero as ¢ in-
creases from €=0. In the deterministic case, on the
other hand, unpredictability increases in a “soft”
fashion, increasing from zero together with the cb-
servational uncertainty.

We note that, if we take positive topologic entropy
as an indicator of stochastic behavior, mixing cannot
occur in a stochastic system. The absence of mixing,
i.e., complete decoupling of correlations, means only
that a dynamic component has been superimposed on
stochasticity.

Topologic entropy can also be introduced in the
symbolic description of the system:
log K~

h=lim H
Now N 7

{1.7)

where K characterizes the variety of admissible words
of length N. In the case of the above Bernoulli scheme,
the set of words coincides with the set of all possible
infinite sequences of m symbols, Ky =m", and, con-
sequently, i =logm. Thus the entropy of the stretching
mapping of a segment (Fig. 6) is log 2.

The entropy of dynamic systems with invariant
measure (K-entropy) introduced by Koimogorov (as a
generalization of the work of Shannon) is intimately
connected with topologic entropy. For a broad class of
systems, the K-entropy %, is equal to the rate of di-
vergence of paths averaged over the given measure u
{more detailed information can be found in Refs. 14,
23, 32, 33).°

~d) Butterfly effect

The unpredictability of the behavior of paths chosen
by specifying the initial conditions with an arbitrary
(but finite!) precision is obviously a fundamental
obstacle to long-term nonprobabilistic forecasting. In
meteorology, Edward Lorenz referred to this general
unpredictability as the “butterfly effect”: if the at-
mosphere is described by a dynamic system with a
strange attractor (for example, the Lorenz attractor),
even an insignificant change in the initial conditions
such as might be produced by the motion of butterfly
wings has consequences that would be catastrophic for
long-term weather forecasting, This is why computers
can produce only a sufficiently short realization of the
path of the dynamic system for which the topologic en-
tropy is greater than zero (of course, one can allow
the machine to keep on computing as long as neces-

91t is well known that a dynamic system usually has many dif-
ferent invariant measures. The question is-—which of them
to choose? The answer to this is provided by the variational
principle: there exists a measure with maximum K-entropy,
and this maximum is just equal to the topologic entropy. In
some sense, this situation is analogous to that in ordinary
statistical mechanics where maximum entropy is exhibited by
the microcanonical distribution. Measures giving maximum
K-entropy are therefore referred to as Gibbs measures. ¥
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sary but, for large #, the path will no longer be related
to the initial segment because entropy cannot be re-
duced with the aid of a computer!).

Divergence of closely lying paths is a necessary con-

k dition for stochasticity. One-dimensional mapping

must, therefore, be a stretching one and, if it is re-
quired that the paths must remain in a restricted re~
gion of phase space, we must introduce first nonsingle-
valuedness (so that the return of the path can be ar-
ranged) and secondly nonsmoothness.

If, on the other hand, we take a nonsingle-valued
but smooth mapping of the segment 0 sx <1, for
example,
(1.8)

there will, in general, be no stochasticity. The point
is that such mapping has a critical point at which
dx,,,/dx, =0 and, therefore, stable periodic paths may
appear. Nonsingle-valuedness can lead only to a very
complicated transient process (connected with the ap-
pearance of a denumerable set of unstable cycles when
the period three point is created®* **; such systems do
not contain a strange attractor, but very low-level
noise may result in stochasticity because the regions
of attraction of stable cycles are small and closely ap~
proach one another.'®

Zry = azp (1 — z3),

e) Applications in biology

Many problems in biology, ecology, and genetics®
lead to the investigation of mappings of a segment. The
discretization of time in such problems may be as-
sociated with, say, seasonal behavior or successive
generations.

For example, in the case of ingects, the population
X4, in the (¢ +1)-th generation is related to the popula-
tion x, in the preceding generation by x,, = F(x,) (in
epidemiology, x, represents the part of the popula-
tion that has become ill in time ¢). In economics and
in ecology and in biology, there is a tendency toward
an increase in x if the preceding population (volume of
production in economics) is small, and toward a de-
crease if it is large. The function F(x) then undergoes
a smooth nonsingle-valued mapping of the type de-
scribed above. It is interesting that natural populations
possess mechanisms capable of conserving stable
steady-state conditions (this results, for example,
from high mortality rates). Laboratory populations,
where these factors are modified, can evolve either in
accordance with an oscillatory law or randomly,3!

f) Strange attractors and hyperbolicity

The above discussion and examples may give the
impression that discontinuity and nonsingle-valued-
ness are necessary conditions for a dynamic system
to exhibit stochastic behavior. This is not so. We
have already mentioned an example that leads to the
stochasticity of a single-valued mapping, namely, the

103 True stochasticity has been proved for a =4 in the case of
the above mapping (1,8). The topologic entropy is then equal
to log 2.
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FIG. 8. Smale-Van Danzig transformation. The torus is first
stretched to twice its original size and is then inserted into the
original torus.

baker’s transformation. Although this transformation
is discontinuous, there have been recent examples of
smooth plane mappings with strange attractors 3791
Since these mappings are two-dimensional, there is
every reason to suppose that attractive regions with
stochastic behavior can appear in smooth dynamic
systems (differential equations) already in the case of
three-dimensional phase space (the additional dimen-
sionality, as compared with the mapping, is required
for motion along the path).

We now consider a graphic example of a strange at-
tractor (in the smooth mapping constructed by Smale
and identical with the well-known solenoid of Van
Danzig.)*®'1920:3¢ This is the mapping of the interior
of a torus into itself: the torus is stretched in one
direction until its size doubles and is then folded over
until it fits into the original torus (Fig. 8). The effect
of this mapping along the azimuth is equivalent to the
stretching of a segment to double the size (Fig. 6), but
two other dimensions are required to ensure that the
paths do not intersect when the stretched torus is
placed ingide the original torus. The result of suc-
cessive applications of the mapping is illustrated in
Fig. 9, which shows the cross section of the interior
of the torus. The number of times the mapping of the torus
intersects this cross section doubles at each stage
and, in the limit, the cross section of the Smale-

Van Danzig attractor represents a Cantor set.'V

The property of hyperbolicity can often be used as a
criterion enabling us to determine whether a strange
attractor is present in a dynamic system. Hyperbolicity
can be roughly defined as a combination of a stretching
of the mapped volume in one direction and compression
in another. As we have seen, stretching leads to
stochasticity, whereas compression is necessary to
ensure that the paths remain in a bounded region of

1D The “classical” Cantor set is obtained by taking a segment
and removing from it the middle third. From each of the re-
maining “subsegments,” one again removes the middle third,
and so on. The points remaining after an infinite number of
such operations form the Cantor set. It has zero Lebesque
measure since the sum of the lengths of the removed pieces
is equal to the length of the original interval: 1/3+2/9+4/27
+...=1, The Cantor set is nowhere dense but it cannot be
represented by a set of isolated points: it has the capacity of
a continuum,
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FIG. 9. Cross section of the Smale-Van Danzig attractor after
several iterations, giving an idea of the Cantor set.

phase space. More precisely, hyperbolicity means
that two surfaces W% and W; pass through each path
x(¢). Points on W3 approach x(¢) exponentially for
t—o, whereas points on W} approach it exponentially
for { - -, These two surfaces are, named respec-
tively, the stable and unstable manifolds of the path
x{t). For hyperbolicity, the surfaces must depend on
the paths continuously. It is easily seen that hyper-
bolicity amounts to the transfer to the path of the
peropeties of the saddle-point equilibrium state for
which W* and W* are the separatrices. For the
Smale-Van Danzig attractor, W" is the line along the
azimuth and W* is the surface perpendicular to it.

If the property of hyperbolicity is augmented by a
further condition, we obtain Smale’s axioma, namely,
(1) the set & of nonwandering points is hyperbolic,'?’
and (2) periodic points are everywhere dense in Q.
Axiom A could serve as a good indicator of the stochas-
ticity of a system. Systems satisfying this axiom can
be investigated quite fully. In particular, continuous
dynamic systems obeying axiom A can contain only
three types of attractor: (1) equilibrium states, (2)
limit cycles, and (3) sets whose topologic entropy is
greater than zero (strange attractors). For attractors
with axiom A, there are many different invariant mea-
sures, and the methods of statistical mechanics®* can be
used to describe them,

To show that an attractor in a system satisfying axiom
A is indeed strange, it is, therefore, sufficient to
verify that it is not a state of equilibrium nor a limit
cycle.

Unfortunately, axiom A is very difficult to verify and,
moreover, its requirements are somewhat too strin-
gent. For example, it is not satisfied for the popular
Lorenz attractor (see below). There have, therefore,
been recent attempts to use softer and more easily
verified properties as the criteria of stochasticity.!*'2*
However, they are all to some extent analogous to
hyperbolicity.

12) A nonwandering point is any point such that any of its neigh-
borhoods is traversed by a path originating at this point at
least twice and, consequently, an infinite number of times,
Nonwandering points correspond to steady states, whereas
wandering points correspond to transient processes.
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2, PHYSICAL MECHANISMS RESULTING IN
STRANGE ATTRACTORS

a) Breakdown of multiperiodic motions-competition,
synchronization, and disorder

We now ask: what are the physical mechanisms that
impede multiperiodic motions in self-oscillatory
systems ? The answer to this can be obtained by con-
sidering the behavior of an ensemble of weakly coupled
quasiharmonic self-excited oscillators:

A=y, A, (Al — A +a, (45,00 91,1),

@r=0,+B: (4710 91 i=1,2,...,.N; (2.1)

where the additions a(4, ¢), B(A, ¢) reflect the inter-
action between the oscillations (modes). When
a=3=0, all the oscillations are independent and the
phase space of (2.1) splits into N phase planes, on
each of which there is a unique stable limit cycle with
period 27/w; and amplitude A;,. In the original 2N~
dimensional space, such independent oscillations cor-
respond to the attraction of the mapping point to an
N-dimensional torus, i.e., the product of independent
cycles. If all the w; are incommensurable, the phase
paths on the torus form a dense, nowhere closed,
winding, i.e., quasi-periodic motion, This type of
attractor is ergodic, but the system does not exhibit
stochastic behavior because close paths do not diverge.

On the other hand, if the self-excited oscillators (or
self-oscillatory modes) are coupled, this simple quasi~
periodic motion will, in general, be disturbed. De-
pending on the type and strength of coupling, and the
proximity of the frequencies of the interacting modes
to integeral multiples, can exhibit either a periodic
or a stochastic regime can become established in the
system as {- (a limit cycle or a strange attractor
will appear in phase space, respectively). However,
it is well known that the effects leading to the estab-
lishment in the system of interacting self-oscillatory
modes of periodic motion, for example, such as com-
petition and mutual synchronization, appear only when
the interaction between modes is not too weak. This
should also apply to the “mutual stochastization” of
modes, i.e., the regime of stable disorder, when the
interaction is reduced and eventually removed, should
evidently be replaced by the quasiperiodic regime.
This means that the Landau-Hopf model of the origin of
turbulence will probably be realized for those cases
where the amplitudes of the successively appearing
pulsations of different scale are restricted by dissipa~
tive effects to a level at which interaction with pre-
viously appearing pulsations is unimportant.

The simplest single~mode self-oscillations are es~
tablished in a multimode system as a result of the
competition effect connected with the appearance of
nonlinear absorption on all or some modes, which
progresses as the energy of the “foreign” modes in-
creases. This situation usually arises whenever all
the modes draw energy from a single source. The
coupling function then can depend only on the mode
energy

o= —A_i;l PUA;v (2-2)
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FIG. 10. Synchronization of one hundred coupled self- oscil-
lators with a Lorenz frequency distribution {y —total oscillator
phase, e —square of amplitude).

where p;; >0 is the coupling coefficient. For p;; <7y,

the coupling is weak and multifrequency generation is
possible as, for example, in the gas laser with an in-
homogeneously broadened line of the active medium,
i.e., different cavity modes are “fed” by different active
molecules. If, on the other hand, for example, p;;>7,
(strong coupling), the single-mode generation is es-
tablished independently of the number of initially ex-
cited modes. As a rule, the mode with maximum linear
growth rate is the most successful. Thus, the striking
fact that a simple dynamic regime evolves from the
initially generated noise in the nonequilibrium system
(medium) is in the first instance, connected with the
competition effect.

The synchronization effect also leads to the thinning
out and ordering of the oscillation spectrum. In the
case of synchronization, the modes do not tend to sup-
press one another but mutually shift frequencies so
that, when nonlinear corrections are taken into account,
they either coincide or become commensurable, i.e.,
limit cycles replace the quasiperiodic winding on the
torus. Mutual mode synchronization is possible both in
frequency and wave number. In the latter case, the
synchronization effect is particularly nontrivial:
spatial mode synchronization is, in fact, the explana-
tion of the appearance of complicated ordered struc-
tures in non-onedimensional self-oscillatory systems
(in particular, the hexagonal prismatic Bénard cells
in the case of thermal convection),'®

A graphic example of synchronization in an ensemble
of a large number of self-excited oscillations is shown
in Fig. 10. This figure gives the results of a numerical
experiment with the set of equations given by (2.1) in
the case of a linear coupling of oscillators with close
frequencies when y; =A;,=1%:

N
an=-;7 E [ Ar co8 (@r — @n) — Anl:

Rt

- 2.3)
ﬁ,,:%’vz Z Ay sin (Qr ~—Pn).

=t

It was assumed that the frequency distribution of the

19Modern physical ideas on convective instability have been
reviewed by Normand, !*

M. 1. Rabinovich 452




oscillators in the absence of interaction was given by
the Lorentz function

f@ =4[+ ©—wgipt.

1t is clear that, if the initial values of the amplitudes
A; and phases §; =¢; -~ w,f are random, the single-
frequency regime is already practically established
as a result of synchronization after 80 periods. Strong
enough coupling between the oscillators may result

in the opposite effect, namely, randomization. It is
just this behavior that is demonstrated by two coupled
self-excited oscillators: in the case of very strong
coupling, the system can exhibit stochastic self-
oscillations (the system then goes over to, for ex-
ample, the self-excited oscillator with stochastic be~
havior, which was investigated in Sec. 1).

Let us now consider the most elementary and fre-
quently encountered physical mechanisms that result
in the appearance of strange attractors. If we are con-
cerned with the interaction between quasiharmonic
self-excited oscillators, then, as a rule, the appear-
ance of “few-mode” stochasticity in dissipative systems
requires two factors: namely, resonant coupling be~
tween modes and a nonlinear phase drift that inhibits
mutual synchronization. However, in contrast to con-
gservative systems,'3'!* disorder in self-oscillatory
systems can appear as a result of purely amplitude
mechanisms.* % In particular, the appearance of
stochasticity as a result of dissipative inertia of in-
dividual resonantly coupled modes is quite typical.

We shall examine specific examples in the order of in-
creasing “complexity” of the nature of mode coupling.
Obviously, the simplest situation is that of linear cou-
pling of modes with close frequencies w and w+Aw,
We shall take the example of a laser situated in an ex-
ternal periodic field to show that this coupling plus the
inertia of the medium does, indeed, lead to stochastic
behavior, We shall then consider mode coupling in the
case of multiple frequencies w and 2w, and the non-
degenerate three-mode interaction of the form

@, + 0, = a3 + Ao, k (0,) +k; (05) = ks (@), (2-4)

In conclusion of this section, we shall briefly dis-
cuss the mechanisms of wave turbulence.

b) Forced synchronization and stochastization of
pulsations in fasers

Weak linear coupling between Thomson oscillators
can lead only to their mutual synchronization.5* In the
approximation in which the field of one of the oscilla-
tors is given, this is simply frequency locking,? Only
the two-period regime (beats) can exist outside their
locking (synchronization) band. The stochastic be-
havior of a nonautonomous oscillator may result, for
example, from the inertia of its nonlinear character-
istic. To verify this, consider the simple model of
frequency locking by a resonant external field in a
laser.

We shall suppose that the polarization relaxation time
T, is small in comparison with the field and popula-
tion-difference relaxation times T, and T,, and will use
the approximation of a spatially-homogeneous field and
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FIG. 11. Plane of external field versus detuning. Figure
shows regions of existence and stability of the regimes of sta-
tionary generation (1), periodic modulation (2), and random
modulation (3} in the system described by (2.6).

single-mode generation. The field amplitude ¢ at the
frequency w of the external “force” and the population
difference N then satisfy the equations

. 1, 0 dj, T , Pine
8+(§7.;+tAa))s=—"2h—‘—"—Ns+t chi,::. .
N NP _ dhTy pos (2.5)
T, ne *

where Aw is the detuning of the external field frequency
from the cavity frequency, w,, is the transition fre-
quency, Pj, is the strength of the external signal at the
frequency w, and @, is the @-factor representing the
coupling between the external field and the cavity res-
onator.’ If we substitute the dimensionless variables
X+iY=d,VT,T, /he, Z =wT,T & N/k, 1=t/T,
a=T,/2T;, b=AwT,, H=(T,dVT, T, /AV2Pw @/QCin

into (2.6), we obtain the following set of equations
which is similar to (1.2):

X=a(Z—-1)X+bY,
Y=a(Z—1)Y—bX+H,
Z=Zy—2 (1+ X2+ 77,

(2.6)

In the autonomous regime, i.e., when H=0, it is easily
verified that this system will generate regular damped
pulsations®® when the pumping exceeds the threshold
(Z,>1). When H # 0, the system can support three
qualitatively different regimes: stationary generation
(stable nontrivial equilibrium states), periodic pulsa-
tions, i.e., spikes [limit cycles in the phase space of
(2.6)], and random pulsations (strange attractor in the
phase space).

The limit of existence of only the simplest of these
regimes, namely, stationary generation, can be found
analytically on the plane of the parameters. Nonsta-
tionary regimes on the other hand, have been inves-
tigated in a computer simulation. The resulting sub-
division of the plane of the parameters (external field
strength, detuning) in the region in which different
regimes are observed is shown in Fig. 11.

Figure 12 shows a typical phase portrait of one of
the strange attractors. Such attractors evidently exist
only in the region of moderate detuning and external
fields. In strong fields, the inertia of the population
difference has little effect, and forced synchronization
sets in as in the usual Thomson oscillator.® When the
detuning is large, the population difference does not
have time to react to changes in the field and one ob-
serves the regime of beats (spikes) which is also ex-
hibited by the usual self-excited oscillator outside the
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FIG. 12, Phase portrait of the attractor corresponding to the
stochastization of a laser by an external field: a=1000, &
=40, H=85, z,=2.

locking region. In the same region when the charac-
teristic times for the change in the field and in the
population difference are of the same order, one ob-
serves stochastic regimes. The parameters for which
they exist are quite typical and can be realized:'?
T,/T.= 2000, P;, <1W, smaller excess above threshold.

¢) Decay mechanism for the appearance of stochasticity

We now consider second-harmonic generation in non-
linear media. If the medium is in equilibrium, the fun-
damental wave and the harmonic will periodically ex-
change energy during the interaction process, or the
energy of the fundamental mode will be irreversibly
transferred to the harmonic under suitable initial con-
ditions and complete synchronization. In nonequilibrium
media, there can be a great variety of interactions be~
tween the wave and its harmonics.'® We shall confine
our attention to the case when the nonequilibrium nature
of the medium manifests itself only in a finite growth
rate for the harmonic whilst the fundamental wave is
damped in the linear approximation. The nature of
the nonlinear coupling between the waves will be as-
sumed to be the same as in the equilibrium medium.
When the synchronization conditions k, =2k,, w, =2w,

- 5,(6,/w, «1) are satisfied, the complex amplitudes
a, ,(t) of the fields e*“1.2*"%1.2" will satisfy the equa-
tions

ét=i°a¢za?ei°"+iaiai (aglP+pq| a2 ) —vay, @.7)
;= i0,a%e =04 - i3 (] 0 |2+ p2 ) @ )+ ag2, :
where all the coefficients are real and 0,0,>0. The
terms that are cubic in the amplitude represent nonlin-
ear frequency shifts (nonlinear desynchronization), - Let
us suppose, for simplicity, that the waves interact

only in a resonant fashion and that the self-interaction
is appreciable only for the fundamental wave, i.e.,
a,=p, =0. In real form, we then obtain the following

19) They correspond to solid-state lasers. %

15)We recall as an example the simultaneous growth of harmon-
ics leading to their becoming infinite in a finite time. This is
the explogive instability, 3%
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FIG. 13. Different regimes of the system described by (2.8).

The paths seem to lie on the surface but, in point of fact, they
form a Cantor set in the cross section.

equations instead of (2.7):
X=2-2Y24(6—aZ)Y +vX,

Y =2XY —(6—aZ) X +7Y,
Z=—2Z (X+1);

where X = (0,/v)la,|siny, Y =(0,/v)la,|cosy, Z
={0,0,/v)a,[?, ¥ =arga,-2arga, -5, v=7,/v, and
6=3,/v characterizes the linear and a=-{2a,/0,0,)v
the nonlinear detuning from synchronism. Stabiliza-~
tion of the unstable harmonic through energy transfer
down the spectrum is possible only for ¥ 0.6 and « or
6>0.'%) For greater detunings, 522 or @25, we have
the static stabilization regime, It corresponds to the
stable equilibrium states of the system (2.8). When the
detuning is smaller, all three equilibrium states of this
system are unstable, and the periodic regime or
stochasticity appears.*® Since the mean energy flow in
this process occurs down the spectrum, the mechanism
responsible for the appearance of stochasticity in this
case is naturally referred to as the decay mechanism,

(2.8)

Figure 13 shows typical attractors of the system
(2.8), revealed by a numerical experiment with y =0.25
and different @, 6. It is clear that a change in @ and 6
is accompanied by a large number of transitions be-
tween periodic and stochastic motions. For example,
when 6=0.3 and y =0.2, the static stabilization regime
sets in for 0< < 0.1 (the equilibrium state is
0,(~1,Y,,Z,), where Y, =1 is a stable node). With in-
creasing a, periodic energy transfer between the

$)When 5=0, o=0, stabilization is impossible even when the
harmonic grows very slowly, i.e., y is arbitrarily smait. 4
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FIG. 14. Result of 2 numerical integration of (2.9) for y=10.2,
8=0.5, «=0.17. The periodic segments correspond to the mo-
tion of the path near unstable cycles.

modes is established, i.e., a cycle (O, transforms into
a saddle-point focus). The period of the motions is then
doubled, and a further increase in «a results in the ap-
pearance of stochasticity, i.e., a strange attractor, in
the dynamic system of two resonantly coupled oscil-
lators. Subsequent increase in a leads to these tran-
sitions being repeated in reverse order and the only
equilibrium state that becomes stable is 0,(~1, Y,, Z,),
where Y,<0,

The structure of the attractors was investigated with
the aid of the Poincaré mapping of the intersecting plane
plane X =-1, In most cases, random behavior was
found to be connected with the appearance inside the
attractor of a denumerable set of unstable periodic
motions corresponding to saddle-point cycles.'” Such
cycles of different period have also been “observed”
in a numerical experiment: for example, the realiza-
tion of Fig. 14 shows a random sequence of segments
of periodic motions. A gradual increase in the pre-
cision of the mapping shows that the observed attrac-
tors in the section have the structure of a product of a
Cantor set and a segment which, as mentioned in
section 1, is typical for many strange attractors. It
also turns out that both continuous and discontinuous
mapping of the X =~1 plane onto itself may correspond
to stochastic behavior of the system. In the latter case,
we have the “separator” mechanism, first discovered
by Lanford and Sinai for the Lorenz attractor (see
below).

The above process of interaction between a wave and
a harmonic is a special case of the nondegenerate
three-wave interaction for which the synchronism con-
dition are written in the form given by (2.4). If the
high-frequency mode has a growth rate, and the damp-
ing of the low-frequency modes is the same, w, and w,
will synchronize, and the problem will completely re-
duce to the analysis of the system (2.8). Stochasticity
has been found in this system only for nonzero non-
linear detuning. If, however, the damping of the
low-frequency modes is different, then, instead of
(2.8), we have already a fourth-order system which
can support stochastic behavior even for @=0. The
role of nonlinear detuning, which substantially tangles
up the motion, is here played by the inertia of the
damped modes.

The decay mechanism for the origin of stochasticity
is realized essentially independently of the nature of

11 gaddle-point cycles appear in the neighborhood of the doubly
asymptotic path of saddle-point foci at the origin of coordin-
ates and at the point O,.
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instability of the high-frequency mode.'® In particular,
stochasticity appears even when the instability is
parametric.

d) Stochastic stage of parametric instability in
plasmas and the Lorenz model

The decay interaction between linearly damped and
growing modes leads to stochasticity also in the well-
known Lorenz model. We shall now examine the prop-
erties of this model and its physical applications.

The system investigated by Lorenz is obtained from
the Boussinesq equations describing thermal convec-
tion in a horizontal layer heated from below (see the
diagrams in Table I) if we confine our analysis to
two-dimensional motions, and the flow function ¥ and
temperature change 37 are written in the form3%-46
n

Yz, 2, t):lp“(t)sinf[fllsin T

2.9
sin—“l‘——-aoz (t) sin 2TM 2.9)

nra

8T (x, 5, £) =0y, (t) cos —

This representation takes into account three coupled
spatial modes, of which two, namely, ¥,, and 6,,, grow
as a result of convective instability for Ra>Ra;, while
the third, i.e., 5, is damped. The parameter a=1v2
is the characteristic scale of the modes that are the
first to lose stability for Ra > Ra; (Ra; is the first
critical Rayleigh number; see Section 3).

Instability is restricted in this case by the transfer
of energy (decay) of growing modes to the mode 6,
which corresponds to a change in the main tempera-
ture profile (this is the hydrodynamic analog of the
well-known quasilinear relaxation effect). The ampli-

18) The growth of the unstable mode must, however, be fast
enough in comparison with the damping of the subharmonic.
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tudes of these modes, X~y,,, Y~6,,, and Z~ 0, satisfy
the Lorenz set of equations®5!®

X= —aX +oY
Y=\ _v || 2rX| |=XZ |, (2.10)
Z~| —bZ L XY

I If i

where ¢ is the Prandtl number, » =Ra/Ra, is the
Rayleigh number normalized to the critical value, and
b=4/(1+a?) (see Sec. 3). Column I gives the terms
responsible for linear mode damping, column II gives
those responsible for parametric excitation, and col-
umn III those responsible for the nonlinear transfer

of energy to the damped mode Z. This system demon-
strates stochastic self-oscillations with a strange at-
tractor?® for a finite range of parameters, and is very
similar to the classical equation for the three-wave
interaction, but the equations for the wave amplitudes
are complex, in contrast to (2.10). However, as we
shall see, this difference is not always essential.

We now consider another example, namely, the
parametric excitation of waves in magnetoactive
plasma.® Here, the waves are pumped by a whistler
propagating along the magnetic field. Ion sound a, and
a plasma wave g, at the frequency of the lower hybrid
resonance are excited in the field of this whistler,
These waves, in turn, produce a resonant triple with
another plasma wave @,. In dimensionless form, and
in the case of exact synchronism, the equations for the
complex amplitudes a, , , of these waves can be written
in the form* (assuming that the fields are spatially
homogeneous)

ay= —vya;+ hat—a,a,,

(2.11)

= —Vay+ hat +a,a},

;= —ay +a,a3,

where £ is proportional to the pumping amplitude. This
set of equations has a remarkable property: as {-«,
the linear phase combinations are found to vanish, i.e.,
the phases lock:2"

arg a, + arg a, ~ 0,

arg a, — arg a, — arg ag— 0.

(2.12)

If we set one of the phases equal to zero, we may regard
all the amplitudes a, , ; as real. Equations (2.11) will
then differ from the Lorenz system only by the single
additional term YZ in the equation for X (X~a,, Y~a,,
Z~a,;). Qualitative analysis and numerical simulations
have shown, however, that this difference is not funda-
mental and the solutions of (2.12) and (2.11) behave

19)The method used to derive such equations from the Boussin-
esq equations is discussed in Section 3.

20) 1 orenz found stochastic behavior in (2.10) for =27, ¢=10,
and b=8/3.

21) This is easily shown: let x=Im (ha,a,) ~sin (arg a + arg a,),
t ~Im(ata,a;) ~ sin (arg a,+ arg a; - arg a;}. We then have
@/dt) (x+8)=—(n+v)x—(@1+p+ ), ie., allthe paths on
the yx, t plane enter the angle between the straight lines y+¢
=0, (v, +vy)x+ (1+ v+ )¢ =0. However, in this region sign
{(d/dt) (arga, + arg a,)] = ~ sign [sin (arg a,+arga,)]; and, con-
sequently, x— 0 and £ — 0, which leads to (2.12).

456 Sov. Phys. Usp, 21(5), May 1978

similarly to the solutions of the Lorenz system. Ap-
pearance of stochasticity in this system is then in no
way connected with phase drift. The inertia of the
parametrically coupled waves plays the leading role
here.

The problem of laser dynamics in its simplest formu-
lation is also found to reduce directly to (2.10).%4:4°
The interaction between a progressive electromagnetic
wave and an inverted two-level system with the wave
frequency equal to the transition frequency is de-
scribed by

5 1
E=t@—n), | ]

P= - (EN—P). (2.13)

Veg-[a—N-23 EP+PD)];

where E and P are the dimensionless complex ampli-
tudes of the field and of the polarization of the medium,
N is the population difference, « is the ratio of the
population difference maintained by the pumping in the
absence of the field to the critical value, T, is the field
damping time, and T,, T, are the longitudinal and trans-
verse relaxation times. It can be shown® that, as

t- =, the phase difference between the polarization and
the field tends to zero, i.e., E and P can be looked
upon as real. The set of equations given by (2.13) then
reduces exactly to the Lorenz system (2.10) if we
substitute N~ @ =2, E-[T,/T,(a=1)]""2X,
P~[T,/T,(a~1)]""2Y, ¢t~ T,7, where the role of the
Rayleigh number is now played by the excess of the
population difference above the threshold value a=7,
and the role of the Prandtl number is played by the ratio
of the polarization and field relaxation times T,/T,=0;
T,/T,=b is a characteristic of the medium. We note

at once that the parameters for which Lorenz found
stochasticity in (2.10) are unrealistic for a laser:

@ =27 is too high and T,/T. =10 presupposes that the
linewidth of the medium is narrower by an order of
magnitude than the cavity linewidth.??

e) The Lorenz attractor

We shall now discuss in greater detail the properties
of solutions of (2.10), following mainly the work of
Lanford,*” Afraimovich ef al.,* Vul and Sinai ,*
Guckenheimer et al., * Williams,* and Guckenheimer,%

The set of equations given by (2.10) has a number of
properties that substantially simplify the analysis:

I. The system is unstable at infinity and the phase
space includes a “sack” which all paths enter: by
substituting # =42 + ¥ + (2 =~ v = 0)?, we find from (2.10)
that # s =Cu +C,(C, ,>0), i.e., all trajectories enter
the sphere u<C,/C,.

II. The phase volume of (2,10) contracts uniformly
= — (U atb), (2.14)

i.e., the attractive set—~the attractor—has zero
volume,

22) However, a similar situation is characteristic for masers. ¢
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I, The system is symmetric under space inversion-
X=X, Y==Y.

We now consider the dependence of the behavior of the
system on the parameter » (the Rayleigh number). For
r<1, the only state of equilibrium is the stable node at
the origin 0(0, 0,0). When r>1, the origin becomes a
saddle-point, and two stable equilibrium states

CE=(xVo(—1, V(-1 r—1),

appear at the origin and correspond to stationary con-
vection in the form of shafts with opposite directions of
rotation of the liquid.

These nontrivial equilibrium states exist for any
r>1, but are stable only for »<r*=0(c+b+3)/(c~b-1)
(for 0=b+1, we have r*=),

When 7 =7*, unstable cycles (inverse Hopf bifurca-
tion), which existed in the neighborhood of the equilib-
rium states C* and C”, stick to them and transfer to
them their instability., For »r>7*, these equilibrium
states are saddle-point foci: the one-dimensional sep-
aratrix is stable, but the two-dimensional separatrix
is an untwisting spiral. Thus, for »>r*, all the
equilibrium states in the interior of the above “sack”
in the phase space of (2.10) are unstable. The answer
to the question as to what attracts the paths in this case
requires essentially nonlocal analysis and has been
obtained as a result of a numerical analysis of (2.10).
It has been found that, for »>r*, all the paths fall on
a “ready-made” strange attractor that has already been
formed » <7*. The structure of this attractor and the
mechanics of its appearance can be understood by re-
ducing the three-dimensional phase flow of (2.10) first
to a two-dimensional sequential mapping and then to a
one-dimensional nonsingle-valued mapping of the form
shown in Fig. 6,%'*® We ghall do this for the param-
eter values chosen by Lorenz, i.e., =28, 0=10, and
b=8/3 (for which r*=24.74) when the system exhibits
three unstable equilibrium states: O-saddle-point
node, which the paths approach along a two-dimen-
sional separatrix surface W*(0) and leave along the
one-dimensional “whiskers” W*(0), and C*-~saddle-
point foci which the paths rapidly approach along one-
dimensional separatrices and slowly leave, unwinding
along two-dimensional separatrices.

We shall take the Z =27 as the intersecting surface Z

FIG. 15. Phase space of the Lorenz system for v, <»<r*,
W$(0) and W¥(0) are, respectively, the two-dimensional stable
and one-dimensional unstable separatrices of the equilibrium
state 0(0, 0, 0).
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FIG. 16. Mapping constructed by Lanford for the Lorenz sys-
tem. For clarity, the contraction in the 4 direction is greatly
reduced: in point of fact, the cross section of the attractor has
the appearance of two symmetric “arcs.”

passing through the equilibrium states C*. In the se-
quential mapping & of this plane onto itself, each point
departing from the plane Z downward (% <0) is associ-
ated with a point at which the given path again inter-
sects Z in the downward direction. It turns out that the
organization of the stochastic behavior of paths is
largely determined by the equilibrium state O whose
two-dimensional stable separatrix W*(0) divides the
intersecting surface Z along the line A. Paths issuing
from points near A approach very closely the equilibri-
um state O, but their subsequent fate, whichever of the
separatrices W*(O) they follow out of 0, depends on
which side of the line A they begin. The mapping is
thus discontinuous: points lying on one edge of A (for
example, A*, Fig. 15) are found to merge, and to-
gether with the separatrix W*(0) go to the point D',
whereas those lying on the other edge go to the sym-
metric point D~ (the line A is, therefore, referred to
as the separator??),

It is clear from Fig. 16 that, as a result of the suc-
cessive iterations of the Poincaré mapping, the
initial region is compressed against the attractor in
the form of two arcs. Its cross section resembles a
Cantor set but, in reality, is a Cantor set for only
certain values of the parameters and for a special
choice of the cross section, The mapping ¢ is thus a
combination of stretching in the ¢ direction (Fig. 16)
and compression in the 6 direction. We now consider
the problem in a less detailed manner by ceasing to
distinguish points with the same value of ¢ and differ-
ent values of 6, and consider the effect of this mapping
only in the ¢ direction. It is then also convenient to
regard as identical the points symmetric with respect
to the transformation x,y—- —x, =y. The result is a
continuous (D' and D~ now coincide) but nonmutually
single-valued one-dimensional (!) mapping F2¥ (Fig.
17). We have already encountered this type of mapping
in the last section. The points ¢, d, and a of the
mapping F correspond to C, D and the line A of &.
When the metric is suitably chosen, F will be uni-
formly stretching; this means that the attractor in-
dicated by the broken line is a strange attractor. The
mapping & was recently shown'® to be a mixing one,

23 The transition from & to F is analogous in this case to the
transition from the Smale-Van Danzig mapping (Fig. 9) to the
stretching of a segment (Fig. 6). Mathematically, this trans-
ition is rigorously described by constructing the inverse
limit, 351,92
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FIG. 17. One-dimensional nonsingle-valued mapping obtained
for (2.10) (no strange attractor): q) » =10, b) r=15,

e 2

and F has a positive topologic entropy. The one-dimen-
sional mapping F provides a clear illustration of all

the main properties of the Lorenz attractor. For ex-
ample, it follows from it that this attractor is non-
coarse: indeed, the point a need not be periodic [since
the separatrix W*(0) is then everywhere dense in the
attractor], and can become periodic for an arbitrarily
small perturbation of the parameters (when W*0)
returns to zero).

We now examine the appearance of an attractor as r
increases with b=8/3 and 0 =10 (this was first done by
Afraimovich ef al.*® and independently by Kaplan and
York!®),

For 1<r<7r,~13,926, when F(a)=d<a, the mapping
has the form of Fig. 17a and all the paths are attracted
to the point C (i.e., to the states of equilibrium C*),
When 7 =7,, we have bifurcation, i.e., F(a)becomes
equal to @ and this corresponds to the return of the
separatrix W*(0) to the saddle-point (0,0, 0). This is
accompanied by the appearance of an unstable cycle
(point g in Fig. 17b).

For r,<r<v,= 24.06, the mapping F has the form
shown in Fig. 17b. This mapping no longer contains
stochasticity: it is a stretching one for g<¢ <}, and
there is an ergodic point of period 3. The appearance
of stochasticity is now connected with the appearance of
a homoclinic contour, i.e., paths running from one of
the unstable cycles to another (on the mapping F, this
corresponds to points that are doubly asymptotic to
£).%%% However, the stochasticity in this range of the
parameter r is not as yet attractive because F({d)<g,
and practically all the points from the region g<¢ <d
depart to the stable equilibrium state C.

The next bifurcation (v =7,) occurs when F(d) =g and
the separatrix W*(0) winds itself on an unstable cycle.
The homoclinic contour vanishes, but the stochasticity

FIG. 18, One-dimensional mapping for (2.10) when a strange
attractor is present: a) r=24.3, b) r=28,
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. FIG. 19. Portrait of a strange attractor of (2.12), showing re-

gions of attraction of the equilibrium states C*and C

generated by it remains and becomes attractive, i.e.,
a strange attractor appears. Thus, the Lorenz system
contains three attractors for v, <r<r*, namely, two
simple ones and a strange one (shown by the broken
line in Fig. 18a). This means that, depending on the
initial conditions, either a stochastic or a dynamic re-
gime is realized. Transition to stochasticity is ac-
companied by hysteresis which is characteristic of the
hard regime.?¥ When » =7*, the unstable cycle “sticks”
to the equilibrium state (g =c), and only the strange
attractor remains after this bifurcation. Finally, a
stable limit cycle appears for r =v,=220. The suc-
cession of regimes is illustrated in Fig. 20.

The asymptotic behavior of the Lorenz system for
r-= can also be investigated analytically by using the
following substitution proposed by V. 1. Yudovich:

t=—e~f

]/'E old.
The set of equations given by (2.11) then reduces to
the equation for a “controlled” pendulum whose fre-
quency depends on its energy in an inertial fashion:

(2.15)

z=T°= X, q=-"'g—(uz—§x=),

Tt ez B+ g— =0,

q= —eay + £B22,

(2.16)

where k =(0+1)/V0, a=b/Vo, 8=(20-8)/V0. Large
values of the Rayleigh number in the Lorenz system
correspond to small values of €. The system (2.16) is
then quite close to a conservative system with the
potential

— 2
(_q_él_):t_ , q=const.

vE@=2
This proximity enables us to investigate the solutions
of (2.16) by the averaging method. Analysis of the
averaged equations'® shows that, for each 0>(2b+1)/3
and sufficiently large », the Lorenz system supports
a stable cycle covering both nontrivial equilibrium
states. When b+1<0<(2b+1)/3, the neighborhoods of
these states each contains a further unstable cycle,
Analytically, it follows from these equations that, for
r— and 0=(2b+1)/3, the system supports a homo-
clinic figure of eight (two separatrices leaving the
point (0, 0, 0) and returning to this point), the decay of

24) The form of the phase space with three attractors in the
case of (2.12) is shown in Fig. 19,

M. 1. Rabinovich 458




IR L

2y oy r* '3 ”

7 7

FIG. 20, Evolution of an attractor in the Lorenz system with
increasing » for 0=10, b=8/3 (solid curve-stable equilibrium
state, broken curve-strange attractor, double curve-gtable
limit cycle).

which leads to the appearance of a denumerable set of
cycles and to stochasticity.?”

f) Conservative mechanisms

All the physical mechanisms leading to stochasticity
which have been discussed so far are fundamentally
connected with dissipation of the energy of one of the
modes and the supply of energy from external sources
to other modes. These are the most important noncon-
servative mechanisms responsible for the appearance
of disorder in, for example, hydrodynamics, At the
same time purely conservative mechanisms may also
be responsible for the appearance of stochasticity in
self-oscillatory systems (in particular, in the case of
nonlinear overlapping of resonances'®**), The con-
tribution of dissipation and of external sources of
energy in this case reduces merely to the choice of
one or several of the already existing stochastic mo-
tions that are distinguished by the fact that for them
energy dissipation and energy consumption are, on the
average, equal, The stochastic regime segregated in
this way can then be attractive, and a strange attrac-
tor may appear in the phase space of the system.“)
The appearance of a strange attractor in such a situa-
tion should resemble the appearance of a limit cycle
in a self-oscillatory system close to a nonlinear oscil-
lator, i.e., low nonlinear friction transforms one or
more of the existing closed paths into a limit cycle.

It is clear that the spectral characteristics of motion
on the attractor produced in this way (independently of
whether the motion is periodic or stochastic) can
remain the same as for the original conservation mo-
tion. In general, it is impossible to distinguish stochas-
tic self-oscillations from the stochastic motion of a
conservative system in a steady state.?” This can only
be done by investigating the process of establishing
the stochastic motions in which we are interested.

g) Large number of modes, developed turbulence

The “few-mode” strange attractors which we have
investigated so far and whose existence is striking in
itself, enable us to examine the mechanics of the de-
velopment of disorder in dissipative media. However,

25) The mechanism responsible for the appearance of stochasti-
city connected with the breakdown of the homoclinic figure of
eight has been discussed by Neimark® in comection with a
nonautonomous second-order system.

28) The stochasticity of a self-oscillatory system originating
from the nonlinear overlapping of resonances was detected
experimentally by Papko et al,

2 1n the most general case, this was already predicted by
Birkhoff (see Andronov?).
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they are relevant for real turbulence (those forms of it
represented by strange attractors) only in the neigh~
borhood of the limit of their appearance. The point is
that the number of excited modes on which the turbu-
lence is based increases with increasing degree of
non-equilibrium of the medium, i.e., the strange
attractor becomes a “multimode” attractor. The
question is whether physical mechanisms are cap-
able of supporting the existence of such attractors.
Generally speaking, the answer is that they are capable
because the number of interacting modes is not very
fundamental for the appearance of effects such as
competition or synchronization of modes, nonlinear
phase drift, and so on, which impede or facilitate the
emergence of stable disorder in nonuniform dissipative
media. We shall consider two examples taken from the
field of wave turbulence,

Flyn and Manheimer® have investigated numerically
the stabilization of a stable ion-acoustic mode in plasma
due to the upward transfer of energy along the spectrum.
They considered a model consisting of 10 harmonics
(the higher harmonics were nonresonant because of
dispersion). The first mode w had a growth rate y and
the tenth was subject to damping with v =10y, i.e.,
there was an inertial interval® of width 9w. It turned
out that both in the presence of dispersion within this
interval and in its absence, there was no cascade trans-
fer of energy along the spectrum characteristic of
Kolmogorov turbulence, and stationary energy distribu-
tions were not established. The resulting picture was
exactly the same as for the interaction of a growing and
a damped harmonic, mentioned above [see also (3.9)],
i.e., the energy of all the modes pulsated randomly,
varying by more than two orders of magnitude (see
Fig. 30a). However, the phases of all the individual
modes turn out to be coupled.?®

Numerical simulations have shown that the nature of
stochasticity in such models is not very dependent on
the number of interacting modes and there is only a
change in the width of the region occupied by the
stochasticity in the space of the parameters.

The role of phase effects in generating multimode
disorder in a dissipative medium can be seen from the
following example.® Consider the interaction between
a low-frequency (22, ¢,) wave and a high-frequency wave
with the dispersion law «* =v%? + «f in a one-dimension-~
al active medium (transmission lines with nonlinear
leakage current j(u)=—yu -y, u* +v,1°). Here, v, ,
are responsible for the growth of the oscillations in the
nonequilibrium medium and v, for the linear damping:
€, and g, are fixed (determined by the length of the
resonator). The interaction between the low- and
high-frequency waves occurs through the resonant
coupling between them due to the quadratic non-
linearity (y, # 0) of the leadage current (synchronisms

28)We note that the weak-turbulence approximation, which is
based on the hypothesis of random phases of the individual
waves, is a method of describing wave turbulence. The ques-
tion of what are the mechanisms that maintain stochasticity
in such a description is usually left open.
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FIG. 21. Abrupt transition from discrete spectrum to continu-
ous spectrum during breakdown of the mode-locking regime, %

of the form w;+ Q,=w; ;+4; 0,k xq,=k(w, ;). Fig-
ure 21 shows the experimental® spectra of high-fre-
quency oscillations in this “medium” for different
ratios of the quadratic and cubic nonlinearities.®
When the guadratic nonlinearity is small, mode com-
petition is the predominant effect, and the few-mode
dynamic regime is established (Fig. 21a). As y, in-
creases, the high-frequency spectrum becomes in-
creasingly dense (Fig. 21b), and the number N of
modes during the initial stage, whic13 are due to ex~
plosive instabilities,” increases as N~ N2, However,
in the present context, the fundamental point is dif-
ferent, namely, it is clear from Fig. 21 that the high-
frequency spectrum consists of equidistant lines, de-
spite the presence of strong dispersion in this frequen-
cy band, This is due to the mode locking effect which
we have already discussed., However, a further in-
crease in the quadratic nonlinearity leads to the ap-
pearance of new modes with incommensurable fre-
quencies. This is accompanied by rapid suppression
of the mutual mode locking and the development of
random self-oscillations characterized by a continuous
spectrum (Fig. 21c). Under these conditions, stochas-
ticity develops in the hard manner (and this, in par-
ticular, shows its attractive character), i.e., as the
ratio R =y, /v, increases, disorder sets in for a value
of R, greater than R, (at which it vanishes when this
ratio decreases). In the hysteresis region, R,<R<R,,
we have either an equidistant spectrum or turbulence,
depending on the initial conditions (Fig. 21b and c).

3. FINITE DIMENSIONAL DESCRIPTION OF
HYDRODYNAMIC TURBULENCE

Hydrodynamic turbulence, described by the Navier-
Stokes equations, has very little in common at first
sight with the motion of dynamic systems, i.e., with
ordinary differential equations with which we were
largely concerned above, This connection does, how-
ever, exist and is very intimate. Hopf originally put
forward the hypothesis that the entire set of paths of
the Navier-Stokes equation (its phase space is infinite-~
dimensional) is attracted to a finite-dimensional set.
Hence, it immediately follows that, as {~ =, the motion
of the fluid can be described by finite-dimensional equa-
tions. Although it is true that this hypothesis has not
so far been verified, it seems perfectly natural if we

%) This ratio can easily be varied by varying the constant bias
across the tunnel diodes used as the nonlinear leakage ele-
ments,
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recall that viscosity impedes the existence of small-
scale perturbations, We add that the main bifurcations
that have already been established for the Navier-
Stokes equation have a finite~dimensional character.'®®
This is confirmed, for example, by the transition of
stable stationary flow into periodic flow (creation of a
limit cycle from an equilibrium state), by establish-
ment of doubly periodic flow (creation of a two-~di-
mensional torus), and so on. There is therefore every
reason to suppose that the next bifurcation, i.e., the
transition to disordered flow, is also finite-dimen-~
sional for many hydrodynamic problems. This is ap-
parently valid for both two-dimensional and three-
dimensional flows. However, rigorous results have so
far been obtained only for two-dimensional hydrody-
namics when the motion is independent of one of the
coordinates.

a) Two-dimensional hydrodynamics

According to the results reported by Ladyzhen-
skaya,®® all limit regimes (for ¢~ ) corresponding
to two-dimensional Navier-Stokes equations

2
v,—vAv-i—Z UpVa, = -—-;-l,—Vp+t(z), divv=0, v|g=0

h=1

3.1)

(where S is the bounding contour) are described by a
dynamic system that is equivalent to a finite-dimen-
sional system. More precisely, this result can be
formulated as follows. If we write v(x,¢)

=) jme1 & (E)@p(x), the motions described by (3.1) can be
reconstituted from their projection (Galerkin approx-
imation), i.e, Vylx, t)=23¥ a,(t)p,(x) in N~dimensional
Euclidean space, where the a,(¢) satisfy

(3.2)

- I
s =12 ol e, + ) yiai - Fre
,m i

The important feature is that the nature of the original
solution v(x, f) is strictly the same as the behavior of
vy(x,2): if vy(x,£) does not depend on ¢, then v(x,¢)
will not do so either; if v, is periodic in ¢, then so is
v; if vy is periodic in ¢, then so is v; if vy(x,¢) has a
continuous spectrum, then v{x,¢) will also have such a
spectrum, Thus, the development of two-dimensional
turbulence can be rigorously established by investigat-
ing the finite-dimensional projection, i.e., (3.2).
Naturally, N increases with increasing R. This result
is not too difficult to understand physically and is con-
nected with the role of viscosity, which increases with
decreasing scale and ensures that small-scale pertur~
bations follow the strong large-scale perturbations.

b) Relation to experiment

Experimentally, the turbulence represented by a
strange attractor should be distinguished by the nature
of its appearance, i.e., a small number of transitions
preceding it and a sharp, “catastrophic,”® appearance
of random pulsations with a continuous spectrum. Let

us consider from this point of view the results of ex-

30 There exists at present a very interesting topologic theory
the “catastrophe theory,” developed by Tom® and others,
which can be used to describe many discontinuous transitions
in very different systems.
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FIG. 22. Regions of existence of different convective regimes
in a horizontal layer of liquid heated from below.

periments on the onset of turbulence in classical hydro-
dynamic flows. We shall see later that the appearance
of turbulence during thermal convection, during
Couette flow between cylinders, in a boundary layer,
and in the wake of a body in a flow does, indeed, fre-
quently resemble the picture prescribed by the “at-
tractor model,” i.e., as supercriticality increases,
simpler motions are replaced by more complicated
motions, and turbulence discontinuously sets in after

a small number of transitions.

The analogy between the above transitions will be
clear from the table,®s but they are interesting enough
for us to consider them briefly.3"

¢} Thermal convection

Convective motion in a horizontal layer of liquid or
gas heated from below has been under investigation for
more than seventy years®® (Bénard, 1900; Rayleigh,
1916) and can be described by two dimensionless pa-
rameters, namely, the Rayleigh number Ra=gATh*g/
vn and the Prandtl number Pr=v/x, where g is the
gravitational acceleration, AT > 0 is the temperature
difference between the lower and upper boundaries of
the layer, & is its thickness, v the viscosity, = is the
temperature diffusivity of the medium, and g the
thermal expansion coefficient. Figure 22 shows the
subdivision of the plane of the parameters Ra, Pr
into regions in which different types of convective mo-
tion take place. This subdivision was introduced by
Krishnamurti®” as a result of an analysis of experi-
ments with different liquids and gases, covering values
of Pr between 1672 (mercury) and 10* (silicone oil).
The first transition from hydrodynamic equilibrium to
stationary two-dimensional convection does not depend
on Pr and, for Ra>Ra;,*? leads to the appearance of
stable structures in the form of convective shafts,

i.e., two-dimensional vortices, A further increase in
Ra results in the second transition: for Ra>Ra;;, the
two-dimensional motions are replaced by three-dimen-
sional stationary regimes corresponding to the ex~

31) A detailed discussion of the transitions to turbulence in dif-
ferent hydrodynamic flows is given by A. S. Monin in this
issue (p. 429). The author is indebted to A. S. Monin for en-
abling him to see this paper prior to publication.

32) For a layer with isothermal solid boundaries, Ra;=1700,
whereas, for a layer with free boundaries, Ray= (27/4)r%/4
~ 657,
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FIG. 23. Couple applied to inner cylinder as a function of the
Taylor number. Breaks correspond to changes in flow struc-
ture.

citation of many degrees of freedom, i.e., multimode
structures appear; for Pr <7,Ra;;= 12Ra;. This sta-
tionary regime then goes over into an oscillatory re-
gime for Ra 2 Ray;;. For small values of Pr<5, the
stationary multimode convection does not take place,’
and the stationary single~-mode regime is immediately
replaced by a nonstationary regime. The structure of
the oscillatory regimes in the region between 3 and 5
becomes more complicated (again in a discrete manner)
as the degree of nonequilibrium of the system, i.e.,

Ra, increases. Disordered oscillations with a contin-
uous spectrum of pulsations, i.e., turbulence, set in
for Ra>Ray. A further increase in Ra is accompanied
by a change in the turbulence structure: apparently new
degrees of freedom of the system begin to participate
in the motion. For example, experiments with water in
the interior of a turbulent region®® have shown the
presence of eight transitions for 1.05 X 10°>Ra>2.76

%X 10°%, Similar transitions have been observed in ex-
periments with low-temperature helium.5*"® They
correspond to breaks in the dependence of the heat

flow through the layer (Nusselt number Nu) on the
Rayleigh number.

d) Coutte flow between rotating cylinders

This flow is very similar to convection in a layer, and
the resulting picture of successive complication of flow
and the sudden onset of turbulence is similar to that
described above. When only the inner cylinder rotates,
the various limits are as shown in Fig. 23, which shows
the couple applied to the inner cylinder as a function of
the Taylor number 7 =Qri®/1#, which describes the
nature of the flow (2, are, respectively, the angular
velocity and radius of the inner cylinder, and [ is the
gap between the cylinders, The first of the transitions
shown in Fig. 23 was observed by Taylor himself™
nearly half a century ago: for T 27, the “smooth”
flow becomes unstable, and structures in the form of
rings around the inner cylinder are found to appear,
These are the Taylor vortices. The number of these
vortices, i.e., the mode number in z, may be different.
For T =T, =1,08T;, the vortices become unstable with
respect to bending oscillations running along the angu-
lar coordinate 8, and azimuthal waves with spatial
structure f(z, 6) ~ ™" are found to appear. De-
pending on the initial conditions, a state with large m
and n can appear (Coles™ observed up to 70 states as
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the angular velocity was varied depending on the pre-
history). Turbulence sets in for T > Ty, .3

e) Boundary layer

A finite number of transitions precedes the appear-
ance of turbulence in the boundary layer as well. How-
ever, here, the picture is much more compli-
cated.™ %7539 The transition points are shown in
Fig. 24, which plots Rey; =V 5*/v as a function of the
Reynolds number Re=Vx/y, where 6* is the charac-
teristic thickness of the boundary layer. The Reynolds
number increases along the flow. An instability leading
to the growth of two-dimensional Tollmien-Schlichting
waves’® appears atI. Nonlinear effects have a strong
effect at II and, as a result of the interaction between
two-dimensional and three-dimensional Tollmein-
Schlichting waves, the flow becomes vortex-dominated
and the so-called Benney vortices are formed.”™ This
is accompanied by a point of inflection on the velocity
profile. Lower down along the flow (point III), the
development of secondary instability results in the ap-
pearance of small-scale perturbations and small
turbulent regions, i.e., turbulent spots, which grow as
they move with the flow, appear at IV, At Re* (point
V), a flow with developed turbulence is formed. The
structure of the turbulent layer is quite complicated,
consists of many layers (it contains a sublayer, a
superlayer, and so on™"%), and is not as yet completely
understood.

f) Wake of a body in a flow

A sketch of the turbulent wake of a body in a flowing

liquid was already given by Leonardo da Vinci,™ but

- systematic studies of this type of flow began roughly 60
years ago with the work of von Karman,”"® Viscous
flow of this kind occurs up to Re =4, For Re>4, the
boundary layer breaks off on either side of the body
and forms two symmetric vortices (Fig. 25) which at-
tach themselves to the surface of the cylinder. For
Re> 40, the wave perturbation between the “upper” and
“lower” flows in the separated boundary layer begins
to increase (the cylinder serves only to produce the
free boundary layer). The evolution of this perturba-
tion with increasing x resembles the evolution of a
simple wave in a nonlinear medium without disper-
sion: at first, the wave profile becomes increasingly
steep and then the wave “turns over,” forming a
“Karman street” (Re = 80), A further change in struc-

33)When the external rather than the internal cylinder is made
to rotate, the transition to turbulence is found to be differ-
ent. 7

3 5ee also the review by A. S. Monin in this issue (p. 429).
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FIG. 25. Transition to turbulence in the wake of a cylinder.

ture occurs only for Re~10° when turbulent regions
appear in the wake, For Re=5.5x10% the wake of the
body becomes completely turbulent.”®

Thus, if we ignore some of the details, turbulence
does indeed appear in many of the above flows not in a
spectrally evolving manner (as in the Landau-Hopf
model), but catastrophically, and is preceded by a
small number of qualitatively different regimes. It is
still difficult to say what is the relevance of the strange
attractor to the appearance of turbulence in, for ex-
ample, the boundary layer. However, for Couette
flow, and in thermal convection, this representation of
turbulence is completely realistic. We shall now con-
sider finite-dimensional mathematical models in which
the appearance of random pulsations can be observed
for such flows.

The simplest and most general method of constructing
a finite-dimensional approximation to the equations of
hydrodynamics is the Galerkin method.®®!'° Iis egssence
is that the velocity, pressure, and temperature fields
are expanded in terms of a finite set of orthogonal func-
tions (most frequently, the eigenfunctions of the linear
problem) in which the expansion coefficients a; are
time-dependent. By demanding minimum approximation
error, one obtains a set of ordinary differential equa-
tions of the form given by (3.2).

The simplest application of this approach is that to
convection, where, in the linear approximation, the
liquid is at rest and the problem is self-adjoint. The
situation is somewhat more complicated in the case of
Couette flow between cylinders. For the boundary
layer and for the wake of a rigid body in a flow, the
linear boundary problem leads to the Orr-Sommerfeld
equation, and the determination of the eigenfunctions
is not in itself trivial.

g) Turbulent convaection in the Hele-Shaw Cell

The Hele-Shaw cell is a parallelepiped, one of the
horizontal dimensions of which {d in Fig. 26a) is much
smaller than the other two. It is very convenient for
graphic experiments. At the Same time, convective
motions in a cell or gap of this kind are two-dimension-
al and admit of a detailed theoretical description and
subsequent comparison with experiment.%! At present,
convection in the Hele-Shaw cell is among one of the
few experiments capable of testing finite-dimensional
models of the origin of hydrodynamic turbulence not
only qualitatively but also quantitatively (! ).
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FIG. 26. Experimental (a) and simulated (b) flow lines in a
Hele-Shaw cell at different times,

In the experiments described by Lyubimov et al.,®
a constant temperature gradient G independent of the
rate of motion within the gap was maintained on the
wide solid walls of the cell, In a number of experi-
ments, one of the wide walls was transparent, so that
it was possible to observe the change in motion as Ra
was increased. Stationary single-vortex convective
motion was found to appear for Ra>Ra; and persisted
up to Ra=Ray;. Further increase in the Rayleigh num-
ber (i.e,, in the vertical temperature gradient) led to
the appearance of stationary two- or four-vortex con-
vection for Ra>Ra;;. Stationary cellular convection
was then replaced at higher values of Ra by a dynamic
oscillatory regime. The next transition led to the
establishment (for Ra>Ra,;) of irregular vortex mo-
tion with the characteristic random paired linking of
the vortices. Figure 27 shows the pulsations of the
temperature difference within the cell corresponding
to this turbulent regime.

The model used to explain all the experimentally ob-
served transitions was a natural generalization (or,
more precisely, extension) of the Lorenz model. The
equations of free convection in the Boussinesq approx-
imation had the form

%—HVV) v= —%’—-{-w&v—gﬁ?’,

aT
s+ (VV) T =xAT,
divv=0

(3.3)
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FIG. 27. Output of a thermocouple placed at the central section
of a Hele-Shaw cell (stochastic regime).

(same notation as before). Assuming that the flow
structure along z is given, we can introduce the flow
function ¥ such that v, =-3y/3y, v,=8)/8x, In terms

of the dimensionless variables x =x,/d, t=(n/d*)t,,
6=(T/d)G, P =p,/%, the original equations take the form

—Pi—r(mt—i—l (¢, ©)]=A0+Ra by,

8+ J (. 8)=AB+py, (3.4)

where w=-y,, - {,, is the vorticity, 6 is the departure
of the temperature from the equilibrium value, Ra
=gPBGd*/vn is the Rayleigh number, and J is the
Jacobian. The next step is to seek the general solution
in the form

Pp= 2 Pam (¢) sin n—; .t~sinﬂHJL y-cos-’zL 3,

3.5
6=2 t),.,,.(t)coslll’i J:‘sin-%‘— y~cos—’2—l-z, ( )

where H and L are, respectively, the dimensionless

vertical and horizontal dimensions of the cell (in this

particular experiment, H =20 and L =10). These are

then used to obtain equations of the form of (3.2) for

¢’nm’ enm with f.=0

The trivial solution of this system, ¥,, =6, =0,
corresponds to the mechanical equilibrium which is
stable for

Ra < Rap=nt [1+( (3.6)

5 derd).

For Ra>Ra,, we have stationary single-cell con~
vection, i.e., the modes ¢,,, 6,,, and 6, differ from
zero, and all the others are not excited, as before. The
set of equations for these modes is the same as the
well-known Lorenz system. In principle, the turbulent
regime could have appeared even for this monocellular
convection if the critical Rayleigh number Ra;*® could
be exceeded within the stable single-vortex regime.
However, the stochasticity described by the Lorenz
system does not have time to appear, i.e., the modes
Pa2s B32s Y1y O30, 604 aDPear much earlier for Ra=Ra,
<Rar, and three- or four-cell convection is estab-
lished. The set of equations for these modes takes
the form of three coupled Lorenz systems of the form:
(‘l’u" ~ Y, O™ Zy, P35 ~ X, 931~ Yy 00s™ 22y ¥z
~X3, 0 Y )38

31t is precisely this situation that occurs in the convective
1oo 89
D.
3)For clarity, positive coefficients are omitted from (3.7).
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O ~ Y3) *):

X, =Y, —X, l + XX )
Yi=|X,~Y,—Y¥,Z, | +YoX; VX,
24=7 —Zi4+ XY, ~Z,+X/Y, *
Xz= Y,—-X, + X X5 ,
1.”2= X, —Y,— X524 —Y X3+ Yy,
Zs':‘ '*Zz"f‘XsYa E}
Xo=|Ys—X, — XX, ,
Vs =| Xg—Ys— X324 —Y, X, —V,X,.
(3.7)

This system was investigated numerically. It was found
that regular oscillations (limit cycle in the phase space
of (3.7)) became established for Ra>Ra, in a narrow
range of Ra, the amplitude of these oscillations in-
creased monotonically with increasing Ra, and this
was followed by the stochastic regime. The agreement
between the numerical and the experimental results
was exceedingly convincing. In particular, the values
of the Rayleigh number for which stationary (Ra,),
regular oscillatory (Ra.), and turbulent (Ra,) motions
became established were found to agree with the cal-
culated results to within 5%! Figure 26 shows the ex-
perimental and calculated flow lines corresponding to
the same parameter values.

We emphasize one exceedingly important point. If
the initial conditions differed from zero for a large
number of modes in (3.5), then a complex transient
process would be followed by the damping of modes
without symmetry (for example, ¥,,, ¥, 65, 6,5, by,
etc.), and the behavior of the other modes would be
independent of the initial conditions.

The Lorenz equations provide us with an elementary
building block for constructing many systems of hydro~
dynamic type describing different convective motions.
In particular, Lorenz himself succeeded in describing
turbulent flows, observed in experiments on the con-
vection of a liquid in the interior of a rotating cylin-
drical channel, with the aid of 14 equations. An analo-
gous convection model was constructed by Dolzhanskii
and Pleshanov for an ellipsoid heated from below. They
investigated a model of six equations, i.e., two coupled’
Lorenz systems®:

. Is—1. 1,
Qy=— ’11 2 ngs"mrl'l—: o6y,
= +71 0.0, — oyt 00,
2
. I,—1
Q=— ‘Is L 9,0, —0Ry, (3.8)

éx = —Q;8,—Q,0,47Q,—0,,
8, =0,8, — 00, 4 r2; —8,,
éa =009, 2,8,—8;

where @; and 8; are proportional to the components of
the angular velocity of the liquid and of the gradient

of the deviation of the temperature from the equilibrium
value, taken along the principal axes of the ellipsoid,
and o~ Pr,r~Ra. The minor axis of the ellipse (x,) is
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parallel to the gravitational field and I;>1,>1,. In the
absence of heating, 6, ,=0, and (3.8) describes
damped oscillations of a “liquid top.” Stable three-
mode motions are absent when heating is introduced
and, in particular, even the Lorenz attractor which
appears for , =6,=8,=0 (or §, =8, =, =0) is unstable
for » =17 (when 0=6). Both the barotropic and baro-
clinic mechanisms of instability can be simultaneously
analyzed within the framework of this model.?” It was
found that the appearance of additional, barotropic, in-
stability may suppress the stochasticity present in the
three-mode model by converting the motion into a
regular motion,

As we have seen, stochastic behavior may appear in
a dissipative system containing only three modes.
However, this stochastic behavior can only have a
qualitative relation to real turbulence (as a mechanism
responsible for the appearance of disorder). The
question is—how many modes are necessary to achieve
a quantitative description of the transition to turbu-
lence? For example, in the analysis of the convec-
tive loop, three modes are sufficient (single-vortex
motion.?® In the Hele-Shaw cell, turbulent convection
appears on the “basis” of 8—9 modes. To produce the
transitions to turbulence, Martin and McLaughlin®
needed 39 modes in the case of a layer heated from
below. For Pr=1, they observed the following tran-
gitions:

(1) for » =Ra/Ra; =1.25—stationary convection;
(2) for 1.25<r<1.45—periodic regime;

(3) for 1.45<y<1.5—weak stochasticity;

(4) for 1.5<y<1,6—again a periodic regime, and
(5) for r>1.6—developed stochasticity.

These transitions, with the exception of (3), corre-
spond to actually observed situations for small Prandtl
numbers (Fig. 22).

One can assert that the number of modes on which
turbulence is based depends on the geometry of the
problem and on the nature of the instability, i.e., on
the form of the neutral curve. Indeed, the convective
loop is essentially a one-dimensional resonator with a
very depleted spectrum, the Hele-Shaw cell is a two-
dimensional resonator, and the flat layer heated from
below can support both two-dimensional (whose growth
rate increases quite rapidly with increasing Ra) and
three-dimensional disturbances. These disturbances
were first taken into account by Lorenz,% McLaughlin
and Martin,* and Gertsenshtein and Shmidt®*® in con-
nection with describing turbulent thermal convection
in a layer. A stochastic convection regime in a ro-
tating layer was discovered in the latter papers.

37) Baroclinic instability, typical for thermal convection, is
connected with the interaction between the velocity and temp-
erature modes; barotropic instability is connected with the
interaction between different velocity modes, This instability
is determined by the special geometry of the cavity and, in
particular, the barotropic mechanism can be excluded by
using a spherical cavity.
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FIG. 28, Experimental results on the transition to turbulence
in Couette flow between cylinders. '®? The Reynolds number is
normalized to the critical value corresponding to the onset of
Taylor vortices.

h) Transition to turbulence in Coutte flow between
cylinders

Quite recently, Gollub et al.?>'® investigated the
appearance of turbulence in Couette flow produced when
the inner cylinder is rotated. A laser beam and the
Doppler effect were used to measure the radial velocity
component V, of the fluid. Polystyrene spheres,

4,8 X107% cm in diameter, were introduced into the
water to increase the precision of the experiment. The
measured function V,(¢) was then used to determine

the power spectrum and hence to identify the various
transitions. No change in the spatial structure of the
flow could be detected for any of the observed transi-
tions (after the appearance of azimuthal waves). The
number of vortices along the vertical was 17 and the
number of waves along the azimuth remained equal to
four. The 17/4 state having been attained remained
stable for 2<Re/Re <45, where Re_, is the value of
Re for which Taylor vortices appear and V, becomes

a periodic function of z. The fact that the apparent
structure of the flow and the rotational couple remained
constant during the observed transitions explains why
these transitions were not noted in previous experi-

465 Sov, Phys. Usp. 21(5), May 1978

Ke)=(80,(£)8vn ¢ +2)), (cmisec)
22 Re/Re =219 ’
0

-02f o

I i A

1
14 2 4 & § f, sec

206 - Ro/Re =228
Q06
g
1l 1 L i 4
AT 7§ feec

FIG. 29. Autocorrelation function for velocity, before and
after the disappearance of the discrete spectral component
(at Re/Re  =22.4).

ments. The evolution of the power spectrum of the pul-
sations of V,(¢) during the transitions can be seen in
Fig. 28: (1) Taylor vortices appeared for Re>Re,;;
the intensity of the pulsations grew with increasing Re
near the transition, in accordance with the Landau ex-
pression vRe = Re, ; for larger Re, when the correc-
tion due to the next approximation had to be introduced,
the dependence was of the form (R - R« )® /2, which was
first introduced by Davey'®; (2) for Re/Re. =1.3,
there was a periodic azimuthal wave of frequency w,
with m =4 (see Fig. 28, where all the frequencies are
normalized to the rotational frequency of the inner
cylinder); (3) a low-frequency spectral component at
w, = 0.2 was noted in some of the experiments as Re
was increased (it is possible that this was connected
with the modulation instability of the Taylor vor-
tices'®:™); (4) for Re/Re=10.0x0.2, the discrete
component at w, =(2/3.3)w, and the components at the
combination frequencies w, = w,;, 2w, ~ w;, W,

- (2w; — w,), and 2w, - w, appeared softly without
hysteresis (they are shown in Fig. 28 for Re/Re
=13.3; (5) as Re was increased, the amplitude of w,
and together with it the amplitudes of the combination
components were found to fall and, for Re/Re. =19.8
£ 0.1, all the discrete components other than w, dis-
appeared, but the diffuse peak at w= w, /3, which first
appeared for Re/Re,, =17 was found to persist. The
separation between w, and w, was found to decrease
continuously with increasing Re: when Re/Re,, =10.0,
the ratio w,/w, was 1.63 whereas, for Re/Re=19.8,
it was 1.41; (6) finally, the last of the remaining dis-
crete components w, vanished for Re/Re . =22.420.2,
and the flow was transformed from quasiperiodic to
random and was characterized by a continuous spec-
trum with a decreasing autocorrelation function (Fig.
29). The flow was investigated up to Re/Re =45 and
no further transitions were observed. The width of the
discrete peaks was Aw= 0,001 and the frequency w, was
equal to that found by Coles.™ The authors of the ex-
periment also emphasized that, after the transition to
turbulence, the spectrum still contained diffuse peaks
at frequencies that were multiples of w,/3.

The fact that the appearance of the continuous spec-
trum is, in this case, connected not with the appear-
ance of a large number of incommensurable frequen-
cies but, on the contrary, with the vanishing of narrow
discrete components and the appearance of diffuse
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peaks, suggests that the observed transition to tur-
bulence could be described within the framework of the
finite-dimensional model. For a detailed description of
all the transitions,*® the number of modes in this model
must not be too small. Without attempting to simulate
all the observed transitions, let us consider the single
most important transition, i.e., the sudden transforma-
tion of the discrete component w, into a diffuse peak.
Using the fact that, immediately before the transition,
the spectrum contains not only w, but also the diffuse
peaks at w,/3 and (2/3)w,,*® we can simulate the tran-
sition by the simplest model, namely, three resonantly
coupled quasiharmonic (in time) modes with frequen-
cies w,, (2/3)w,, and w,/3. The equations for the
complex amplitudes a;, 4,, and g, of these modes are

ag=xa,—a}+-2afaz—p|a, [* oy

‘;:=V"x—‘3‘llaz—9 fay|® ag,
3.9)

ay= —va,a,a} +aya}.

Here, the quadratic components describe the resonant
interaction between the modes due to the quadratic
hydrodynamic nonlinearity and the cubic terms rep-
resent the nonlinear damping connected with self-
interaction and the transfer of energy to the damped
harmonics; y >0 characterizes the growth rate of the
main mode w, and ¥>0 the damping at w,/3. The pa-
rameter » can be either positive or negative.

The transfer of energy from the intensively growing
mode w, to the subharmonics, which is described by
{3.9), has been investigated numerically.®'!% It was
found that the transfer of energy down the spectrum in
this decay process (for different values of the coef-
ficients ¥, , and v) could be stationary [stable
equilibrium in the phase space of (3.9)], periodically
modulated (stable limit cycle in phase space), and
randomly modulated [the solution of (3.9) is then
characterized by a continuous spectrum and a falling
autocorrelation function]. This is illustrated in Fig. 30.
Since we are concerned with quasiharmonic processes,
the transition from the dynamic to the stochastic pro-
cess corresponds to the transformation of the discrete
components into diffuse peaks in the spectrum of the
(velocity) fields themselves. The fact that the com-
ponents w,/3 and (2/3)w, were broadened even before
the transition should apparently have no qualitative
effect on the appearance of stochasticity which is de-
scribed within the framework of (3.9), including the
case when » <0,

i} The role of decays in the appearance of turbulence

As we have just seen, decays, i.e., the transfer of
energy from the growing high-frequency perturbations

3) The first transitions, i.e., the appearance of the Taylor
vortices and periodic azimuthal waves, are satisfactorily ex-
plained within the framework of the simple “nonresonance”
model such as (2.1). This explanation was first given by Stu-
art.”

39) The smearing out of the peaks at these frequencies can be
connected, for example, with the enhancement of the role of
fluctuations near the bifurcation, which corresponds to the
vanishing of the growth rate at frequence w;.
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fest

o

(7] a)

b)
FIG. 30. Realization (a) and its correlation function (5) ob-
tained by numerical analysis of the model given by (3.9) with

p=0.2,

downward along the spectrum (this was discussed in
detail in Sec. 2), play an important role in the appear-
ance of turbulence, in thermal convection, and in
Couette flow. It would appear that the decay mech-
anism for generating disorder, which is quite common
for self-oscillatory systems, is directly related to the
nature of hydrodynamic turbulence near its onset.

This is also confirmed by experiments on transitions
to turbulence in a wake.®"'® Sato® has investigated
the onset of turbulence in a symmetric flow with a
velocity gradient and found that the presence of dis-
turbances at frequencies f; and f, was accompanied by
the effective transfer of energy to the mode with the
difference frequency f, - f, which, in turn, was ac~
companied by the randomization of these low-frequency
oscillations. Analogous results have been obtained by
Miksad,®® who analyzed the transition to turbulence in
plane~parallel flow. The flow was subjected to per-
turbations at the frequency corresponding to the max-
imum growth rate. The leading effect observed in this
situation was the generation of a subharmonic and the
strong “noise” broadening of the spectrum (Fig, 31).

Subharmonic generation, which precedes the onset
of turbulence, was also observed in the numerical
simulations of Gertsenshtein ef al.,%? who simulated
the wake by a piecewise-linear velocity profile, and,
in recent boundary-layer experiments by Kachanov
et al*® They investigated the evolution of the
Tollmien-Schlichting waves of finite amplitude on a
plate. The experiments were performed in a wind
tunnel with a very low level of natural turbulence
(0.04%), so that very fine features of preturbulence
could be examined. It was found that, near the transi-
tion to turbulence, the growth of the main wave and of
its harmonics was initially stabilized. Their ampli-
tudes were then found to fall, but this was accompanied
by an increase in the level of low-frequency pulsations

f/e f g2 i 3

b4 0 8 4w & & w8 99 M Hz

FIG. 31. Pulsation spectrum in the sheared 1ayer.87
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which should have been damped out according to the
linear theory. In all the experiments, the spectrum

of these pulsations contains a peak at half the frequency
of the main wave, This peak broadens and then van-
ishes as the Reynolds number increases. The same
experiment shows the presence of a low-frequency com-
ponent in the spectrum, whose frequency is very de-
pendent on the amplitude of the main wave. It may be
that pulsations of this frequency appear as a result of
decay processes of higher order and correspond, for
example, to the modulation instability of the Tollmien-
Schlichting waves.

CONCLUSIONS

1. The appearance of stochasticity in dissipative
systems (and, indeed, in conservative systems) has,
until recently, been intuitively related only to the ex-
citation in a given system of a very large number of
degrees of freedom. Indeed, any particular motion of
a system of, say, 10?®* modes (or molecules) can be re-
produced experimentally only in principle. In prac-
tice, motion of this kind is not reproducible if only be-
cause it is impossible to specify more than once the
same initial conditions for such a large number of
particles.® However, it is now clear that there are
dissipative systems with a small number of degrees of
freedom whose behavior is equally unreproducible (when
the initial conditions are specified with arbitrarily
high but, nevertheless, finite precision). The reason
for this lies in the unstability (divergence) and the
tangling of paths within the attractor, i.e., an attrac-
tive region in the phase space of the system. The ex-
istence of the so-called strange attractors in the phase
space of very different physical (and not only physi-
cal?5-31:91.92:96) gystems has turned out to be almost as
common as, for example, the existence of limit
cycles.

2. From the point of view of the average descrip-
tion of a system with strange attractors, it is ex-
ceedingly interesting to find the statistics of the be-
havior of the system from the known structure of the
strange attractor. It is possible that the most natural
way will be to transform from phase flows to mappings,
and to use the symbolic description. However, even
for the popular Lorenz system, this problem is still
in the initial stage of solution,%!+52+54:109

3. A very important point in connection with the above
problem is that the small fluctuations present in any
physical system cannot destroy a strange attractor.
Moreover, they apparently have very little effect on
the statistics of the system “characterized by a strange
attractor,” i.e., the exponential divergence of paths

4D Whether an ensemble of a large number of modes will ex-
hibit a dynamic or statistical behavior will, of course, de-
pend not only on the number of modes but also on the nature
of the coupling between them, Stationary nonlinear waves in
a continuous medium are an example of the dynamic behavior
of a system consisting of an infinite number of modes. In
media with dispersion, such waves are the result of mutual
frequency locking of an infinite number of spatial harmonics.

467 Sov. Phys. Usp. 21(5}, May 1978

within the attractor turns out to be “more important”
than a random external force.%

4, Turbulence, i.e., stochastic self-oscillations of
a continuous medium or field, is connected with the
instability of solutions not of ordinary but of partial
differential equations. It is therefore natural that the
strange attractor is a representation of only the type
of turbulence that admits of a finite~-dimensional rep-
resentation, In hydrodynamics, this is valid, for ex-
ample, for two-dimensional flows or for the motion of
a liquid or gas in a bounded cavity (resonator). Here,
we have, in particular, the remarkable experiment
with the Hele-Shaw cell which confirms the “attractor”
model of turbulence in the case of thermal convection.

5. The fact that the strange attractor is the direct
mapping of “finite-dimensional” turbulence that is
characterized by a continuous spectrum in time but is
discrete in space, is currently only one aspect—
clearer than the others—of its connection with the
theory of turbulence. It is possible that the role of
strange attractors in the theory of stochastic self-
oscillations of distributed systems and in the theory
of hydrodynamic turbulence is, in particular, broader
and is similar to the role of periodic or solitary sta-
tionary waves in the theory of regular self-oscillations.
Thus, a nonequilibrium dissipative medium can, in
principle, support “random” stationary waves which
correspond to the strange attractor in the phase space
of the system describing the stationary (or other self-
preserving) motions. However, research in this area
is only just beginning and, as yet, we know of no
specific results.
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