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This review concerns disordered ferrotnagnets in which the magnetic atoms are randomly located on sites
of a crystal lattice. Attention is given principally to magnets with strong spatial fluctuations of the
exchange interaction. Naturally the magnetism of such systems differs substantially from the properties of
ordinary ferromagnets; and for them, as for strongly disordered nonmagnetic systems, the methods of
perturbation theory are inapplicable. The general concepts of the theory of disordered magnetic systems
are presented with application to two models: disordered ferromagnets with interaction between nearest
neighbors in the lattice, and ferromagnets in which the exchange interaction depends exponentially on the
distance between the magnetic atoms. An example of ferromagnets of the second type is provided by
dilute alloys of palladium with iron, cobalt, and manganese. The principal experimental results for these
alloys are presented, and it is shown that the theory of disordered magnetic systems describes their
properties well.

PACS numbers: 75.3O.Et, 75.10. - b , 75.50.Bb, 75.50.Cc

CONTENTS

I. Introduction 832

II. Dilute ferromagnets with nearest-neighbor interaction 833
1. Concentration phase transitions. Basic concepts 833
2. Properties of a ferromagnet far from the percolation threshold 834

a) Spin waves in the Heiscnberg model 834
b) The effective-medium method 835
c) High-temperature expansions 835

3. The concentration range near the percolation threshold 836
a) Concepts of scaling theory for a concentration phase transition 836
b) The thermodynamics of a Heisenberg ferromagnet 837

4. The Bethe lattice 838
III. Impurity ferromagnetism of strongly paramagnetic metals 838

5. Model of an impurity ferromagnet 838
6. Concentration dependence of the Curie temperature 840
7. Spin waves 841

a) The stiffness coefficient of spin waves 841
b) The density of states and electrical resistivity 842

8. Local spin flips 842
a) The magnetization and specific heat at low temperatures 842

b) Electronic kinetic phenomena 843
c) The magnetization at high temperatures 844
d) Experimental results. Comparison with theory 844

9. Effect of an oscillating potential 846
10. Ternary alloys 846

a) Alloys with nonmagnetic impurities 846
b) Two kinds of magnetic atoms 847

11. The paramagnetic phase 848
IV. Conclusion 849
References 850

I. INTRODUCTION amorphous magnets,1 spin glasses,1*3 ferromagnetic
alloys with small concentrations of magnetic atoms,1'4"e

Disordered magnets-that is, systems in which the ^ ^ ^ t i e s a r e p e Culiar, and an approach to
magnetic atoms do not form a regular crystalline lat- t h e m Q n ^ b a g . s o f ^ u g u a l - d e a s Λ ο α ( . o r d e r e d m a g .
tice-have been intensively investigated since the ^ o f t e n s u n s o u n d

1960's. Development in this direction was stimulated by
two facts. First, there was general interest in the The number of papers devoted to disordered magnets
problem of disordered condensed systems. Second, is enormous. We have not attempted to give a review of
over the last 10 to 15 years there have been obtained all the existing material. Our aim is to present, in the
disordered magnets of extremely diversified types: simplest cases, the principal concepts of the theory of
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disordered magnetic systems, and to apply it to the
analysis of the properties of several specific materials.

We shall consider ferromagnets with localized mag-
netic moments, in which the magnetic atoms are dis-
tributed at random (that is, without correlation) over
the sites of a crystalline lattice. Depending on the type
of potential, two opposite situations are possible.

1. Only nearest neighbors in the lattice interact. In
this case, magnetic order exists only if the concentra-
tion χ of magnetic atoms exceeds a critical value xc

(the percolation threshold); that is, there occurs in the
system, along with a temperature phase transition when
x>xc, also a concentration phase transition at zero
temperature.

2. There is a nonvanishing exchange interaction for
an arbitrary distance between the magnetic atoms. In
this case, ferromagnetism exists at an arbitrarily
small concentration x. We shall suppose that the ex-
change potential falls off exponentially with distance:
V(r)~e'r/R.

Common to these systems is the decisive role of spa-
tial fluctuations in the most interesting range of con-
centrations: in the first case, when the concentration χ
is close to the singular point, the percolation threshold
xc; in the second system, when the mean distance be-
tween magnetic atoms is larger than the radius R of the
exchange potential, and therefore the fluctuations of the
exchange interaction are large. Naturally the magnet-

• ism of such systems differs strongly from the proper-
ties of ordinary ferromagnets; and for them, as for
strongly disordered nonmagnetic systems, the methods
of perturbation theory are inapplicable.7

Ferrodielectrics in which some of the magnetic atoms
have been replaced by nonmagnetic ones could become
materials of the first type. Although at present only
diluted ferri- and antiferromagnets have been obtained
by this method,8 the diluted-ferrodielectric model is the
best studied theoretically, and it is for it that the basic
concepts of the theory of disordered ferromagnetism
have been successfully formulated and that certain
general results have been obtained.

The classic example of a ferromagnet of the second
type is dilute alloys of palladium with iron, cobalt, and
manganese. The unusual properties of these alloys
have been known for some time, but they remained
understood for a long time because the spatial fluctua-
tions of the exchange energy were not taken into ac-
count.

The theory of ferromagnetic alloys of the PdFe type
is presented in the third section of the review. There,
also, are presented the principal experimental results
and their interpretation.1' We emphasize that dilute
alloys of the PdFe type are so far the only real strong-
ly disordered magnetic system whose properties can be
understood fairly completely.

''More detailed information about the experimental aspect of
the matter is presented in the review by Nieuwenhuys9 pub-
lished in 1975.

II. DILUTE FERROMAGNETS WITH NEAREST-
NEIGHBOR INTERACTION

1. Concentration phase transitions. Basic concepts

We consider a system of localized spins whose inter-
action is described by the Ising or Heisenberg model:

# = - τ Σ VnlaHSfSf + SJSD + SlSil-μΒ £ «: U-D
i, i . i

here s { is the spin localized at the site r f of the lattice,
Η is the external magnetic field, μ is the effective mag-
neton, and Vfj= F(rj-r y) is the energy of exchange in-
teraction of nearest neighbors in the lattice. For a = 1
the Hamiltonian (1.1) corresponds to the Heisenberg
model, for a = 0 to the Ising model.

The disorder in this system is most simply produced
in two ways. First, it is possible to replace magnetic
atoms by nonmagnetic ones, in a random manner, at
the lattice sites. In this case Vl}=Vopipj, where p(=l
if the site is occupied by a magnetic atom, p{ = 0 if by a
nonmagnetic one. Second, it is possible to fracture
bonds in a random manner; that is, to count certain V(j

as equal to zero. It is in principle possible to produce
such a situation in ferromagnets with indirect exchange
via nonmagnetic ions. Removal of the latter or replace-
ment of them by ions that do not take part in indirect
exchange corresponds to the breaking of a bond between
spins. Accordingly, in (1.1) and everywhere hereafter
the summation is assumed to be only over occupied
sites or unbroken bonds.

At temperature zero, all spins coupled by exchange
interaction are oriented parallel. If the concentration
χ of magnetic atoms or of unbroken bonds is small,
then the magnetic atoms form mutually isolated clus-
ters, whose dimensions do not change with increase of
the volume of the crystal. We shall call such clusters
finite. The mean magnetic moment of the whole crys-
tal is in this case zero.

With increase of x, the characteristic dimension of
the finite clusters increases; and at a certain critical
concentration xc, there appears a cluster the number of
particles in which is proportional to the volume of the
system. We shall hereafter call such a cluster infinite.

When x>xc, the magnetic moment Μ (Λ:) of the crystal
is nonzero and is equal to

(1) Ρ (χ), (1.2)

where Λί(1) is the moment of the ordered crystal, and
where P(x) is the concentration of magnetic atoms (per
lattice site) that fall within the infinite cluster. Thus
in the disordered ferromagnet at Γ = 0, a phase transi-
tion from the paramagnetic state to the ferromagnetic
occurs when the concentration x = xc.

The problem of a concentration phase transition, i.e.,
of the appearance of an infinite cluster, is studied in
percolation theory.10"13 In accordance with the two
methods considered above for producing disorder in the
lattice, it is customary to distinguish the "site prob-
lem" and the "bond problem." The critical concentra-
tion xc is called the "percolation threshold." The values
of xc depend on the type of lattice and are different for
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FIG. 1. Variation of the probability Ρ be), the spin-wave
stiffness coefficient D bc)/D (1), and the conductivity σ be)/σ (1)
with the concentration χ of magnetic atoms, for a simple cubic
lattice. 1 1 · 2 0 The dashed curve is a calculation of the conductiv-
ity by the effective-medium theory.

the site problem and for the bond problem. They have
been obtained as a result of computer experiments.
For cubic lattices, in the bond problem xc= 0.243 (bec),
0.195 (fee); in the site problem xc = 0.178 (bee), 0.120
(fee). A detailed table giving xc for various lattices is
given in the review by Essam.13

The value of P{x) varies from 0 at x = xe to 1 at χ = 1.
A graph of the function P(x), obtained by computer cal-
culations,11 is shown in Fig. 1.

2. Properties of a ferromagnet far from the percolation
threshold

a) Spin waves in the Heisenberg model. In the ground
state, the spins of the magnetic atoms contained in the
infinite cluster are parallel, and the saturation magnet-
ic moment is determined by the number of atoms that
fall within it. The deviation of the magnetic moment
from saturation at finite temperatures is caused by
magnetic excitations within the infinite cluster.

The question arises of the character of the elementary
excitations in such a disordered system. In particular,
it is not obvious a priori that the low-frequency excita-
tions constitute a weakly attenuating hydrodynamic spin-
wave mode, analogous to spin waves in an ordered
ferromagnet. In general, the low-frequency magnetic
excitations in a disordered ferromagnet might be local-
ized, like electrons in the field of a random potential.7

We shall now show that at least in an isotropic Heisen-
berg ferromagnet, the low-frequency excitations actual-
ly constitute weakly attenuating spin waves with a quad-
ratic dispersion law.

In fact, the equation of motion for the transverse spin
component S* = S%+iS!> has the form

i§L = i2v I m (sr-5;) . (2.1)
ι

The indices I and m identify sites occupied by magnetic
atoms and belonging to the infinite cluster. The opera-
tor Ϋφ=Τ/ιν1η(φι- <pj has an eigenfunction (normal-
ized to unity) cpol = UP(x)N, corresponding to the eigen-
value ω - 0; Ν is the total number of sites in the crystal.
Therefore it is to be expected that the eigenfunctions of

the low-frequency excitations, which we shall describe
by a "wave vector" q, can be represented in the form

<?^ν^η>\ (2.2)

where uqm can be expanded as a power series in q.
Then the equation for the eigenvalues ως of the operator
V has the form14

Σ ^ml(Kqm-«.lie i'Ilm) = <*,",<; (2.3)
m

here the χ axis is directed along q, and xlm = x,-xm.
Taking into account that ωο = 0, we get to the first order
in q

Σ Vmi("om-uoi-"*oi*i ») = <•>>„„,. (2.4)

On summing (2.4) over m and interchanging m and I on
the left side of the equation, we get

ω;Σ««™=ο, (2.5)
m

that is, ωό = 0. To the second order in q, we have

Σ f mi 0 4 » — «οι — 2iu'otxlm—uolx}m) = is>lull
(2.6)

On summing over m, interchanging m and I, and using
(2.3), we get

— I » 0 m — UO
(2.7)

η

Consequently the spin-wave spectrum has the form

ω, = D (x) q' + O ( Λ (2.8)

where D(x) = ω0" is a real, positive quantity.

It is evident from (2.8) that the damping of magnons
is proportional to a higher power of q than is their
energy.2' We emphasize that this conclusion is based
solely on the fact that the Heisenberg Hamiltonian con-
serves the total spin of the system; it does not depend
on the specific form of the potential V(r) or on the na-
ture of the spatial distribution of impurities.

The further problem consists of the determination of
the concentration dependence of the magnon "stiffness"
D. Here, as was first shown by Kirkpatrick,17 it is
convenient to use the relation that exists between the
concentration dependences of D(x) and of the conductiv-
ity a(x) of the equivalent lattice of resistors:

-§{fr=P(°)(o'(i)· ( 2 > 9 ^
The equivalent resistor lattice is constructed from

the magnetic lattice as follows: with the magnetic bonds
V(i are associated conductances atJ distributed accord-
ing to the same rule as are the V(1. The relation (2.9)
can be derived11 by use of the analogy between the right
side of the equation of motion (2.1) and Kirchhoff's law
for the equivalent resistor lattice:

Σ ι \ η Ο ΛΩ\
m

where φχ are the potentials at sites within the volume.

R e s u l t s of microscopic investigation of alloys with a small
concentration of nonmagnetic atoms15 or with a large radius
of interaction of the spins16 allow us to suppose that the
damping of spin waves, in the alloys considered, is propor-
tional to <f.
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An alternative derivation of (2.9) is based on the analogy
between (2.1) and the kinetic equation that describes the
hopping conductivity of electrons for which the probabil-
ity of a transition from site i to site j is Vi}.

14

b) The effective-medium method. Far from the per-
colation threshold (x>xc), most of the magnetic atoms
are contained in the infinite cluster. If the number of
nonmagnetic atoms 1 - χ is not small, then the number
of magnetic atoms in the finite clusters is comparable
with the number of them in the infinite cluster, and a
systematic analytical theory of these systems cannot be
developed. Therefore such systems are investigated
either by various interpolation methods or by numeri-
cal calculations on a computer.

Interpolation methods have been found useful in the
calculation of the concentration dependence of the spin-
wave stiffness D{x). Simplest and most graphic is the
effective-medium method, which is equivalent to the
coherent-potential method.18·19 We turn now to an ex-
position of this method and an analysis of the results
obtained with it.

In accordance with the relation (2.9), instead of cal-
culating D(x) it is sufficient to determine the concentra-
tion dependence of the conductivity a{x) of the equivalent
resistor network.

The idea of the effective-medium method consists in
replacement of the random quantities otJ by a certain
mean conductance am in such a way that the change of
voltage Αφ due to the deviation of the conductivity of a
single bond from am shall on the average be zero:

On substituting (2.12) in (2.14), we find

| 0 ; (2.11)

here g(a) is the distribution function of the conductance
σ. In particular, for the bond problem discussed above

g (σ) = χδ (σ - σ0) + (1 - χ) δ (σ). (2.12)

The change of potential Δφ(σ) is calculated differently
for the bond problem and for the site problem.

In the first case, we have (Fig. 2) for a resistor lat-
tice connected to an external circuit, in the fixed-cur-
rent mode,

am-^(z-2) + om<pm = a(<fm-A<p), (2.13)

where ζ is the number of nearest neighbors; Fig. 2
shows schematically a plane lattice for which ζ = 4.

From (2.11) and (2.13) follows

(2.14)

Δψ/2 Δγ/2

Δφ/2 Δφ/Ζ

FIG. 2. Voltage drop
near a conductance

(2.15)

where x'c=2/z is the value of the critical concentration
within the framework of the effective-medium theory.

For the site problem the calculation is somewhat
more complicated, since removal of a single site cor-
responds to correlated fracture of ζ bonds. The result
is analogous to (2.15) with replacement of (z/2) - 1 by
{2tp- I) ' 1 , 2 0 where

sin2 kxd

(2.16)

d is the lattice constant. According to Ref. 20, tp

= 1.265 (simple cubic), 1.19 (bcc), 1.15 (fee).

Numerical calculations on a computer, by the Monte
Carlo method,20 have shown that formula (2.15) de-
scribes the concentration dependence of the conductivity
well everywhere except for a narrow range of χ near xc

(see Fig. 1). The inapplicability of the effective-medi-
um method to a description of this critical range is
natural, since this method is a variant of the theory of
the self-consistent field. The concentration dependence
of D(x) follows from (2.15) by use of the relation (2.9).
For small concentrations of the defects (1 -x« 1), the
expression for D(x) obtained by the effective-medium
method agrees with the result of Izyumov.21

It must be especially noted that in disordered ferro-
magnets, spin waves determine the density of states
only at low frequencies. At high frequencies, local
excitations in the infinite and finite clusters also be-
come important. The density of states of disordered
two- and three-dimensional ferromagnets has been de-
termined over the whole frequency range by numerical
solution of the equations of motion (2.1) on a comput-
er. 2 2 · 2 3

c) High-temperature expansions. The concentration
dependence of the Curie temperature, Tc(x), and the
critical phenomena, for various models of disordered
ferromagnets, have been studied for many years by the
method of high-temperature expansions,24"30 which had
been successfully applied to the calculation of Tc and of
the critical indices in ordered ferromagnets.31 It was
found that Tc decreases with χ according to a law not
too much different from a linear one, and that

Tc(x)

Y
= 1 (Ising model),

> 1 (Heisenberg model) .
(2.17)

It is impossible to determine by this method the Tc(x)
relation for χ close to xc, since in this concentration
range the series converge poorly. If we extrapolate the
Tc(x) data to the small-* range, we find that Tc(x)
vanishes at values of χ very close to xc. Then the in-
tersection of the Tc(x) curve with the axis of abscissas
lies slightly to the left of xc for the Ising model and to
the right for the Heisenberg model. The critical indices
γ^χ) of the susceptibility and vT(x) of the correlation
radius increase with decrease of χ (Fig. 3).27·28·3° The
dependence of the critical indices on the concentration
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FIG. 3. Variation of the critical indices yT and vT and of
their ratio yT/vT with the concentration χ of magnetic sites,
for a face-centered cubic lattice.3 0

of impurities contradicts the universality hypothesis.
At the same time, the ratio yJ(x)/v7ix) is independent
of χ within the limits of accuracy of the calculations30

(see Fig. 3); that is, the concentration dependence of
the indices agrees with the hypothesis of weak univer-
sality proposed by Suzuki.32 The hypothesis advanced
by Suzuki is that what is universal is the dependence of
physical quantities not on Τ - Tc but on the correlation
radius ζ. Therefore what should vary with concentra-
tion is the ratio y£x)/v^x) and not these indices them-
selves.

3. The concentration range near the percolation threshold

a) Concepts of scaling theorv for a concentration
phase transition. As we have already mentioned, at
Τ = 0 there occurs in a system of magnetic atoms a con-
centration phase transition between paramagnet and

' ferromagnet. The concentration P(x) of atoms in the in-
finite cluster plays the role of order parameter; as is
seen from Fig. 1, the variation of P(x) with the concen-
tration of magnetic atoms is similar to the variation
with temperature of the magnetization of a ferromagnet.

The magnetic susceptibility near the percolation
threshold also behaves analogously to the susceptibility
of a ferromagnet near the Curie point. The character
of the variation of the susceptibility as χ - xc can be
understood as follows.

Let n, be the number of clusters (per lattice site) con-
taining I magnetic atoms. If the temperature is small
in comparison with the exchange-interaction energy,
then the spins within each cluster are oriented parallel.
For the Ising model, which we shall consider in this
subsection, the free energy of each cluster in an extern-
al magnetic field H, directed along the z axis, is
-Tln{eii'iHSt+ e"*"*5'), and the free energy of the whole
system is

(3.1)F = — Τ Σ n, In (ei>"HSI

s = T-K

(3.2)

Hence the susceptibility is

&F\ _ n'S* y n ρ
|H-0 f

The quantity n=Z/,w,iz represents the mean number of
particles in finite clusters.

At concentration less than the critical, all the mag-

netic atoms are in finite clusters, so thatZ/,Μ,ί =x·
With approach to the critical concentration, merging of
the finite clusters occurs; their mean size ή, and with
it also the susceptibility (3.2), increase without bound.

On the basis of the analogy between phase transitions
of the second kind and the appearance of an infinite
cluster in percolation theory, in recent years a scaling
hypothesis has been formulated33'35 for the description
of a concentration phase transition, and it has subse-
quently been corroborated by numerous computer cal-
culations33"37 and calculations by the renormalization-
group method.38'40

Within the framework of scaling theory, the singular
part of the free energy (3.1) can be represented in the
form34

(3.3)

where Δ is a "gap" index.

In a weak magnetic field, the part of the free energy
that is due to the field should be proportional to H2 in
the paramagnetic phase and to Η in the ferromagnetic
phase. This determines the variation of Φ(ζ) with ζ at
small z.

Hence it follows that the susceptibility is

x~|*-ic|-\

and that the spontaneous moment is

Μ ~(x- xcf, β = Δ - γ.

(3.4)

(3.5)

Along with the order parameter and the susceptibil-
ity, an important characteristic of the system near the
phase-transition point is the correlation radius L,
which in the paramagnetic phase {x<xc) describes the
distance over which the spins may be considered cou-
pled.

The degree of coupling of the system can be studied
by means of the spin correlation function

(3.6)

where the angular brackets denote a thermodynamic
average. It is easily seen that in zero magnetic field

(3.7)

if i and j belong to the same finite cluster, while G(i, j)
= 0 in all other cases. In scaling theory, the correla-
tion radius is the only characteristic quantity with the
dimensions of length; therefore the correlator G(r)
= G(i,j), where the bar denotes a configurational aver-
age, can be written in'the form

G(r)-~ (*-*.)" ·(-£•)· (3.8)

Since the homogeneous susceptibility x~fG[r)d*r, it
follows from (3.4) and (3.8) that

L~(x-xc)-". (3.9)

As is seen directly from (3.7), the correlation radius
L for x<xc describes the geometric size of a finite
cluster. For x>xe, L, as the only scale with the di-
mensions of length, determines also the characteristic
size of an inhomogeneity of the infinite cluster.
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According to Refs. 35-37, y=1.8, 0=0.39, and

i> = 0.85. Above, we have always assumed that the spins

in each cluster are oriented parallel. Therefore the

quantities Fslne, χ, and G introduced in this subsection,

and also the critical indices, essentially describe the

topology of a disordered system of magnetic atoms.

By applying these concepts, we shall in the next sub-

section study the thermodynamics of a Heisenberg fer-

romagnet for x~xc.

b) The thermodynamics of a Heisenberg ferromagnet.
In the Heisenberg model, the thermodynamics of the
system is determined by the fluctuations of the trans-
verse components of the spin. We shall calculate the
density of states of the corresponding excitations.41'42

The density of states plni(o>) of the low-frequency exci-
tations in the infinite cluster is determined by spin
waves; that is,

Pint (ω) =
D3'2

(3.10)

According to the results of computer calculations, σ

near the threshold varies with x- xc according to a

power law,11·12·20'43

σ ~ (x - Xc)', t = 1.72, (3.11)

so that D~(x-xcy~e. Consequently

π ~ Λ\1/2 1-r γ W3/2) <ί-β> (τ ~ \-M
vtnf w \1*' "ci \ * ""χ/ ·

The quadratic law is correct as long as the wavelength
of the magnons is larger than the correlation radius,
i.e., if

ω < ω0 = DL-" ~ (χ - xc)'+^'»,' (3.12)

since it is only in this case that the wave "averages"

the spatial fluctuations that occur in the structure of the

infinite cluster and that, therefore, its damping is

small.

In order to determine ρ1η,(ω) for ω>ω0, we shall use
the method, known from the theory of phase transitions,
of matching a long-wave hydrodynamic mode with a so-
called critical mode, for which the wavelength is less
than the correlation radius.44 Here the important fact
for us will be that, because the characteristic scale of
the critical excitations is less than L, their energy and
their density of states per magnetic atom plnf(a>) must
depend only on geometric properties of the infinite clus-
ter at distances less than L. But the geometric charac-
teristics of the system at such distances are indepen-
dent of χ - xc; the parameter χ - xc determines only the
topology of the system at distances larger than L.

Thus plnt(w) for ω » ω0 is independent of x-xc; that is,
ρΐΒ,(ω) ~/(ω/ν0). Consequently

P l n , Η-/>(*)/(-£-). (3.13)

On matching, at ω= ω0, the expressions for plnf(w) de-
termined by formulas (3.10) and (3.13), we get

Pl-ί Κ) ~ f § ^ ~ (0j /(«+2v-P) _ Pf ( 3 L ) _ (3.14)

Since P(x) ~(x-xc)\ it follows from (3.14) that/(y) ~y"e,

where ζ = (t - v)/(t+ 2v - β). Therefore the density of

states for ω » ω0 is

Ρ ω ( ω ) = "Μ./_£.)«, (3.15)

where A is an unknown numerical coefficient and Qo is
the volume of the elementary cell. From the values of
the indices given above, it follows that £ = 0.27.

Thus the density of states has a maximum at energies

of order ω0 and decreases quite slowly with increase of

the energy for ω » ω0. The principal contribution to the

normalization integral comes from energies of order

Vo; the number of states in the spin-wave range is pro-

portional to L~3~(x -xc)
2'e, i.e. very small in compari-

son with the total number of states. Knowing the dens-

ity of states, we can calculate in the usual way the de-

viation of the magnetization from saturation:

(3.16)

In the spin-wave range T« ω0, we have

AM-^y^-ix-xj-'A (3.17)

The deviation of the magnetization from saturation is

small over the whole spin-wave range, up to ω~ω0

fact, at ω~ω0

In

:*-«,)IV-'1-(«-«,)».»<1. (3.18)

Hence it is evident that the Curie temperature is much
higher [according to the parameter (x-x,.)'1] than the
energy coo at which the spin-wave part of the spectrum
ends. This deviation from the properties of an ordered
ferromagnet, in which these two characteristic quanti-
ties coincide, is due to the already mentioned small-
ness of the number of states in the spin-wave range.

If Γ » ω0, then the principal contribution to the inte-

gral (3.16) comes from ω~ω0; therefore

AM ~ pln( (ω0) Τ. (3.19)

Since ΔΜ/Μ0~1 at a temperature of order Tc, it follows

that Te~Pml(x)lBl(w0), and by use of (3.15) we find31

TC~BVA x~x° Υ"'; (3.20)

here Β is an unknown numerical coefficient. The expo-
nent in this formula is t- v~0.Q.

The vanishing of Tc when χ - xc is due to the fact that
the magnetic order is destroyed by thermodynamic
fluctuations with energy of order ω0 and characteristic
scale L, and their density of states increases rapidly
on approach to the percolation threshold.

Since Τ0/ω0 ~{x-xcY'3"»l, there is a broad range of

temperatures in which ΔΜ ~ T.

The specific heat Cu at T« ω0 is determined, like
ΔΛί, by spin waves; that is, CU~(T/D)3/2. At Τ» ω0,
CM is determined by excitations with energy ω » ω0,
localized principally in finite clusters. The specific
heat is proportional to42

i - f
(3.21)

Since the specific heat at Τ» ω0 is determined by exci-

3Qualitative considerations leading to (3.20) were first enun-
ciated by Shender and Shklovskii.45 This relation was also
obtained by Staufler.4G We remark that the density of states
that he determined for ω>ω ( ) is incorrect, since he omitted
the factor Ρ (χ) in the matching equation (3.13).
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tations in finite clusters, the expression (3.21) is cor-
rect both for x<xc and for x>xc. In other words, the
specific heat is insensitive to the concentration phase
transition (here we are not discussing critical anoma-
lies near Tc). At Τ « Vo the specific heat reaches a
maximum.

4. The Bethe lattice

A system of spins randomly distributed on a Bethe
lattice constitutes an exactly solvable model of a dis-
ordered ferromagnet. Many results that in real models
have no completely rigorous basis or have been obtained
as a result of numerical calculations on a computer can
be obtained rigorously and comparatively easily for the
Bethe lattice.

In the Bethe lattice, ζ bonds go out from each site,
producing nonintersecting branches (Fig. 4). We shall
assume that magnetic atoms are randomly distributed
on the sites of a Bethe lattice, that their concentration
(per lattice site) is x, and that their interaction is de-
scribed by the Hamiltonian (2.1). We shall find an ex-
pression for the mean magnetic moment of the lattice at
Τ « Vo. Let R be the probability that a branch going out
from a certain fixed site (site 0 in Fig. 4) is finite; that
is, that the magnetic atoms in it do not form an infinite
cluster. A branch can be finite if the site next to the
zeroth site in the given branch (site 1) is unoccupied
(probability 1 -x) or if this site is occupied, but the
ζ -1 branches going out from it are finite (probability
xR*'1). Consequently, R satisfies the equation47'50

R = 1 _ χ + xR'-l. (4.1)

The simplicity of this equation is due to the basic prop-
erty of the Bethe lattice, nonintersection of the
branches.

The mean moment is

Af (ι) ~ Ρ {χ) = 1 - Λ2. (4-2)

Equation (4.1) always has the trivial solution R = 1, cor-
responding to Μ =0. Nontrivial solutions R* 1 appear
when x = xe=(z - I)"1; xc is the percolation threshold in
the Bethe lattice. Near the threshold, where (x-xc)/xc

« 1 , we have from (4.1)

* M _ * jLza., (4.3)

energy. Restricting ourselves for simplicity to spin

S = l/2, we have

Thus for the Bethe lattice the critical index is β= 1.

The magnetic moment in an external field Η at Γ « Tc

can be found from the expression (4.1) for the free

FIG. 4. A Bethe lattice
with * = 3.47

For the quantitywhere Λ =

one can derive an equation analogous to (4.1)50:

Ψ* (Λ, x) = 1 — χ + χΛψζ-'.

(4.4)

(4.5)

(4.6)

In a weak magnetic field, near the percolation thresh-
old, Λ«1 and Ψ*(Λ,%)«1, SO that equation (4.6) is easily
solved, and the denominator in (4.4) can be replaced by
a field-independent number of order unity. As a result
we get

Μ (xc, H, T) =Vi — Α ~γ7ϊ. (4-7)

The coefficient of proportionality was calculated in Ref.
49. It follows from (4.7) that in the Bethe lattice the
index δ is 2. For the Bethe lattice it is also possible to
investigate the properties of the temperature phase
transition for any concentration x>xc. In particular,
Harris,51 Bell,52 and Young49 have shown that for the
Ising model with spin 1/2

th^-i-. (4.8)

Spin waves in the Bethe lattice were first studied by
Stinchcombe47 by use of the relation (2.9). He deter-
mined the conductivity by fixing the difference of poten-
tial between the origin (point 0 in Fig. 4) and the bound-
ary. It was found that for the Bethe lattice, the effec-
tive-medium method is correct for all values of the
parameter z'1 except a region near the threshold, for
which the conductivity is proportional to (x-xc)

2. De
Gennes pointed out53 that the macroscopic conductivity
should be determined for a fixed external field in the
whole specimen. Then near the threshold, the conduc-
tivity varies according to the law53

σ ~ (x - xtf. (4.9)

that is, for the Bethe lattice the index t is 3. It follows
from (2.9), (4.3), and (4.9) that D~(x~xcf. We see
that the exact results for the Bethe lattice agree com-
pletely with the scaling hypothesis near the percolation
threshold.

III. IMPURITY FERROMAGNETISM OF STRONGLY
PARAMAGNETIC METALS

5. Model of an impurity ferromagnet

Early in the 1960's, a striking phenomenon was dis-
covered by Crangle4 and by Bozorth and coworkers5:
the paramagnetic metal palladium becomes ferromag-
netic when very slightly alloyed with iron or cobalt. It
was later shown that a spontaneous moment occurs even
at concentrations χ of iron and cobalt of order 10"4,54·55

and also in alloys of palladium with manganese,56 of
platinum with iron and cobalt,57 and of Ni3Ga with

iron.
58,59

The effective magnetic moment per magnetic impurity
was found to be anomalously large: in the alloys
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FIG. 5. Cross section for diffuse magnetic scattering as a
function of the scattering vector q = 4n sin (θ/λ) (20 is the scat-
tering angle), for PdFe alloys.60 The iron content is indicated
on the figure.

Pdj.jFe,, it was 12μΒ at # = 0.0028." With increase of
the degree of alloying, the magnetic moment decreases;
at concentration 10 at. % iron in Pd, it is 6μΒ. The
large value of the magnetic moment per impurity in
palladium alloys is due to the cloud of polarized d elec-
trons of the matrix, surrounding the impurity spin.
The existence of such clouds in dilute alloys of palladi-
um with iron and cobalt has been confirmed by neutron-
diffraction measurements of Low, Holden, and Hicks.60

These authors studied the cross section for diffuse
scattering of neutrons in palladium alloys, which is
proportional to the magnetic form factor of the localized
moments. Figure 5 shows the relation that they ob-
tained between the scattering cross section and the mo-
mentum transferred. In dilute alloys, the cross section
has a sharp peak for forward scattering; this indicates
a slow falling off of the polarization with increase of
distance from the impurity. With increase of the im-
purity concentration, the peak in the forward scattering
is lowered; and at 4 at. % concentration of iron or co-
balt, the scattering cross section is completely inde-
pendent of the momentum transferred; that is, the alloy
is magnetized almost uniformly.

The occurrence of impurity ferromagnetism of para-
magnetic metals is caused by indirect interaction of the
impurity spins through strongly correlated electrons in
the narrow d band.81'62

The interaction of an impurity spin So, localized at
lattice point 0, with the spins σ/2 of the band electrons
of the matrix is described by the Hamiltonian

#£, = - / (So σ0). (5.1)

This interaction leads to polarization of the electrons
of the matrix near the impurity. The moment density
of the polarized electron cloud, to the first order in the
parameter JN(cF), where N(cF) is the density of elec-

tronic states on the Fermi surface, is

Μ (2n)·
(5.2)

where ge is the g factor of the d electrons and where μΒ

is the Bohr magneton.

According to Landau's theory of the Fermi surface,
the homogeneous static susceptibility is6 3

Χ(°> = -Γ7Γ· (5·3)
where χ, is the Pauli susceptibility of free electrons,
and where Γ is the exchange scattering amplitude of the
electrons.

It is evident from (5.3) that the condition for stability
of the paramagnetic state is the inequality 1+ Γ>0.
Within the framework of the Hartree-Fock approxima-
tion, this corresponds to Stoner's criterion. If 1 » 1
+ Γ > 0, then χ(0)» χ^ (a "strong paramagnet"). This is
precisely the situation in the paramagnetic metals
enumerated above, in which a slight impurity of para-
magnetic atoms causes a transition to a ferromagnetic
state. For example, in palladium 1+ Γ «O.I,9·6 4 and in
Ni3Ga 1 + Γ=0.03.5 β Having such metals in mind here-
after, we can express x(k) at small k in the form85

X(*)=- (5.4)

where aak'F, kF is the Fermi momentum of the elec-
trons. At large momenta, k»^1, electronic correla-
tion does not affect the susceptibility appreciably, so
that x{k) coincides with the free-electron susceptibility.

Thus m(r) can be represented as the sum of two parts,
n^OrO+m^r); mt(r) is due to the contribution of small k
to the integral (5.2) and, according to (5.4), falls off
with distance from the impurity like a screened Cou-
lomb potential:

a. (5.5)

According to data of the papers of Low, Holden, and
Hicks cited above, for PdFe and PdCo alloys the radius
R is, within the limits of accuracy of the experiment,
3 to 5 A. The moment m^r) is due to the contribution
of large k and is determined by the usual RKKY (Ruder-
man-Kittel-Kasuya-Yosida) formula66; that is, for
r»kF

l

Q\k'F j cog (atpr)

" " T t a r - i T (kFr)> •
m 2 (r) • (5.6)

Since R2/a2 = (1 + Γ)"1» 1, at not too large distances
m1(r)»m2(r).

Thus an impurity spin is surrounded by a cloud of
electrons polarized, depending on the sign of J, along-
or opposite to the moment of the impurity. The oscilla-
tions of the electron moment that are usual for weakly
paramagnetic metals begin only at large r, where the
polarization itself is already small. Therefore the
principal contribution to the total magnetic moment of
the polarized electron cloud comes from m^r). On in-
tegrating (5.2) over r, we get for the effective moment
of the impurity

(5.7)
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where g( is the g factor of the impurity.

Because of the smallness of the denominator 1 + Γ in
(5.7), the effective magneton of the impurity consider-
ably exceeds μΒ if the exchange integral is not too
small.

Overlap of the polarized electron clouds surrounding
an impurity leads to indirect exchange interaction be-
tween impurities. The potential of the indirect ex-
change is

M. (5.8)

Like the moment m(r), the potential V(r) can be ex-
pressed as the sum of two parts: a ferromagnetic,

(5.9)

and an oscillatory,

at not too large distances, Vf(r)» ^RKKY· Therefore the
impurity spins are ordered ferromagnetically. Only at
very small concentrations of the impurity (in Pdj^Fe,
apparently at Λ<10"4), when the mean distance rc be-
tween impurities is sufficiently large, does the oscilla-
tory potential VRKKY exceed the ferromagnetic one, so
that a spin glass is formed in the alloy in analogy to
alloys of the CuMn type.1'3 Hereafter, unless there is
an explicit statement to the contrary, we shall have in
mind magnetic-impurity concentrations for which the
effect of the potential (5.10) may be neglected.

In the ferromagnetic phase, the magnetic moment of
the localized spins magnetically biasses the electrons
of the matrix. The mean polarization of the electrons is
of the order of Jx(0)x. The treatment carried out above
is obviously correct as long as the mean polarization of
the electrons is small, i.e.,

J%(0)x~ Jt[i^x <1. (5.11)

As has already been mentioned, the polarization be-
comes uniform at χ «0.04 (see Fig. 5). When χ-& 0.02,
the polarization of the electrons is highly nonuniform;
that is, the criterion (5.11) is satisfied.

Thus in the case of small concentrations [in the sense
of the inequality (5.11)], with which we shall be con-
cerned hereafter, the magnetic properties of the alloy
can be described by the following model.

Over the sites of the lattice are randomly distributed
magnetic atoms with a concentration x « l . Their ex-
change interaction is described by the Heisenberg Ham-
iltonian (1.1) with the potential (5.9).

In the following sections, the properties of such a dis-
ordered ferromagnet will be investigated in detail; the
concentration dependence of the Curie temperature will
be found; and the spectrum of temperature excitations
and the temperature and concentration dependence of
thermodynamic quantities will be studied.

In parallel with the exposition of the theory, we shall
present the results of experimental investigations of
the properties of alloys of palladium with iron, cobalt,

and manganese impurities and shall show that the mag-
netism of alloys of the PdFe type is well described with-
in the framework of this model.

6. Concentration dependence of the Curie temperature

The properties of a magnetic system described by the
model formulated above are completely determined by
the ratio of two characteristic lengths: the radius R of
the potential and the mean distance rc

an</3 between
impurities (n is the number of spins per unit volume).
If R » rc, then a given spin on. the average interacts ef-
fectively with a large number of magnetic atoms νs

= (4/3)ττ«Λ3»1. Therefore the energy of exchange inter-
action of each spin with its surroundings depends only
slightly on the specific configuration. In this case, of
course, Tc is proportional to the mean exchange-inter-
action energy; that is, Tc~x.18

An entirely different situation arises when R« re, i.e.,
vB« 1. This is the inequality that practically always
holds in the alloys under consideration when the criteri-
on (5.11) is satisfied. Now the energy of exchange inter-
action of a given spin with the other spins depends very
strongly on the specific configuration. In fact, for the
majority of spins the nearest neighbor is located at a
distance of the order of rc. It is sufficient to change the
distance between them by an amount Ar such that R < Ar
« rc in order that the interaction energy shall change
exponentially strongly. Thus even insignificant fluctua-
tions in the location of the spins lead to a substantial
change of the exchange-interaction energy.

The concentration dependence of Tc for R « rc was
first found in one of our papers.67 Here we shall find
this dependence by use of concepts of percolation
theory.88

Since the characteristic distances of the problem con-
siderably exceed R, the exponential plays the principal
role in (5.9). Therefore we shall for simplicity at first
omit the factor r"1 and find Tc for a system of random-
ly distributed spins whose exchange interaction is

V (r) = Vo e-"«. (6.1)

We introduce a length r(T) defined by the equation V(r)
= T; that is,

(6.2)

Because of the exponential variation of the exchange
energy with r, all spins the distance between which is
less than r{T) may be considered, at the given temper-
ature, to be oriented parallel. Spins distant from each
other by a distance r>r(T) may be considered to be un-
correlated. In other words, all bonds divide into two
groups: rigid [r<r(T)] and broken [r>r(T)]. The rigid
bonds join magnetic atoms into clusters, in each of
which the spins are oriented parallel. The system is
ferromagnetic if connected spins form an infinite
cluster. Thus the determination of the Curie tempera-
ture reduces to the following geometric problem:

In a system of randomly distributed points, all bonds
between points separated from each other by a distance
r <r m a i are switched on. When rm a x«n" 1 / 3, the system
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contains only finite clusters of coupled atoms. When
r»n'l/3, almost all atoms are coupled into an infinite
cluster. At what value of rma does the infinite cluster
first appear ?

This is one of the problems considered in percolation
theory, the so-called continuum problem, which has
been solved in many papers (a detailed bibliography has

i s 8 9been given12). The critical value of rma

r0 = (0.87 ± 0.01) re"'/». (6.3)

At high temperatures, r(T)<rQ; that is, the system is
paramagnetic. The temperature of the ferromagnetic
transition is determined by the condition r{T) = r0, i.e.,

(6.4)

where Vc « νβ2. The Curie temperature is of the order
of the interaction energy of spins located at a distance
of the order of the mean distance (but it is not equal to
the mean interaction energy, which is proportional to
n). Therefore allowance for the pre-exponential factor
in the interaction potential gives

T°-0'$«>("$r)> ( 6 · 5 )

where Uc~U0S
2.

The Curie temperature of alloys of palladium with
iron, cobalt, and manganese has been measured by
various methods. A summary of most of the results
has been given in Ref. 9. We also point out several
other references70"72. In the analysis of these data, it
must be kept in mind that most classical methods of
determining Tc are unsuitable for a disordered ferro-
magnet. Thus hyperfine splitting of a Mossbauer line
requires only magnetic ordering in large finite clusters,
which exist also when T> Tc. The maximum in the
specific heat may be shifted to temperatures below Tc,
since excitations in finite clusters make a significant
contribution to the specific heat. And finally, as will be
shown in Section 11, the paramagnetic Curie tempera-
ture in this case is parametrically larger than Tc.
Thus data on the magnetization are the most reliable,
if the appropriate measurements are made in a weak
magnetic field. These data, and also results of neu-
tron-diffraction investigations, are presented in Table
I. The table also includes values of Tc obtained from
the break in the electrical resistivity; these are close
to the Tc values found from the magnetization.

TABLE I. Curie temperature of palladium alloys

χ, at.%

0.03
0.043
0.06

0.15
0.16
0.23
0.28
0.41
0.50
0.53
0.54
0.78
1.0
1.1

TC.°K

0.115"
0.2 "
0.41 Μ

2.10 »»
2.8 '«
5.4 "
9.5 "

13.0 '«
18.0 '"
23.0 ·'
20.1 "
32.6 Μ
39 "
36 ' ·

Mi-xCox " · "

*. at.%

0.1
0.35

0.5
0.6
0.7
1.1

1.6

TC.'K

3.3±0.5
12.5+1

24+3
28+3
38+3
60+3

88±3

χ. at.%

0.15
0.2
0.31
0.4
0.45
0.49
0.5
0.7
0.96
1.0
1.05
1.2
1.3
1.8

TC.-K

0.22
0.39
0.76
1.03
1.41'
1.55'
1.44
2.48
3.45'
3.41'
3.9 '
4.9 '
4.54'
7.5 '

f
c

4.0

3.0

2.0

r.o

-i.o •

f.0

FIG. 6. Concentration dependence of the Curie temperature of
alloys. 1, PdCo: O, experimental data from Refs. 70 and 71.
2, PdFe: · , fromRef.54; V, Ref. 73; Δ, Ref. 74; +, Ref. 7; ©,
Ref. 72; », Ref. 75. 3, PdMn: · , from Ref. 9; Δ, Ref. 76; O.
Ref. 77; r, Ref. 79.

Over a number of years it has been noted in many ex-
perimental papers9 that the concentration dependence of
Tc is nonlinear: Tc increases with χ considerably fast-
er than linearly. At the same time, in theoretical
papers on this subject80·81 a linear relation has been
obtained. This is due to the fact that the cited authors
neglected spatial fluctuations of the molecular field that
acts on the localized spins. Therefore the Curie tem-
perature obtained was equal to the mean interaction
energy of localized spins, which is determined by pairs
of spins located close together (at a distance r ~R « rc)
and is proportional to x. It is clear, however, that the
interaction in such pairs has no relation to the appear-
ance of a macroscopic moment.

Figure 6 shows the variation of In [x'1/3Tc] with x'l/3

for Pd(Fe, Co, Mn) alloys. In all three cases, the rela-
tion (6.5) is well satisfied over a broad range of concen-
trations and temperatures. All three straight lines
have, as they should, the same slope. The value of the
range R of the potential determined by the slope of these
straight lines was found to be 4.3 A; this agrees well
with the value R = 3 to 5 A obtained from neutron-dif-
fraction measurements.60 By extrapolating the straight
lines in Fig. 6 to x'l'3 = 0, we get tfo = 800°K for PdFe
and 80 °K for PdMn.

7. Spin waves

a) The stiffness coefficient of spin waves. In order
to determine the concentration dependence of the stiff-
ness D at small concentrations of the magnetic atoms,
it is convenient to use the relation between D and the
conductivity σ of the equivalent resistor network, which
was discussed in Section 2. Generalization of formula
(2.9) to a disordered ferromagnet in which the spin-in-
teraction potential varies with distance r according to
the law (5.9) requires replacement of the probability
P(x) by the number of magnetic atoms whose coupling
energy exceeds the energy of a spin wave. As a result,
in the limit of low frequences82

O~i; (7.D
η
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here σ may be regarded as the electron conductivity in
a system of randomly located centers, in which the
probability of an electron'sjumping between centers is
determined by formula (5.9). Its variation with concen-
tration is known83' M : 4 )

(7.2)

where ν is the index of the correlation radius. We re-
call that r o = 0.87 η"1 / 3.

From (7.1) and (7.2) it follows82 that

(7.3)

The chief concentration dependence of D is determined
by the exponential factor in (7.3), which (to within a fac-
tor rl1) coincides with the interaction energy of spins
separated by a distance rQ+R. This seems quite natu-
ral, since the infinite cluster in which the spin waves
are propagated exists only if bonds with length greater
than or equal to r0 are switched on. Spins in the infinite
cluster that are separated by a distance less than r0, so
that the bond energy is exponentially larger than
exp(-0.87/Hw1/3), oscillate in phase with each other and
therefore make no contribution to D. Obviously no role
is played, either, by weakly coupled spins separated
from their nearest neighbors by a distance much great-
er than r0. Thus the spin waves propagate as if, in the
infinite cluster, only bonds with lengths r^r^R were
switched on. Therefore weakly attenuated spin waves
exist if their length is larger than a characteristic dis-
tance determined by the scale of the spatial inhomoge-
neities of this cluster. Since | r t - r 0 1« r0, this scale
is the correlation radius LR = r0(r0/\r1 -ro\Y. Conse-
quently, the weakly attenuating spin waves are those
with lengths λ 2 L~ro(ro/R)v. The maximum spin-wave
energy is

ω ο « ^ - ^ ( ^ Γ + 1 β χ ρ ( - ^ τ ) . (7.4)

It is easily seen that when Τ =ω0, the deviation of the
magnetization from saturation caused by excitation of
spin waves is small; that is, ω ο « Tc.

It follows from (6.5) and (7.3) that the concentration
dependence of D/Tc contains no exponential but is de-
termined solely by the index ν of the correlation radius:

i~n-(2-v)/J. (7.5)

This opens up a tempting possibility for experimental
determination of v.

The theory of spin waves in alloys of the PdFe type
was first developed by Doniach and Wohlfarth,85 Cole
and Turner,86 and Long and Turner.87 It was assumed
that the spin splitting of the d band of palladium is
small, i.e., thatthe inequality (5.11) is satisfied. These
authors nevertheless supposed that the splitting of the d
band is uniform; this in turn means that the molecular
field acting on the localized spins is uniform. In such a
treatment, D actually is determined by the mean energy

of indirect interaction of localized spins, to which the
chief contribution is made by impurity pairs with a dis-
tance of order R « re, although such pairs obviously
have no relation to propagation of spin waves. As a re-
sult, the incorrect relation D~x was obtained.

At such concentrations that the splitting of the d band
of palladium is large and the nonuniformity of the mag-
netization small, the exponential variation of D with χ
is replaced by a weaker one.82

b) The density of states and electrical resistivity.
The density of states of spin waves ps(w), normalized
to unit volume, is determined by formula (3.10). The
respective expressions for the deviation of the moment
density from saturation and for the specific heat due to
spin waves have the usual form

(7.6)

where £(y) is the Riemann zeta function.

We note that in Ref. 87, because of an error in the
calculation of the density of states, a factor x~l was
omitted in the expression for 6S=S - (S2>, which is equal
to ΔΛί/μη [and also in the expression for S2 - ((S*)2)].

In contrast to the magnetization and the specific heat,
the spin-wave contribution to the electrical resistivity
of a disordered system varies with temperature in a
manner differing from that in ordered ferromagnets.

In disordered ferromagnets, the temperature-depen-
dent part of the electrical resistivity is produced by two
mechanisms: elastic scattering by randomly located
spins, with potential/(S*), and inelastic scattering by
spin waves. It is clear from (7.6) that the first part £^p1

is proportional to (T/D)3/2. The spin-wave part Δρ2 of
the electrical resistivity also has this same tempera-
ture dependence. The point is that in scattering of elec-
trons by spin waves propagating in a disordered system
of polarized spins, the law of conservation of quasimo-
mentum is not satisfied.18'87 Therefore Δρ2 is simply
proportional to the number of spin waves, i.e., to

( ^ ) 3 ' 2 . (7.7)

The total resistivity is

4 Ίη Refs. 83 and 84, the jump probability did not contain the
pre-exponential factor r"1. Therefore (7.2) contains an add-
itional factor rj 1 as compared with these papers.

where me, ne, and η(ε,) are, respectively, the mass,
concentration, and density of states of the electrons.

We recall that in ordered ferromagnets the spin-wave
contribution to the resistivity is proportional to T2,
since by virtue of the law of conservation of quasimo-
mentum the electrons are scattered only at small
angles.

8. Local spin flips

a) The magnetization and specific heat at low temper-
atures.97 In ordered ferromagnets at low temperatures,
all the thermodynamics is determined by spin waves.
In disordered ones there is an additional term due to
local flips of spins which, by virtue of the random dis-
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tribution of the magnetic atoms, are separated from
their nearest neighbors by a distance larger than the
average and are therefore weakly coupled to the main
body of magnetic atoms. The molecular field Η that
acts on such spins is smaller than the molecular field
on impurities located at the average distance from each
other. Therefore even at low temperatures, inversion
of the spin of isolated impurities is possible.

In order to count the number of isolated impurities,
we must find the distribution function \ν(ω) (ω = μΗ) of
the molecular field, which represents the probability
per unit άω that the energy of a spin in the molecular
field lies in the interval (ω, ω + άω).

At small ω, the distribution function is proportional
to the probability of fluctuations in which one of the im-
purities is separated from the rest by a distance larger
than the mean. It follows from (6.1)5) that in order that
the molecular field at a given impurity shall not exceed
H, it is necessary that the impurity nearest to it shall
be located at a distance not smaller than

bS - 5 - (S1) - S exp ( - vR In» - ^ i - ) .

r (ω) — Λ In S V. (8.1)

A field of order Η is obviously produced by each im-
purity located in a spherical shell of radius r(w) and
thickness R. If the number of impurities in this shell,
which is 4-mr2(w)R, is small, then the molecular field
Η is produced by a single nearest neighbor, separated
from the given impurity by a distance r(co). Therefore,
using Poisson's formula for the distribution of nearest
neighbors, we get

W (to) = W » (ω) exp ( -±- nr* (ω)) ^

= i^ln^exP(-vBln.^). (8.2)

where vR=(4/3)mR3. At small molecular fields, when
3i/Rln2(SKo/a>)»l, i-e., the number of impurities in a
shell of radius r(w) and thickness R is large, the mo-
lecular field at a given impurity is produced by a larger
number of impurities. Therefore in order that the field
at a given impurity shall not exceed H, the nearest
neighbors to the given impurity must be distant by more
than r(aj). Consequently the function W(w) falls off at
small ω faster than according to formula (8.2); but it
can be shown that the main term in the argument of the
exponential is, as before, equal to vBln

3(SV0/u)). At
u> = 0 the distribution function \ν{ω) of course vanishes.

The deviation of the magnetization from saturation
when vB l n 2 ( S ^ / D « 1, which is produced by local spin
flips, is proportional to the number of spins whose
energy in the molecular field is ω s T. By use of the
distribution function (8.2), it is easily shown that this
number is εχρ[-ΐ>Λ1η3(570/Γ)].

Thus at temperatures that satisfy the inequality
uKln2(SV0/T)«l[b\itT«Tc, i.e., vRln3(SV0/T)>l], the'
deviation of the mean projection of the spin from satu-
ration is

5>For simplicity, we use the potential (6.1) instead of (5.9)
here and later in this subsection, since for r»R the main
variation of the potential with r is determined by the expo-
nential.

(8.3)

It is interesting that in this temperature range, OS
decreases with temperature more slowly than according
to a linear law.

It is seen from (8.3) that the second derivative satis-
fies cp{$')/dT2>0 in this temperature range. Thus the
character of the temperature variation of the magneti- .
zation in the disordered ferromagnets under considera-
tion is qualitatively different from that in ordered fer-
romagnets: over a broad range of temperature within
which the magnetic moment has almost attained satura-
tion, the M(T) curve is concave. This property of the
M{T) curve persists up to the transition (see Subsection
c).

At low temperature, where vR In2T'lSVo » 1, the part
of 6S that is due to local spin flips falls off with tem-
perature faster than according to a power law;67 there-
fore the principal contribution to the departure of the
magnetization from saturation must come from spin
waves.

The specific heat due to local spin flips varies with
temperature, for f j e l n 2 r ' 1 S F 0 « l , according to the
same law (8.3) as the magnetization (except for the un-
important pre-exponential factor).

But at temperatures such that ^ J j ln 2 r ' 1 SF 0 >l, the
contribution of local spin flips to the specific heat is
more important than their contribution to the magneti-
zation. This is explained as follows.

The specific heat of a spin whose energy in the mo-
lecular field is ω can, to make an estimate, be written
in the form {ω/Τψβ'αΙΤ; that is, it falls off exponential-
ly with increase of ω. On the other hand the distribu-
tion function W(u>), i.e., the number of spins with energy
ω, rises rapidly with increase of ω. As a result those
fluctuations are optimal for which ui/T^Vgln^T^SVo
» 1, so that the specific heat per impurity is of order

exp (-v^ (8.4)

In this formula we have, for simplicity, written only
the main term in the argument of the exponential. An
exact formula is contained in Ref. 67.

We see that the specific heat (8.4) contains a large
pre-exponential factor, which increases with decrease
of temperature. Therefore the specific heat decreases
with temperature more slowly than does the magnetiza-
tion, and the role of local spin flips proves more im-
portant in the specific heat than in the magnetization.

The variation of the specific heat with temparture for
various concentrations of the magnetic atoms is shown
in Fig. 7. At not too low temperatures the CJ.T) curves
are convex. It follows from (8.3) and (8.4) that the
specific heat has this property when 3i- J,ln2r"1SF0<l.

6) Electric kinetic phenomena. In alloys of the PdFe
type, these phenomena are of course determined by the
high-mobility s electrons. Exchange scattering of them
by magnetic impurities produces the magnetic contri-
bution to the electrical and thermal resistivities, the
thermal electromotive force, and other kinetic coeffi-
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FIG. 7. Specific heat of palladium alloys (theory). The low-
temperature parts of the solid curves show the specific heat
due to localized spin flips; the high-temperature parts show
the specific heat of pairs [formula (11.3)]., The dashed sections
of the curves were obtained by extrapolation: ι/Λ=1(Γι(1),
2 · 10"2 (2), 3 · 10"2 (3), and 4· 1(Γ2 (4).

cients. In order to calculate the kinetic coefficients in
our case, the probability of scattering of s electrons
by a localized spin in the molecular field88 must be
averaged with weight Ψ{ω). The kinetic coefficients
vary with the concentration of magnetic impurities and
with the temperature chiefly because of the exponential
factor exp(-vsln

37'"1Sy0).e7 In addition, they contain
large pre-exponential factors, which, as in the case of
the specific heat, slow down their decrease with tem-
perature. For example, the thermoelectromotive force
α is87

(8.5)

where e is the charge of the electron, and where / and
Ε are, respectively, the constants of exchange and of
nonexchange interaction of an s electron with an impur-
ity. It is assumed that I«E and that 3vRln2T~1SV0>l.

c) The magnetization at high temperatures.βΒ In Sub-
section a) of the present section, we found the tempera-
ture variation of the magnetization in the temperature
range where the deviation of the magnetization from
saturation is small. Now, by using results of percola-
tion theory, we shall findJW(T) over a wider tempera-
ture interval.

Since the spins in the infinite cluster are oriented
parallel, the relative magnetization Μ (Τ)/Λί(0) is equal
to the probability P[r(r)] that a given magnetic atom
belongs to the infinite cluster [cf. (1.2)]; r{T) is defined
by formula (6.2). This probability has been calculated
by the Monte Carlo method.89 Its variation with

p = (X/$)mr3

mlu is shown in Fig. 2 of Ref. 89. On using
this graph and replacing rm i x by r(T), we obtain the
variation of M(T)/M(0) with T/Tc that is shown in Fig.
8 for various values of the parameter vR. For compar-
ison, the dashed curve in the same figure gives the
temperature variation of the magnetization of pure
nickel.

A characteristic feature of these curves is the large
region of concavity, which increases with decrease of

The threshold behavior of the function i>[r(:r)] is the
same as of the function P(x) for disordered ferromag-
nets with nearest-neighbor interactions12; the role of
the concentration χ is played by the parameter wr^T).
Therefore near Tc (but not in the critical region) the
temperature variation of the moment is determined by
the relation

(8.6)

where β is the critical index of the probability P{x). It
is seen that Μ (Γ) increases very slowly (logarithmical-
ly) with decrease of T. The phase transition with tem-
perature is found to be extremely extended.

When the probability Ρ approaches 1, the deviation of
Ρ from 1 is due to those isolated spins that are sepa-
rated from their nearest neighbors by a distance great-
er than r(T). The relative number of such spins is
βχρ[-4πη^(Γ)/3]; that is,

which agrees with formula (8.2).

d) Experimental results. Comparison with theory.
Beginning with the 1960's, experimental studies have
been made of the temperature and concentration depen-
dence of the specific heat9·90"92 and of the magnetization
and electrical resistivity9·74'79'93'94 of palladium alloys.
The measurements were made at magnetic-impurity
concentrations larger than 10"3. Figures 9 and 10 show
typical temperature variations of the specific heat and
electrical resistivity at various magnetic-impurity con-
centrations in palladium alloys. One notices the abrupt
break in the resistivity that is produced by the onset of
magnetic order. In this temperature range the specific
heat has a broad maximum.

The temperature dependence of the magnetic part of
the electrical resistivity for χ < 0.01 is well described

FIG. 8. Temperature dependence of the magnetization: vR

= 5·1(Γ8 (1), 5-10"4 (2), and 5-10"s (3). For comparison, the
dashed curve shows Μ (Τ) for pure nickel.

FIG. 9. Temperature dependence of the magnetic specific
heat Cy of P d ^ C o , alloys.9 * (at. %) =0.075 (1), 0.16 (2),
0.24 (3), and 0.35 (4).
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FIG. 10. Temperature dependence of the impurity part of the
resistivity, Δρ W = PtiiBr (Γ) - P p d (Γ), of Pdi-yFe, alloys."
The iron content is indicated in the figure.

by the spin-wave T3'2 law (Fig. 11). For *>0.02, this
law is replaced by the quadratic variation characteris-
tic of an ordered ferromagnet.94 The change in the tem-
perature dependence is due to the transition from a
strongly disordered system to one that is almost uni-
formly magnetized.

An attempt has been made95 to determine the concen-
tration dependence of the spin-wave stiffness D from
the data on electrical resistivity. The authors used,
instead of formula (7.7), an expression containing an
extra factor x. In addition, an ill-founded assumption
was made about variation of the constant / with impurity
concentration.

In Ref. 91 the temperature dependence of the magneti-
zation of Pd1_cFeI alloys with #> 0.002 was measured in
an external magnetic field. At a fixed field, the tem-
perature variation of the magnetization agrees well with
spin-wave theory. The values of D found in Ref. 91 are
in satisfactory agreement with results obtained from
NMR9e and from neutron experiments97 (Table Π).β)

The specific heat follows the spin-wave Γ3/2 law only
for x<* 0.01. For χ < 0.01 it increases with Τ consider-
ably more slowly.90'91 From Fig. 9, which shows the
experimental variation of the magnetic specific heat of
PdCo alloys with temperature,9 it is seen that in the
region appreciably to the left of the maximu, i.e. for
T« Tc, the C^T) curve is convex, and not concave, as
it should be according to a spin-wave law. Further-
more, the value of the specific heat is considerably
smaller than the spin-wave specific heat (7.6) with D
taken from the magnetization. This anomalous behavior
of the specific heat apparently means that under the
conditions of the experiment, it is determined by fre-

6>We note that In Ref. 91 a quite large variation of D with mag-
netic field was observed. The reason for this variation is
not clear.

FIG. 11. Variation of Δρ (Τ) with f3n for Pd 1 ? t Fe x alloys in
the ferromagnetic p h a s e . u The iron content is indicated in the
figure.

quencies ω>ω0. In other words, the principal role is
played not by spin waves but by localized excitations
with frequencies ω < ω0. In particular, this might be
local flips of a single spin, for which the density of
states in the frequency range under consideration de-
creases with increase of ω [see (8.2)]. Therefore, as
has already been noted, the corresponding specific heat
increases with Τ more slowly than according to a spin-
wave law, and the CJ.T) curve is convex.

By use of the value of D from Table Π and of Tc from
Table I, it is possible to test the correctness of the re-
lation (7.5) between D and Tc. Figure 12 shows, on a
log-log scale, the experimental variation of Tc/D with
χ for #« 0.01. The experimental points fit a straight
line well; that is, in accordance with theory, D and Tc

contain the same exponential factor. From the slope of
the straight line it is seen that D/Tc ~X~°·*5. The expo-
nent is close to the value 0.38 that follows from (7.5)
with v-10.85.

' 0.6

0.2

o.2 o.i o.s as i.o

FIG. 12. Variation of Ig (T^D) with lg χ for
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TABLE

ι, at.%

D, ·ΚΑ·

11. i

0.15

104"

Stiffness coefficient D of spin waves in Pdj-j.Fe,. alloys.

0.28

1 9 3 "

0.50

364··

0.53

366"

1.0

690 " , 556 ·) «, 680±60 ··) ·'

1.7

950"

2.0

1020+
+70··)"

*)Obtained by analysis of the temperature dependence of the spe-
cific heat. All the other values of D, from Ref. 91, were found
by analysis of the temperature dependence of the magnetization.
**)The measurements were made in magnetic field of 4 kOe.

9. Effect of an oscillating potential

We have already mentioned that the oscillatory part
(5.10) of the exchange potential causes a transition of
the alloy, at sufficiently small x, from the ferromag-
netic state to a spin-glass state. The transition occurs
when, at distances of order rc, the ferromagnetic po-
tential (5.9) is comparable with the oscillatory part;
that is, at concentrations that satisfy the equation

In binary alloys of palladium, no ferromagnetism-spin-
glass transition is observed. Such a transition has
been observed98 in PdFe alloys after hydrogen absorp-
tion. By filling the d band of the palladium, the hydro-
gen decreases the density of states on the Fermi sur-
face and increases 1 + Γ, thus facilitating satisfaction
of the criterion (9.1). The transition to a spin-glass
state has apparently been observed also in alloys of
platinum,99 for which the parameter 1 + Γ «Ο.5,64 is
larger than in palladium.

But even in the ferromagnetic phase, when at aver-
age distances Vf(,rc) > V^^r,), the oscillating poten-
tial leads to a number of interesting effects. The point
is that at distant impurities the oscillating potential
may be comparable with the ferromagnetic one or even
exceed it. Consequently, the molecular field at them,
at T« 3J, is small or negative (directed opposite to the
magnetization); that is, the distribution function Ψ{ω)
of the molecular field is now nonzero for ω «0. Hence
it follows, first, that even at T = 0 some of the spins
are oriented opposite to the magnetization. Their
number is

n; = n J* » Ή ώ . (9.2)

Second, in the specific heat a term appears that de-
creases linearly with temperature.

In fact, spins whose energy in the molecular field is
of order Γ make a contribution of order 1 to the spec-
ific heat (we remind the reader that we are measuring
temperature in energy units). At small Γ, the number
of such spins is of order f$W(v)d<i>~ W(0)T. Thus the
specific heat per impurity is 10°

CM~W(0)T. (9.3)

Since the spin-wave part of the specific heat ~Tin, the
specific heat (9.3) due to local spin flips becomes dom-
inant at sufficiently low temperatures.

The concentration dependence of W(0) can be found
by the optimal-fluctuation method. The probability that

an impurity is separated from its nearest neighbors by
a distance r>rc is proportional to exp (~4nrV3) ami
decreases with increase of r. At the same time, the
probability that the molecular field at the distant im-
purity is small increases with increase of r.

As a result, it is found that100

W (0) ~ β -' 4 ' 3 > π η Ι 3 ,

where I is the distance to the nearest impurity in the
optimal fluctuation: I~ Kln(If/V^) .

10. Ternary alloys

a) Alloys toith nomagnetic impurities. In order to ex-
plain the effect of the properties of the matrix on the
ferromagnetism of dilute alloys, nonmagnetic impur-
ities (Ag, Sn, Rh, H) have also been introduced into these
alloys in a number of investigations.9l70·71·98·101 In most
cases this leads to an abrupt drop of the Curie temper-
ature. Thus on addition of 6% tin to the alloy
Pd0>98Co0-02, the Curie temperature drops from 94 °K
to 20 °κ70·71 (Fig. 13). At the same time, the paramag-
netic susceptibility of the matrix descreases by a con-
siderably smaller amount.

The model formulated in Section 5 enables us to un-
derstand these properties of ternary alloys. loz Non-
magnetic impurities affect the matrix in two ways.

1) Scattering of electrons by impurities and change of
their concentration as a result of alloying lead to a
change of the density of states of the electrons and of
their mean correlation energy;

2) Locally, there is a change of the electron correla-
tion energy at a site occupied by a nonmagnetic im-
purity.

O 2 ί Β c,at.%

FIG. 13. Dependence of the Curie temperature of PdCoSn al-
loys on the tin content, for fixed concentrations of cobalt. Ex-
perimental points71: 1, 0.35 at.% Co; 2, 1.1 at.% Co;
3, 2.0 at.% Co. The curves were plotted from formula (10.3)
with ξ = 35.
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We first consider the situation when the local effects
can be neglected. Nonmagnetic impurities lead to a
renormalization of the value of Γ in formula (5.4) for
the suceptibility:

XW" ι+Γ (!-,) + «•»• (" .I)

where cis the concentration of nonmagnetic impurities.
Since 1 + Γ « 1, we may for small k neglect the in-
fluence of the nonmagnetic impurities on \p and a. The
magnitude and sign of the coefficient a depend on the
electron spectrum, the valence difference between the
matrix and the impurity, and also the value of the scat-
tering potential of the impurity. At not too strong dop-
ing, the value of a can in most cases be estimated in
the Hartree-Fock approximation for the rigid-band
model. From (5.8) and (10.1) we find the interaction
radius R* in a ternary alloy:

>+r
1 dy. (0)

7. (") •lc |e-0 '
(10.2)

The Curie temperature of the ternary alloy, in accord-
ance with (6.5), is

Tc exp [ - (10.3)

where Tc is the Curie temperature of the binary alloy.

Since ninR « 1 and ξ » 1, Τ* may differ greatly
from Tc even at very small concentrations of nonmag-
netic impurities.

If %c « 1 , the nonmagnetic impurities produce little
change in the susceptibility at saturation and in the
potential radius. At the same time, the Curie temper-
ature, which in this case is

- ^ ΐ ) . (10.4)

may change greatly, increasing or decreasing, depend-
ing on the sign of ξ. It is evident from (10.4) that at
small c

In c
-T7'

(10.5)

The situation is different if the principal role is
played by a local change of the Hubbard correlation at
a site. Since the perturbation changes the properties
of the matrix only at distances of order R from the im-
purity, the exchange interaction of localized spins
located at a mean distance rc from each other "senses"
the nonmagnetic impurity only if the latter falls within
a thin cylinder of radius -JRrc joining the magnetic im-
purities. The probability of such a configuration is
small if the concentration of nonmagnetic impurities
(per unit volume) is less than (Λη'2/3)"'·

The most interesting situation is that of almost mag-
netic impurities (in the sense of Anderson's103 criter-
ion), which have a large magnetic susceptibility. Even
a small quantity of these impurities may substantially
increase the magnetic susceptibility of the specimen,
yet at the same time, as is clear from the preceding,
have little effect on the Curie temperature. Further-
more, nonlocal effects, which were discussed above,
may even lead to a decrease of Tc for this kind of im-
purity.

These considerations enable us to understand the ex-
perimental results for PdRhMn alloys. In PdRh alloys
with rhodium content less than 5%, the susceptibility
increases rapidly with increase of c. At the same time,
Tc in PdRhMn alloys increases only inappreciably with
rhodium content for c < 1%, and then decreases.9

The effect of tin impurity, which was studied in Refs.
70 and 71, is primarily due to a decrease in the density
of states, which is caused by increase of the number of
occupied states in the d band.104

Formula (10.3) describes well the experimental var-
iation of T*with c, if we take ξ = 35 (see Fig. 13). On
the other hand, ξ can be found by use of the experi-
mental variation of the susceptibility of PdSn alloy with
tin content. Such measurements were made in Ref.
104, and according to these data ξ = 20 to 25. The dif-
ference between these two values of ξ may be due,
first, to the fact that in the derivation of (10.3) no al-
lowance was made for variation of the Fermi energy
with the concentration of nonmagnetic impurities; and,
second, to the fact that in Ref. 104 the susceptibility
was measured at comparatively high concentrations of
tin, and therefore the determination of ξ from these
data is not altogether reliable.

Peculiar properties are possessed by ternary alloys
containing hydrogen. Investigation of them is just
beginning.71·98

b) Two kinds of magnetic atoms. There are magnetic
impurities whose exchange interaction with the d elec-
trons of the matrix is very small (for example, gadolin-
ium and certain other rare-earth elements105). In this
case, effects caused by indirect interaction of the im-
purities show up only at very low temperatures. The
interaction of such impurities with the matrix is con-
veniently studied by investigating alloys that also con-
tain magnetic impurities that interact strongly with
the matrix; for example, Fe and Co.1 0 6 In such alloys,
there is exchange interaction of three types: VAA. VBB,
and VAB, where A denotes the strongly bonded impur-
ity and Β the weakly bonded one. It is clear that VAA

> VAB > VBB. (For definiteness we suppose that VAB

>0.) Therefore if the concentration nB is less than or
of the order of nA, the interaction VBB can be neglected,
and Tc is determined by the impurities A. The spins
of the impurities Β may be weakly coupled with the
spins A even at T«TC. Therefore the spins Β may
determined the specific heat and the temperature de-
pendence of the magnetization.

The calculation of the thermodynamic functions of
such alloys can be carried out by use of the distribution
function of the molecular fields, as in Section 8.106

If

n.62

then in the interval To <T<T cthe mean spin slowly in-
creases with decrease of the temperature, according
to the law

(10.6)
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The specific heat as a function of the temperature has
two maxima: one near Tc, where ferromagnetism orig-
inates in spin system A, and the second at T&TQ,
where the spins Β become magnetized.

11. The paramagnetic phase

Fluctuations in the distribution of impurities produce
unusual properties of an impurity ferromagnet, as
compared with an ordered one, not only below the
transition temperature but also above it. At T>TC

there remain clusters of rigidly coupled spins. Ex-
citations in these clusters, with energy of order T,
determine the magnetic specific heat and the pro-
cesses of inelastic scattering of electrons and neutrons.
Rotation of clusters in a magnetic field determines the
magnetic susceptibility. In consequence of the expon-
ential falling off of the potential, the interaction energy
V(r) >T for all spins with r<r(T); that is, such spins
are rigidly coupled. But if r>r(T), such spins may be
considered free.

Pairs of rigidly coupled spins behave in a magnetic
field like a single spin of value 2S, so that the sus-
ceptibility of a pair is μ22δ(2δ+ 1)/3Τ. The suscept-
ibility of an uncoupled pair of spins is μ22δ(δ+ 1)/3T.
Thus formation of a rigidly coupled pairs of spins
changes the susceptibility by the amount 2μ?8ί/ΖΤ.

The number of spins rigidly coupled into pairs is
(4/3)irnr3(T) = ifeln'jT'SVJ, and the number of pairs is

Therefore the correction to the specific susceptibil-
ity of free spins resulting from interaction in pairs is

where

Xo =

' s+i

ημ'5(5+1)

(11.1)

Formula (11.1) is correct for T « Vo. If Γ » 70, the
interaction energy of the impurities in a pair is less
than Τ for any distance between the impurities. There-
fore the correction Δχ to the susceptibility is propor-
tional to V(r)/T, where T(r) is the mean interaction
energy.

In this range of temperature, according to Ref. 67,

J *£.m (11.2)

A general expression for Δχ, valid for all T» Tc, was
obtained in Ref. 67 by the method of virial expansion in
powers of the concentration.107 Thus the temperature
dependence of the susceptibility has an anomalous char-
acter. The Curie-Weiss law is satisfied only when
T» Vo; the paramagnetic Curie temperature, as is seen
from (11.2) and (6.1), is

»>TC. (11-3)

Over a wide temperature range ΤΟ«Τ«Θ, the sus-
ceptibility increases with decrease of temperature
much more slowly than according to the Curie-Weiss
law. The magnetic specific heat in the paramagnetic
phase, for T» Tc, is due to transitions between spin

25

PIG. 14. Inverse susceptibility of P d ^ F e , alloys.54 The
numbers on the curves indicate the iron concentration χ·106.

levels in pairs. The maximum contribution, of order
unity, comes from those pairs in which the splitting
of the levels is of order Γ. The distance between
impurities in these pairs obviously lies in the interval
r(T) <r<r(T)+R; the number of such pairs is of
order V^VP^SVQ. Consequently the specific heat per
impurity is

CM = AsvRW Γ-'SV,. (11.4)

The coefficient As depends on the spin:

Μη = -ζ 1 η Τ · ^i —0.86, 43/t = 1.15.

In the interval TC«T«SV<), the corrections to all
quantities dependent on transitions between magnetic
levels in a pair have a temperature variation of the
type (11.4). At high temperatures, T»V0, the spec-
ific heat CM* ι-κ(ν0/Γ)2.67

The method of virial expansion can also be used to
allow for the effect of pairs on the electronic kinetic
coefficients.67·108

With decrease of temperature, clusters of larger
and larger size become important. Because of the
exponential character of the potential, the bonds within
a cluster may be considered rigid, and those between
clusters broken7' (see Section 6). Therefore the free
energy of the finite clusters in a magnetic field is the
same for the Ising and for the Heisenberg ferromag-
net. If τ = [r(Tc) - r(T)]/r(T) « 1 , the free energy is
determined by formula (3.3) with x- xc replaced by τ.
For the susceptibility we have

x ~ J L ( l n £ ) - \ (11.5)

The paramagnetic susceptibility has been measured
in PdFe54 and PdMn77 alloys. From Fig. 1454 it is
clearly evident that over the whole temperature range
in which measurements were made, the susceptibility,
in agreement with the theory presented above, dis-
obeys the Curie-Weiss law. Therefore the paramag-
netic Curie temperatures found in this paper have no
particular meaning.

7 'This procedure is justified if we are not interested in quan-
tities dependent on inelastic transitions between levels of the
magnetic system, for example the specific heat.
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FIG. 15. Paramagnetic Curie
temperature θ of Pdj-^Mrij al-
loys as a function of
x*=x(l-12*) (according to
Ref. 77).

In the PdMn alloys, the susceptibility was measured
at high enough temperatures so that the Curie-Weiss
law is satisfied. Figure 15 shows the variation of the
paramagnetic Curie temperature θ with #* = #(1-12#)
according to the data of Ref. 77 (the factor (1-12#)
eliminates pairs of Mn atoms that are nearest neigh-
bors in the lattice, and between which there is direct
antiferromagnetic exchange;. It is seen that this rela-
tion is nearly linear. By using the value Λ = 3.3Α8) and
supposing that S=5/2, 7 7 we get from the graph of Fig.
15, according to formula (11.3), V0 = 3 °K, which ag-
rees reasonably well with the value of the Curie tem-
perature. Since, for the same concentration, the Curie
temperature in PdFe alloys is about 10 times greater
than in PdMn, the Curie-Weiss law should be satisfied
in PdFe beginning with a temperature of the order of
30 °K.

A large magnetic specific heat in the paramagnetic
phase of alloys was observed in an early paper of Veal
and Rayne.80 The most complete data have been ob-
tained by the Leyden group.9 It is seen from Fig. 9
that in the paramagnetic range, the specific heat drops
slowly with rise of temperature; the smaller the con-
centration, the longer is the high-temperature "tail"
of the specific heat.

The specific heat calculated by formula (11.4) is
shown in Fig. 7 (the sections of the curves to the right
of the maximum). Qualitatively, the behavior of the
specific heat agrees with experiment (see Fig. 9); the
absence of experimental data over a wide range of
temperature above Tc prevents the carrying out of a
quantitative comparison.

By extrapolating the results of calculation of the spec-
ific heat from the low- and high-temperature regions to
the region of temperatures of order Tc, we get the
temperature dependence of the specific heat over the
whole range, from temperatures T«TC to the distant
paramagnetic range (see Fig. 7). It can be compared
with the experimental results in Fig. 9. Of the gen-
eral qualitative agreement there can be no doubt.

IV. CONCLUSION

We have analysed in detail the properties of ferro-
magnetic systems with exchange potential of two types.

The model with exchange potential falling off expon-
entially enabled us to explain the important experimen-
tal results on alloys of the PdFe type. We have not
discussed thermodynamic systems near the Curie point,
which at present have not yet been studied (we can
cite only one paper7 2). Investigations of critical phen-
omena in such strongly disordered systems would
undoubtedly be interesting both theoretically and ex-
perimentally. It would also be desirable to determine
more reliably the concentration variation of the spin-
wave stiffness D. This in turn would, on the one hand,
enable us to elucidate the role of local excitations in
the thermodynamics of alloys, and, on the other hand,
afford a possibility of finding the index of the corre-
lation radius more accurately.

In certain metals and degenerate semiconductors,
the characteristic period of the oscillating RKKY po-
tential (5.10) for all the electrons, or for a considerable
group of them, may be larger than the mean distance
between magnetic atoms. In this case, the potential
(5.10) leads to impurity ferromagnetism, which has
been observed experimentally in the semiconductor
alloys GeTe-MnTe and SnTe-MnTe.1 0 9 '1 1 0 Because
of the long-range character of the potential, fluctua-
tions do not play as large a role here as in the situa-
tions considered above. Nevertheless their effect on
the thermodynamic properties of the system may be
appreciable. U 1 The properties of such ferromagnets
have so far been insufficiently studied experimentally.

The methods discussed in Section Π have been found
useful for analysis of the properties not only of dilute
ferrodielectrics, but also ferri- and antiferrodielec-
tics, 2 2 ' 1 1 2 the experimental investigation of which has
begun in recent years. 8 9 ) The study of these and other
disordered magnetic systems with complicated mag-
netic order is at present one of the most interesting
problems within the field under consideration.

And finally, we must mention amorphous ferromag-
netic metals (Metglas type alloys)—promising mater-
ials for practical applications. Interest in them has
grown steadily in recent years; it has been possible to
obtain metglasses of various contents, whose proper-
ties vary over a very wide range. Further experimen-
tal investigation of them will without doubt be fruitful.

In the theory, only the very first steps have been
taken, and many peculiarities of these materials are
not understood either quantitatively or even qualita-
tively. In contrast to the systems treated in the pres-
ent review, in amorphous materials a large role is
played by correlation in the distribution of magnetic
atoms. A correct accounting for the correlation is
one of the basic problems of the theory.

''Formula (11.4) is derived for the potential (6.1), which cor-
responds to formula (6.4) for Tc. On comparing (6.4) with
experiment, we obtain R = 3.3 A.

9 Ί η this connection we note that in a recently published
paper?13 in which scattering of neutrons was studied in the
anisotropic antiferromagnet Mnj-^Zn^Fj, the authors suc-
ceeded in measuring directly the concentration dependence of
the correlation radius L near the percolation threshold. It
was found that the variation of L with χ - xc is described by a
power law with an exponent slightly less than unify.
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