Suppression of plasma instabilities by the feedback method
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A new method of suppressing plasma instabilities with the aid of automatic control systems has been
recently developed. The feasibility of using this method to stabilize a continuous medium is brought about
by the fact that not all of the tremendous number of degrees of freedom of the medium are actually
excited, but only several of the modes. The method is most suitable in practice for the suppression of
large-scale oscillations. Two stabilization methods have been observed. An external control system can be
used to alter the phase velocities of the waves in the plasma, thus upsetting their resonant interaction with
the particles and with one another. This suppresses strong instabilities with large growth rates,
particularly hydrodynamic ones (flute, helical, etc.). To eliminate instabilities of the dissipative type with
small growth rates it suffices to use an external system to introduce additional damping of the plasma
oscillations. The possibility of turning individual modes on or off makes feedback an outstanding tool for
the study of nonlinear properties of oscillations, anoalous transport phenomena, and others. The first

experiments in this direction have already been performed.
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1. INTRODUCTION

As a rule, laboratory plasma is not inthermodynam-
ic equilibrium and, therefore, exhibits various types of
instability. Plasma encountered in research into con-
trolled thermonuclear fusion is never in thermodynamic
equilibrium. At the very least, it contains currents due
to density and temperature gradients. The suppression
of instabilities is, therefore, a central problem in this
area.

There are several known ways of solving this prob-
lem. Firstly, it is desirable to ensure that the plasma
produced initially is asclose to thermodynamic equilib-
rium as possible. Secondly, stability is improved by
developing special magnetic-field configurations, for

- example, configurations with a magnetic well. Thirdly,
external high-frequency fields can be imposed on the
plasma (this produces dynamic stabilization).

One more method, based on the utilization of automat-
ic control systems, has been developed in recent years.
In the literature concerned with plasma physics, it is
referred to as the feedback method. The principle of
this approach is that an electronic circuit interacting
with the plasma through the oscillation field is set up
outside the plasma, and the parameters of this circuit
are chosen so that its combination with the plasma is
stable as a whole.
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Plasma has an enormous number of collective degrees
of freedom (an infinite number in the continuum model).
It would be impossible to construct a system capable of
controlling all these oscillations. A typical situation,
however, is that in which the instability of individual
modes sets in successively as the plasma parameters
are varied. Feedback stabilization is possible precise-
ly under such conditions. In practice, the feedback
method can be used to suppress only a finite number of
modes, but whenever experiments indicate the predomi-
nance of one or a few modes, the situation must be ex-
amined in the light of both this and other nonuniversal
methods.

The first published paper on feedback stabilization of
plasmas is that due to Morozov and Solov’ev™! although
some isclated proposals had been put forward earlier. v
For example, Artsimovich and Kartashev!"! discussed
the possibility of feedback stabilization of a large-radi-

'We note also a number of allied problems in the sense that
they involve spatial dispersion and the necessity of sup-
pressing several modes at the same time. They include
stabilization of a charged fluid jet, of a flexible conducting
membrane between charged planes, and of Rayleigh-Taylor
instabilities of the surface of a conducting fluid in a normal
electric field. 26!
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us toroidal plasma ring carrying a current. Morozov
and Solov’ev!!? considered the Rayleigh- Taylor instabili-
ty of a sharp boundary of dense magnetized plasma in
the gravitational field and the hydromagnetic instability
of a column with a surface current. It was suggested
that, where the plasma boundary departed from its equi-
librium position, this could be corrected by currents
set up in external conductors and producing an addition-
al magnetic pressure. Similar considerations relating
to the stabilization of the Rayleigh-Taylor instability
were reported by Artsimovich and Kartashev.”} How-
ever, experiments with such magnetic systems were
begun only in the very recent past.

The first experiment on feedback stabilization of
plasma was carried out in 1967*°%1 and was concerned
with the flute instability of tenuous plasma after theo-
retical analysis!'® showed that stabilization near the
instability threshold could be achieved by simple means,
namely, with the aid of an electrostatic system. After
the magnetohydrodynamic flute instability, the same
method was used to suppress one of the kinetic insta-
bilities, namely, the ion-cyclotron Harris instability.!*4

The success of these initial experiments stimulated
extensive theoretical and experimental work on the
suppression of MHD, drift, ionization, and other insta-
bilities. New methods of introducing feedback were
put forward in 1969-1970. The work carried out up to
1970 was reviewed at the Princeton Symposium™?? and
a brief review of the results obtained up to that point
was given by Thomassen."¥! In recent years, research
into the application of feedback to plasma physics has
been concerned not merely with demonstrating the basic
possibilities of the method but also with the develop-
ment of “technical” applications designed to improve
the confinement of plasmas in thermonuclear installa-
tions and to provide a means of studying plasmas.

2. PRINCIPLE OF THE METHOD

A. Classification of instabilities

The basic idea of feedback stabilization of plasmas
is most conveniently explained in terms of a concrete
example, The question is: which is the best instability
to choose for this purpose ?

From the standpoint of feedback stabilization, it is
important to distinguish between two classes of insta-
bility, namely, reactive and dissipative instability.!'*?
Feedback instability control must satisfy different con-
ditions in these two cases.t>18

Reactive instabilities arise during the interaction be-
tween two oscillation branches with the same phase ve-
locities but with energies of different sign. Mutual ex-
citation occurs because oscillations with negative ener-
gy"?} transfer energy to waves of positive energy. Re-
active oscillations include, in particular, hydromagnet-
ic plasma instabilities in ideal single-fluid hydrodynam-
ics (their phase velocity is zero). Collisional or colli-
sionless dissipative processes are unimportant for re-
active instabilities, at least well away from the thresh-
old where the growth rate y is high.
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In dissipative instabilities, oscillations corresponding
to a given branch are excited as a result of energy ex-
change with plasma particles or an external wall. If
the wave has positive energy, it will grow if energy is
transferred to it from the particles or the wall. Oscil-
lations of negative energy will grow if the wave gives
up energy. Dissipative instabilities are characterized
by frequencies w+#0 and low growth rates y < «.

To suppress the reactive instabilities, the dispersive
properties of the plasma must be modified so that the
phase velocities of the interacting waves cease to be
equal and energy exchange between them is prevented.
Once this problem has been solved (the growth rate then
tends to zero), the behavior of the waves is determined
by only the dissipative effects. Stabilization of reactive
instabilities is, therefore, a more general problem
which includes the stabilization of dissipative instabili-
ties as a special case.

The well~-known flute instability of plasmas in mirror
traps is a characteristic example of reactive instability.
We shall use this extensively-investigated example in
our account.

B. Qualitative description of flute instability and its
suppression

Adiabatic traps with magnetic mirrors form a class
of possible systems for the confinement of thermonu-
clear plasma. A simple configuration of this type is
illustrated in Fig. 1. The magnetic fields at the ends
of the trap are stronger than at the center, and the
plasma (a diamagnetic medium) is confined to the cen-
tral region with reduced field between the two so-called
magnetic mirrors.

Flute instability™®? in an open trap with a simple

mirror-type field is also a manifestation of the diamag-
netic properties of plasma. In this trap, the magnetic
lines of force in the region occupied by the plasma are
convex in the outward direction, so that the magnetic

Bl Mirrors
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FIG. 1. Adiabatic traps with magnetic mirrors, a) Simple
mirror trap, modulus of B decreases in the radial direction in
the central cross section of the trap. b) Trap with 2 magnetic,
well, modulus of magnetic field B increases in radial direction
c) Axial distribution of the field modulus in mirror traps. I,—
current in the mirror coils; I,—current in quadrupole coils
producing the magnetic well.
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- FIG. 2. Schematic distribution of charges, electric fields,
and drift velocitiés of ions and plasma as a whole in the cross
section perpendicular to the magnetic field in an open trap
during the formation of a tongue: a) Simple mirror trap con-
figuration, magneticfield decreases in radial direction, con-
ducting wall well removed from plasma (growing tongue).

b) Adiabatic trap with magnetic well, magnetic field increases
in radial direction (tongue returns to plasma). c¢) Simple mir-
ror configuration, metal walls close to the plasma (flute growth
rate reduced). d) Simple mirror configuration with feedback
system consisting of sensors (S), amplifiers (A), and elec-
trodes (E). When the amplifier gain is high enough, the tongue
returns to the plasma,

field decreases in this direction. A diamagnetic fluid
will tend to occupy the region of weak field, so that a
random perturbation of the plasma surface will lead
to the formation of plasma “tongues” elongated along
the magnetic lines of force. The result of this is that
the plasma flows in the outward direction toward the
chamber walls. “Flutes” are formed between the
“tongues,” and this is the origin of the name “flute in-
stability.”

The microscopic picture of the instability is well
known and can be described as follows. Figure 2 shows
the cross section of a plasma cylinder cut by a plane
perpendicular to the magnetic field B. Suppose that,
initially, the plasma is azimuthally symmetric and its
axis lies along the magnetic field. The nonuniformity
of B produces an azimuthal drift of ions and electrons
in opposite directions with angular velocity we (1/B)

X 8B/8v. Owing to azimuthal symmetry, these cur-
rents do not lead to the separation of charges.

Let us now consider the distortion of the boundary.
We shall confine our attention to the case where the gas-
kinetic pressure of the plasma is nT «B%/8m (n is the
plasma concentration and T is the temperature) and will
consider electrostatic perturbations.

Suppose that a “tongue” has emerged from plasma with
a sharp boundary (Fig. 2a). Ions will accumulate on one
side of the tongue and electrons on the other. This gives
rise to an azimuthal electric field E which produces a
radial drift with velocity c[E xB]/B? that is the same for
both electrons and ions and gives rise to further growth
of the “tongue.”
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The radical way of preventing this instability is to
change the direction of the magnetic drift. This is
achieved in a magnetic field which does not decrease
with distance from the axis as in the simple mirror-
type configuration but, on the contrary, increases in
this direction (Fig. 2b). Stabilization by a magnetic
well of this kind was first demonstrated by Gott, Ioffe,
and Tel’kovskii "% and has since been used in many ex-
periments.

Anocther method of stabilization can also be proposed.
Having detected a region with ion or electron excess, it
is sufficient to inject charges from outside to compen-
sate for this situation or to remove the surplus charges
from the plasma. The externally introduced charges
do not have to cancel accurately the separated plasma
charges at each point in space. It is sufficient to
achieve an average change in the field direction in the
plasma.

In the case of feedback stabilization, it is important
to distinguish between surface waves for which, in the
absence of feedback, charges appear only on the surface
of the plasma cylinder, and volume modes, for which
charge perturbations are not zero practically throughout
the volume of the plasma. We begin our discussion with
the simplest case, namely, that of surface waves. The
change in the sign of the electric field in plasma during
the excitation of a surface wave need not be accom-
plished by introducing the compensating charges into the
plasma itself. It is sufficient to place these charges
near the plasma, for example, on a nearby wall, and
this is very much easier to do. Moreover, from the
practical point of view, it is more convenient to control
not the charge density on the outer surface but the dis-
tribution of potential on it. The task of the system for
the stabilization of surface waves is to control this dis-
tribution in accordance with field perturbations in the
plasma. A simple analog of this system is a conducting
wall surrounding a plasma column: image charges al-
ways appear in the wall (Fig. 2c). The field due to
these images reduces the field due to the plasma charges,
so that the presence of the conducting wall leads to a
certain increase in the threshold plasma density for
which instability appears. However, the image charges
can never change the sign of the field in the plasma (see
Fig. 2¢). The effect can be enhanced with the aid of an
external energy source and, if the resultant field due to
all charges changes its direction (Fig. 2d), the pertur-
bation will be suppressed.

C. Mathematical formulation of the stabilization.
of surface waves

Consider the stability of plasma in a mirror trap
against low-frequency (| «| <« wg; =eB/mc) perturbations
of the electric potential of the form y = ¢(r)exp(im6
—iut), where @ is the azimuthal angle and m is the num-
ber of the azimuthal mode (m =1). This wave will take
the form of a flute elongated in the direction of the trap
axis. The set of linearized equations of motion and of
continuity for the electron and ion components, and the
Poisson equation for the potential, can be reduced to a
single equation for the radial part of the potential o(7):
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(2.1)
where f)(w) is the charge density operator determined
from the equations of motion and of continuity. This is
a second-order equation so that, to determine the eigen-

frequencies w, we must provide two boundary conditions.

One of these conditions is that the solution must be
bounded at = 0:

¢ (0) << oo. (2.2)

If the plasma is located in a cylindric metal chamber of
radius r=b, the second condition is

() = 0. (2. 3)

If there is no chamber, then b =,

If, instead of a simple metal surface, we have an
“active” surface whose potential is controlled by the
feedback system, condition (2. 3) must be modified so
as to describe the effect of the control system. Qur
aim, i,e., plasma stability, can, in general, be
achieved with the aid of a number of different control
systems, so that the choice of the boundary (2. 3) cannot
be unique. However, since we are considering the lin-
ear problem, the potential on the »=b surface must be
a wave of the form ¢(b)exp(im6 — iwt) with amplitude
proportional to one of the quantities describing the wave
in the plasma, i.e., the amplitude of oscillations in
density, field, potential, and so on. The experiments
which we shall consider below will be such that the am-
plitude of the potential wave ¢(b) will be proportional to
the field due to the plasma charges measured on the »
=b surface. The true radial electric field, ~dp(b)/d7,
which can easily be determined by external probes, is
the sum of the fields due to the plasma charges and the
field due to the charges on the v =b surface itself. The
latter is determined by the “vacuum” solution of the
Poisson equation ¢(7)=¢(5)(¥/b)" and must be sub-
tracted from the resultant field when the field due to the
plasma charges is to be determined. The result of all
this is the boundary condition

o () =W (0, m) [ 20 2 6 )], (2.9)

dr
This condition can be maintained by a suitably designed
electronic system (Fig. 3), consisting of sensors de-
tecting perturbations in the radial electric field do(b)/
dr, amplifiers, and electrodes located on the »=0 sur-
face. It is clear that the angular size of the electrodes
must be small in comparison with the azimuthal wave-
length of the stabilizing oscillations. Figure 3 shows
only one circuit out of a large number of control circuits

40

(om]

FIG. 3. Circuit ensuring that the boundary condition (2.4) is
satisfied. Only one control loop is indicated.
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that operate in parallel and together ensure that condi-
tion (2. 4) is satisfied. The feedback system shown in
Fig. 3 will, in accordance with (2. 4), ensure the com-
pensation of the effect of the electrode on the sensor
and the absence of self-excitation for large values of the
transfer function W(w,m) that is the only characteristic
of the electronic system in our problem.z?

Figure 4 shows the eigenfrequencies of flute oscilla-
tions as functions of density in the simple mirror trap
in the case of a frequency-independent transfer function
W and a sharp plasma boundary:

A nB(r—a),  0<a<b (2.5)
where n is the plasma density and a the radius of the
plasma column. At low densities, there are two oscil-
lation branches, namely, the electron drift and the ion-
drift branches. When W=0, the electron (w<muw*/2)
and ion (w>m w*/2) oscillation branches, whose energies
are of different sign, intersect at the threshold density
for which w2 ~ wy,w* (wy = (4me%ny /m;) /2 is the plasma
frequency), and the result of this is the development of
the reactive instability.”*”’ If we ensure that W+#0, this
will influence the phase velocities of the waves v,

=7 Rew/m and will change the instability density thresh-
old. A negative transfer coefficient will reduce the

threshold density. When

Dt is important to note that, whatever the measuring system,
the boundary conditions can be reduced to the form indicated
by (2.4) because all the quantities describing the plasma wave
are linearly related. This is valid provided measurements
are carried out on the »=b surface and not inside the plasma.
The additional factor which appears under these conditions
depends on the frequency and mode number, and can be in-
cluded in W. We note further that the presence of the term
—~(m/A) ¢(b) on the right-hand side of (2.4) is not essential.
Systems without compensation of the electrode-sensor inter-
action have been considered™®] and were used in early experi-
ments, [11:20°23) However, they are excited for W> 1/m . (21:23]
This excitation can be prevented by introducing a suitable de-
pendence of W on w, 24261 byt compensation is more conve-
ient.
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FIG. 5. Radial distribution of plasma density for a sharp
boundary (a), and radial distribution of wave amplitude ¢(r)
corresponding to different values of the transfer coefficient

W (b). For 0<W <W,, the point corresponding to the effective
position of the conducting wall, for which ¢(») =0, approaches
plasma as W increases. For W >W,, the positive charge on
the plasma surface corresponds to a negative potential of the
surface. The radial field in the plasma then changes sign as
compared with the W=0 case.

o<W <Wo=p:[(+)"~1], (2.6)
the threshold density corresponding to the intersection
of the oscillations branches will increase. For W>W,,
the functional dependence of the phase velocities on den-
sity will itself be modified. This can readily be under-
stood by considering the radial dependence of the per-
turbed potential ¢(7) shown in Fig, 5 for W<W, and W
>Wy. Itis clear that, in the second case, there is a
relationship between the sign of the potential and the
sign of the perturbed charge on the plasma boundary,
which is determined by the second derivative of the po-
tential with respect to the radial distance.

We note that the introduction of a feedback system
with 0< W< W, is equivalent to bringing up a metal wall
closer to the plasma surface: the point where ¢(7)=0
in Fig. 5 approaches the plasma surface as W increases.
When W>W,, the electron and ion waves propagate in
opposite directions, as in the field with a magnetic well.
The maximum threshold density is reached for O<W
-~ Wo<(b/a)". When this is so, we have wf;~ w&;/(W
— Wy) at the threshold.

According to (2.6), the optimum value W= W, depends
onm. This property was emphasized in®®’ and is a
general result for media with spatial dispersion. To
ensure that the stabilization of a particular mode does
not affect the stability of other modes, the stabilization
system must also have spatial dispersion.

D. Influence of dissipative effects and phase shifts in
the stabilization system

It is thus possible to ensure that the oscillations ex-
hibit neutral stability with Imw=0 when the transfer co~
efficient W is suitably chosen. However, we have ig-
nored the weak dissipative effect and the unavoidable
phase shifts in the stabilization system, which ensure
that ImW# 0, and this may give rise to some excitation
of natural oscillations. This can be prevented through
a suitable choice of ImW and by ensuring that all the
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natural oscillation frequencies are damped out. In our
model, there is no dissipation in the plasma and the ex-
citation and damping of waves must be accompanied by
the exchange of energy with the active wall. If we cal-
culate the perturbation of the magnetic field B’ from the
equation curl B=- (1/c) 9E/8¢, and determine the aver-
age flux of energy S between the plasma and the =5
surface per unit length of the plasma cylinder

2n/|0] 27
{ EoB:dgar,
o o

S=, 2.7)
we find that this flux is proportional to wImW, When
wImW>0, this flux is positive, and the external system
takes up energy from the waves in the plasma. When
wImW<O0, the stabilization system supplies energy to
the wave. It follows that oscillations corresponding to
the electron branch, which have positive energy, will

be damped when
olmW>0 for o)<ﬂ2-.. (2.8)

To suppress the ion branch, which has a negative ener-
gy, we must satisfy the opposite condition:

olmW<0 for o>2, (2.9)

Conditions (2. 8) and (2. 9) can also be obtained directly
from the dispersion relation for the natural frequencies,
without introducing energy considerations.

We have thus established two mechanisms for sta-
bilization by feedback. Reactive instability is sup-
pressed (the oscillations exhibit neutral stability) by
varying (for real W) the phase velocities of the waves
so that oscillation branches with energies of opposite
sign cannot combine. QOscillations or waves with neu-
tral stability, which are weakly excited for dissipative
reasons, can be damped out by arranging the appropriate
energy transfer between the plasma and the feedback
system. The direction and magnitude of the energy flow
is determined by the phase shift in the feedback system
(imaginary part of W), i.e., the phase-frequency char-
acteristic of the stabilization system. The choice of the
frequency dependence of the transfer coefficient has
been discussed in a general form by Sen'®®’ and by
Uchan and Kammash, 0!

The suppression of dissipative instability with a low
growth rate can be achieved even for a weak interaction
between the external system and the plasma for small
W. On the other hand, stabilization of reactive insta-
bilities requires W =1 (including values near the thresh-
old) so that the simultaneous damping of two oscillation
branches with close frequencies and energies of oppo-
site sign cannot be achieved for small values of W.1¢’

E. Stabilization by a surface with a complex impedance

The principle of the electronic system that maintains
the boundary condition given by (2. 4) is that it generates
the required charge wave on the surface on which the
stabilizing electrodes are arranged. It may be said that
this charge wave is induced with the aid of the electronic
system by the potential wave §, and the entire system of
sensors, electrodes, and amplifiers may be regarded
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FIG. 6. Density distribution for a diffuse boundary (a), and
the corresponding lowest radial modes ¢(7) for W=0 (b) and
W (c), As W—W,, there is, in addition, a solution in the
form of surface waves with imaginary radial wave number.

as a surface with a certain complex impedance Z

= - (fwL/c?)~ (1/iwC)+R, where L, C, R depend on the
structure of the sensors and the parameters of the cir-
cuit. The problem of stabilization of plasma oscilla-
tions that are sensitive to boundary conditions can be
formulated right from the outset as the problem of de-
termining the appropriate impedance of the surface (or,
in general, the medium) surrounding the plasma, =41
In practice, the most common situation is that in which
the medium is “active” ( or at least one of the parame-
ters L, C, R is negative), i.e,, its realization must in-
clude amplifiers. In particular, a medium with negative
capacitance is necessary for the suppression of flute
oscillations, ™’

3. FACTORS COMPLICATING STABILIZATION

Before we proceed to the description of experiments,
we must consider the complicating factors that dis-
tinguish the true experimental situation from the ideal-
ized model developed in Chap. 2. The most important
of these are:

a) the existence of spatial modes,
b) additional damped oscillation branches, and
c) the discrete structure of the feedback system.

The problems that arise in relation to the suppres-
sion of flute instabilities in connection with these factors
are also characteristic for the stabilization of other
types of oscillation,

A. Spatial modes

In the model problem considered in Chap. 2, the
surface feedback can be used to ensure stability for any
density, i.e., to stabilize all the natural oscillations
of the system., This is a consequence of the simplifying
assumption that we have introduced, namely, the ab-
sence of a density gradient inside the plasma. This as-
sumption excludes internal oscillations with an oscil-
lating radial structure, i.e., spatial modes.

Such oscillations become possible in the presence of
a radial density gradient and their radial wave number
w, which is a function of the transfer coefficient W, re-
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mains real for all values of W (Fig. 6). The density
enters the dispersion relation for flute oscillations
through the ratio n/n?% Truncation of the wave is there-
fore equivalent to an increase in the threshold density,
and a restriction on the increase in » as W~ » means
that high plasma densities cannot be stabilized even as
W, The physical interpretation of this is quite sim-
ple. As the transfer coefficient W increases, the spa-
tial structure of the wave changes so that the electric
field on the plasma surface, d¢/dv(b), acting on the in-
put of the stabilizing system, tends to zero (Fig. 6).
The feedback system then ceases to be sensitive to per-
turbations in the plasma. The wave becomes unobserv-
able from the surface, and cannot be stabilized.

Electron and ion waves with imaginary radial wave
numbers % appear when the transfer coefficient is large,
i.e., we then have surface waves with hyperbolic radial
structure. Their characteristics are identical with
those obtained in Chap. 2 because surface waves are not
sensitive to the detailed behavior of the density gradient.
The new feature as compared with Chap. 2 is the fact
that, for a distributed density gradient, these waves
appear not instead of the waves with real wave numbers
but in addition to them.

For a smooth radial density distribution on the sur-
face, feedback can therefore only shift the instability
threshold to some extent by stabilizing only the lowest
spatial mode.

B. Spatial systems and observability

The fact that the higher radial modes cannot be sta-
bilized is a basic defect of the surface stabilization sys-
tem. This defect can only be completely removed with
spatial feedback systems, Such systems have been put
forward and have been investigated experimentally, We
shall consider them later. The characteristics of such
systems, if their structure corresponds to the spatial
structure of the unstable oscillations, should approach
those described in Chap. 2. It is important to note,
however, that spatial measurements are generally much
easier to perform than spatial control, and it is there-
fore interesting to consider a formulation of the prob-
lem in which the potential on the surface surrounding
the plasma is determined by fields measured in the in-
terior of the plasma.'**! It turns out that this can be
used to shift the observability barrier toward shorter
wavelengths, at least to some extent (Fig. 7). Numeri-
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FIG. 7. Radial solutions ¢(r) for a diffuse plasma boundary,
unobservable when the field sensor is at »=x. The wave is un-
observable when do/d7 | r=x=0. 1) longest wave, unobservable
from the » =b surface; 2) longest wave unobservalbe on the
»=x surface.
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FIG. 8. Frequency and growth rate of flute oscillations as

functions of density with allowance for the additional ion oscil-
lation branch for W< W, (a) and W>W; (b); In case (b), re-
active instability begins to grow at low densities because of
the intersection of the ion drift and the additional (Varma)
oscillation branches. The transfer coefficient W is assumed
real and frequency-independent,

cal calculations of the change in the threshold density
with the position of the point of observation have been
reported by Lashmore-Davies."?? However, no account
is taken in this calculation of the fact that the presence
of feedback makes this problem non-self-adjoint so that
new types of oscillation may arise with complex radial
wave numbers [radially traveling wave with amplitude
~ exp(Imk, - 7)).1*3) Such waves are unstable and their
growth is accompanied by the outflow of energy from
the plasma. The growth rate can, however, be made
as small as desired by increasing W.

We note that, when the measurements are carried out
in the interior of the plasma, whereas the surface held
at the control potential is located outside the plasma,
the fact that perturbations can be expanded into a series
in terms of eigenfunctions must be separately proved.
The classical Steklov theorem refers to the case where
the boundary condition (which does not explicitly contain
the eigenvalue) is imposed on the function or its deriva-
tive at a point at the end of the interval. In the case in
which we are interested, the fact that the expansioncanbe
carried out has been proved!*! only for the special prob-
lem ¢ +q(x)@=2rp, @(b)=@(a)M(N)/N(\), where M and
N are polynomials.

C. Additional damped oscillation branches

In the model considered in Chap. 2, the dispersion
relation was of the second degree in frequency. When
the true conditions are more accurately taken into ac-
count, the degree of this equation may become higher,

i. e., new natural frequencies may appear. When these
natural oscillations are stable, one is justified in ig-
noring them in the analysis of stability. However, in
problems involving feedback stabilization, all the natur-
al frequencies must be taken into account because they
may be excited in the presence of the feedback.

In the problem of flute stabilization, the inclusion of
a further ion oscillation branch, predicted by Varma,®
is also found to lead to an increase in the degree of the
dispersion relation. The Varma branch corresponds to
a frequency somewhat higher than m w*, and is not very
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dependent on density (Fig. 8). The energy of the Varma
oscillations is positive. Under the usual conditions,
these oscillations are damped and have little effect on
the experimental data. However, the situation is radi-
cally changed when feedback is introduced. Thus, first-
ly, when the transfer coefficient is large, W>W,, the
introduction of feedback ensures that the Varma branch
cuts the ion surface branch with negative oscillation
energy. This, in turn, produces an instability that is
analogous to flute instability but occurs at higher fre-
quency. This instability does not have a density thresh-
old but has an upper bound in density because an in-
crease in density is accompanied by an increase in the
frequency of the ion surface branch and the wave inter-
action is modified. This instability is absent in the ab-
sence of the surface wave, i.e., for W<W,. Secondly,
the Varma branch may be excited for any degree of am-
plification when the phase shift in the stabilization sys-
tem is incorrectly chosen. Since the energies of the
Varma and the ion branches have opposite signs, they
require different phase shifts when damping is to be in-
troduced. As a result, the phase-frequency character-

. istic of the feedback system, which ensures the damping

of all the natural oscillations, becomes more complicated.
The resulting conditions which the phase-frequency
characteristic must satisfy are shown in Fig, 9. When
W< W,, the surface ion branch is absent and the phase-
frequency characteristic becomes somewhat simpler.

D. Discrete structure of the feedback system

It was assumed in Chap. 2 that the boundary condition
given by (2.4) was satisfied. This is so when the feed-
back system maintains condition (2. 4) at each point on
the » =b surface, i.e., the system is distributed over
this surface. In practice, however, the system can only
consist of discrete elements, i.e., sensors and elec-
trodes occupying certain areas on the r =% surface.
Since we are interested in flute oscillations that are
uniform in the direction of the magnetic field, we need
only consider the azimuthal structure of the feedback
system.

In the expansion for the field due to an electrode of
finite size, the different azimuthal harmonics are pres-
ent with different weights (the weights may differ both
in magnitude and sign). As the number of the azimuthal
harmonic increases, the corresponding transfer coef-
ficient decreases and then changes sign, i.e, it changes
from a stabilizing into a destabilizing factor. When
oscillations corresponding to the different modes are
independent, the region of stability on the (n, W) plane

.
8

—
|

Jai 1LL w////z(u’
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4

Delay

FIG. 9. Dependence of the phase shift of the transfer coef-
ficient W on frequency, ensuring that all the oscillation
branches will be damped. 1) Including all oscillation branches.
2) Without the Varma branch.
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FIG. 10, Stability regions on the (density, transfer coeffi-
cient) plane corresponding to suppression of flute instabilities
in plasma with a sharp boundary for different numbers N of
feedback electrodes, The ratio of the plasma radius to the
radius of the surface on which the electrodes are located is
assumed to be a/b=0,8, Solid lines—*local” stabilization
system, dot-dash lines—system with spatial Fourier analysis,
hatching shown on the side of stability.

is obtained by cutting off the unstable regions for all
the modes. This approach was adopted by Crowley%6!
but is, however, unsatisfactory. The point is that the
effect of the interaction of different azimuthal harmonics
through the feedback system may be a dominant factor.
It was investigated numerically for a single-electrode
system by Arsenin et al.t*"! Chuyanov!*®! has consid-
ered the excitation of standing waves in a single-elec-
trode system (due to the reflection of a traveling wave
from the electrode). The general solution has been
given by Kostomarov et al.™®!

The coupling between the azimuthal modes arises for
the following reason. Each sensor responds to the re-
sultant signal due to the fields of all the azimuthal
modes. Each electrode excites a superposition of azi-
muthal modes. The result is that pure azimuthal modes
cease to be the eigenfunctions of the problem.

Kostomarov et al . have carried out a numerical
computer analysis of the equations consisting of N=4,
8, and 12 electrodes, They assume that the potential of
each electrode is determined only by the sensor located
in the immediate neighborhood of the given electrode,
i.e., the feedback system is based on the “local” prin-
ciple, Figure 10, taken from the paper by Kostomarov
et al ' shows the stability regions on the density-ver-
sus-transfer-coefficient plane. (Since these authors
assume that the transfer coefficient is real, “stability
corresponds to real natural frequencies.) It is clear
from the figure that the stability region is small for
small N, and its expansion with increasing N occurs
very slowly. This expansion is restricted by the exci-
tation of oscillation branches with energies of different
sign, which occurs as a result of interaction through the
feedback system. These oscillations have equal fre-
quencies but different azimuthal wave numbers, This
process is accompanied by the excitation of azimuthal
modes that are stable without feedback. The excitation
can be suppressed by reducing the gain of the feedback
system. This is, however, impeded by the excitation
of lower modes whose stability at given density requires
a high enough gain in the stabilization system. This
means that different transfer coefficients are required
for different azimuthal modes.

35
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Such systems can be constructed by abandoning the
local principle and using a nonlocal distribution. The
signals from N probes can be summed with weights
equal to the Fourier coefficients calculated from the
azimuthal positions of the sensors, and this yields an
approximate spatial Fourier analysis. This approach
yields N signals proportional to the sine and cosine
components of the first N/2 azimuthal modes with a cer-
tain admixture of higher modes. They can be indepen-
dently amplified to a different degree and then, through
a Fourier synthesis, they can be combined to generate
the control signals for the individual electrodes. When
N is large enough, the characteristics of the stabiliza-
tion system with spatial Fourier analysis for the N/2
lowest modes approach the characteristics of the ideal
local system with N— (Fig. 11). For modes with m
>N/2, feedback cannot be achieved in practice,

The utilization of spatial Fourier analysis can thus
be used to weaken the degradation of the properties of
the feedback system with discrete electrodes due to the
mode interaction effect.

It is important to note that the mode interaction ef-
fect can be both harmful and useful. Arsenin™’ has
shown how it can be used to generate a required fre-
quency characteristic for the stabilization system. The
signal from the lowest-mode unstable oscillations which
it is required to stabilize is then used to produce forced
oscillations corresponding to the highest stable mode.
The fields of these forced oscillations are again sensed
by the sensors of the stabilization system, and the re-
sulting signal acts on the lowest unstable mode. In this
scheme, the plasma itself is used as an element of the
electronic circuit producing the amplitude-frequency
characteristics that cannot be achieved by the usual
Iumped-element systems.

4. SUPPRESSION OF FLUTE INSTABILITY
A. Experiments on the stabilization of flute instability

The problem of stabilization of flute instability in
adiabatic traps was solved by Ioffe and his collaborators
with the aid of the “magnetic well”™®! long before the
beginning of experiments on feedback stabilization, so
that the development of thermonuclear studies with open
traps did not in itself necessitate a search for new meth-
ods of stabilizing flute instabilities, This was so pro-
vided one could disregard the possible technologic and
economic advantages of the new method under reactor
conditions as and when these become attainable in sys-
tems of this type in the future,

However, because of the close connection between
flute instability and other hydromagnetic instabilities
characteristic for different thermonuclear confinement

-~ E FIG. 11. Local stabilization
system. Each control loop
~.S serves its own sector: S-sen-
sor, E-electrode.

Plasma _
-
A
/A
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distributed uniformly around the plasma. These sensors

Stabilizing &z Stabilizing were metal electrodes grounded through the input re-
electrode 1 ~. ———_Jl____ . electrode N i ifi
Power ampifier 11— | e sistors of the amplifiers and screened on all sides ex-
~ = - [Fover amplife: 1 cept that facing the plasma. The amplifier output is
Semsor 1 % R Sensor 2 proportional to the time derivative of the radial compo-
, 2L v7l nent of the electric field on the sensor surface.

l Spatial Fourier analyzer ] After preliminary amplification, the output of all the
AUNE A NE: A I sensors is fed into the spatial Fourier analyzer which,
;’;:e}mr gte:eétor LS ;ne:ez;/a/tzor as described above, generates signals proportional to

T the sine and cosine components of the first six azimuth-
— 1 : al modes. These signals are then amplified and trans-
e | P — AL formed independently for each mode, so that indepeu-
Abstle s \[ I// B ! dent‘ stabilization of 'the lowest azimuthal modes can be
W G Addmi Jym:e!z;i fm// achieved and the optimum transfer coefficients can be
1s1md from elecirode 1f signal from electrode N chosen. The stabilizing signals generated for the dif-
ferent modes are then fed into the Fourier synthesizer
FIG. 12. Simplified block diagram for a 12~electrode electro- where they are summed with weights calculated with al-

static stabilization system for flute oscillations in Ogra~IIl.

lowance for the azimuthal position of each electrode,
Spatial Fourier analysis is employed.

and the control signal is formed for each electrode.

An important element of the stabilization system (not

systems, and the exceptional convenience and purity of shown in Fig. 12) is the additional feedback between the
experiments with open traps, it is precisely such traps output and input of the system, which neutralizes the
that have turned out to be the testing ground for the new parasitic capacitive coupling between the electrodes and
method of stabilization and its detailed investigation and  the sensors and prevents oscillations of the stabilizing
comparison with theory. The data obtained as a result system under high gain in the absence of plasma. This
of these experiments have led to greater confidence in procedure is used to realize the boundary condition

the application of the new method to more complex situ- (2.4).

ations in which alternative methods of stabilization are
not available or, if they are, they involve an unaccept-
able deterioration in the parameters of the installation.

This stabilization system has been successfully used
to suppress, successively, three azimuthal modes of the
flute instability. Figure 13'%%) shows the mean plasma

The suppression of flute instability by feedback has density in the trap as a function of the “expected densi-
been investigated in detail in open mangetic traps with ty,” i.e., the density that should be produced for the
neutral injection such as Ogra-II, 8:33 phoenix- given injection current and the given vacuum conditions
-1, (20-23:25.261 51 Ogra-Iil. [51-531 1 411 these experi- (which determine the lifetime of fast protons prior to
ments, feedback was introduced in the simplest techni- charge transfer on the residual gas under complete sta-
cal way, namely, through external electrodes surround- bility). ’

ing the plasma, and measurements were carried out

Without stabilization, the density is restricted to 10°
with electrostatic probes.

cm™® by the m =1 flute mode. When the m =1 stabiliza-

The first experiments!®®20-2%25:26:51) ywere carried tion channel is introduced, the density rises to 4x10°
out with systems based on the local principle (see Fig. cm=® and this is accompanied by the development of the
11) with between 1 and 6 electrodes. Chuyanov et al B! second, m =2, azimuthal mode. Stabilization of this
have shown that the density corresponding to stable con-

finement increases with increasing number of electrodes. cm?

Analysis of this result®’ led in subsequent experi- 5 7err = msec ‘

ments®2537 to the development of a nonlocal feedback , Cydlotren /

system with spatial Fourier analysis. Since this sys- o ‘h‘%j; s Thediold s

tem is probably the best among those used, and the

principles upon which it is based are of general interest, Threshold 7=2

T
i
!

. '4
we shall take this opportunity to describe it in detail and f,"’ i B
to outline the results obtained with this system. v A Instability threshold

iAchieved power
N

These experiments were carried out on a simple mir-

ror trap by injecting 20-keV hydrogen atoms into it. T w77 s w72 e

without stabilization, the accumulation of plasma in Expected density I77 -
the trap is limited to a density of up to 10® cm™ by the
excitation of the first (m =1) azimuthal mode of flute
instability. Stabilization was achieved with an electro-

FIG. 13. Mean plasma concentration in Ogra-IIT as a function
of the maximum possible concentration in the absence of in-
stability, (¥) The maximum possible containment time 7 is

static system consisting of 12 electrodes (Fig. 12) dis- equal to the time for charge transfer between fast protons and
tributed uniformly on a cylindrical sur face around the the residual gas (t7=108 msee). 1) Without stabilization;
plasma. Information on the plasma electric fields was 9) m = 1 stabilization channel turned on; 3) m=1 and m =2
obtained with the aid of 12 electrostatic sensors, also channels turned on; 4) m =1, m=2, m =3 channels turned on,
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FIG. 14. Observed frequencies of flute oscillations corre-
sponding to the m =1 mode as functions of concentration in
Ogra-III in the presence of feedback. ®?) Bars indicate the
range of concentration for which oscillations at a given fre-
quency were observed (with amplitude greater than 10% of
maximum). Open circles and triangles—concentrations for
which the amplitude at the given frequency is at a maximum.
Solid lines—theoretical predictions using a parabolic concen-
tration profile. The parabolic concentration profile and the
theoretical radial distribution of the oscillation amplitude are
shown on the right for different branches. Curves with the
same number on the left and right of the figure correspond to
the same branch. The oscillations were excited through a
special choice of phase characteristics of the feedback system.

mode takes the plasma up to 9x10° cm™, which corre-
sponds to the threshold for the third mode. When the
m =3 mode is stabilized, then, as shown by Zhil’tsov
et al.,™) losses at high plasma densities are connected
not with flute instability but with oscillations at the ion
cyclotron frequency, owing to the modified negative
mass instability.™’ Losses connected with flute insta-
bility were not detected throughout the density range up
to 5x10° cm™3,

The fact that stable confinement could be achieved for
densities higher by a factor of fifty, when the surface
stabilization system was introduced, indicates that the
higher radial modes which are unaffected by the surface
system do not, for some reason, give rise to plasma
losses. It has been shown'®®! that these higher radial
modes are, in fact, excited but they do not give rise to
losses, whilst the modification of the radial density pro-
file is such that it approaches the “rectangular” shape,
the result of which is self-stabilization of the higher

Py o
F=r{1X B}

VE

FIG. 15, Stabiliz;tion system for flute oscillations, using con-
trol by an external magnetic field at right~angles to the main
trap field. {1 Only one of the external conductors is shown.

The current in this conductor is varied by the control system
in proportion to the square root of the displacement ¢.
1--Displacement sensor; 2——control system.
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FIG. 16, Magnetic feedback system
Lext for the control of flute instability in a
short trap.

Displacement Text

radial modes. Zhil’tsov et al.'®®! have investigated in
detail the eigenfrequencies corresponding to the differ-
ent oscillation branches of the » =1 mode. Their re-
sults are shown in Fig. 14 which gives the theoretical
and experimental eigenfrequencies as functions of plas-
ma density, and the corresponding radial solutions.

The oscillation branches were excited by introducing the
corresponding phase shifts in the stabilizing system. The
validity of the theory was thus verified not only for the
global increase in the density under stable confinement but,
what is more important, for the change in the dispersive
properties of plasma in the presence of feedback.

To ensure simultaneous damping of all the oscillation
branches, Zhil’tsov ef al,'®*) used a complicated phase-
frequency characteristic (Fig. 9). They succeeded in
using this system to reduce the oscillations correspond-
ing to the m = 1 mode in plasma from 20 to0 0.2 V/cm,
which corresponded to the sensitivity limit of the mea-
suring system associated with thermal noise in the sta-
bilization system,

The optimum phase-frequency characteristic was used
to investigate the influence of the dynamic range of the
stabilizing system on the plasma characteristics, i.e.,
the influence of the maximum amplitude of the electrode
potential for which the entire system was still linear,
As expected, correct operation of the feedback system
could be achieved with a dynamic range only slightly ex-
ceeding the thermal noise level at the output of the am-
plifying system,

Flute instability in mirror traps can arise not only
in plasma containing hot ions, but alse in plasma with
hot electrons, produced by high-frequency heating. At-
tempts to stabilize such plasmas with an electron tem-
perature of 30 keV and density around 10° cm™2 with the
aid of a single-electrode electrostatic surface have been
reported by Haste, %!

B. Magnetic stabilization of surface modes

Plasma can be affected not only by external electro-
static fields but also by magnetic fields. Flute insta-
bility can then be stabilized in two ways, differing by
the direction of the additional stabilizing field B'.

When the field B’ is perpendicular to the main trap
field, the additional magnetic pressure on the plasma at
the points of application of B is proportional to B'Z,
This pressure can be produced by inserting conductors
parallel to the trap axis and analogous to the Ioffe rods
used to produce the minimum-B configuration. A cur-
rent is produced in these conductors whenever the mea-
suring system detects the displacement of the plasma
toward the conductors. This stabilization system was
discussed in the pioneering work of Morozov and So-
lov’ev??! (Fig. 15).
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We emphasize that this system™? is essentially non-
linear because the stabilizing currents are — v, where
£ is the displacement of the plasma.

In a short trap in which the length / in the direction of
B is smaller than or of the order of the radius, stabil-
ization can be achieved with a much smaller alternating
field B'tB by using the linear term in the magnetic pres-
sure B-B’/4n.5587%8] This type of field can be produced
by azimuthal currents external to the plasma (Fig. 18).
From the macroscopic point of view, stabilization is
then due to the Lorentz force F,=(1/c)I,B’ acting on the
Larmor current [,= (c/B)dp/dr, where p is the undis-
turbed pressure. In “microscopic language” describing
the motion of the individual particles, stabilization oc-
curs due to radial drift in the nonuniform (in 6) field B'.
The divergence of the drift current gives the charge
density

c 1 ap 8B’

iw B or or-”

Comparison of this quantity with the charge density due
to the destabilizing effect of the unfavorable curvature
of the undisturbed field B leads to the following stabil-
ization condition: B'>BE/L, where L is the character-
istic linear dimension of the change in B. ¥

It is readily seen that, when a field B’ of this order
is introduced, the oscillations remain almost potential
and |curl El=|wB'/c |« E/a. The essential influence
of weakly nonpotential oscillations on stability is ex-
plained by the compensation of (large) electron and ion
currents due to electric drift. In a uniform field, this
compensation is complete. A slight separation of
charges occurs only in a nonuniform field B(7) and is
proportional to 8B8/87. It is precisely on this quantity
that the field B, required for stabilization, is found to
depend. The magnetic system will also stabilize the
ballostzrll (electromagnetic) flute instability of dense plas-
ma.!

We must now note an important difference between
magnetic and electrostatic stabilization systems. For
a given displacement £,., the charge density on the plas-
ma surface » =a is proportional to concentration. It
follows that for wy; > wy; the value of ¢(b) necessary for
stabilization increases as ¢(a)w§; /wi;. In continuum
language, high potentials ¢(b) are required because the
field due to the external charges is reduced in dense
plasma by a factor of €= wf,,- /wf“ , where ¢ is the per-
mittivity. The magnetic field, on the other hand, pene-
trates (for g« 1) freely into the plasma, so that the sta-
bilization currents are independent of density. This
means that magnetic fields can also be used to influence
other types of electrostatic oscillation in dense plas-
ma, 1591

There are no published experiments on the suppres-
sion of flute instabilities by magnetic systems.

#'The corresponding result given by Arsenin'®! (stabilizing
field ~8B% /a) is incorrect,
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C. Suppression of flute instability by spatial feedback

We have already noted that the basic defect of surface
stabilization is that it cannot be used to suppress the
higher radial modes. The fact that these oscillations
were found experimentally™®>331 to self-stabilize was a
piece of good fortune in this particular experiment and
is probably not a general feature. The development of
spatial methods of stabilization is, therefore, of un-
doubted interest. ¥.

To stabilize spatial modes involving radial oscilla~-
tions, one must introduce compensating charges into the
interior of the plasma, i.e., there must be controllable
sources (sinks) of charges within the plasma.® The
method of controlled sources was first described in con-
nection with drift oscillations’®*®? and was, at the same
time, tested in three experiments.®*%%! For flute os-
cillations elongated in the direction of the lines of forces,
volume sources may be replaced. For example, by the
injection of particles through the ends of the trap.

Suppose the plasma contains sources of electrons of
intensity S proportional to the perturbdtion of the poten-
tial:

§ = Weg. (4.1)
The continuity equation for electrons then readily yields
the additional perturbation of electron concentration due
to the sources, i.e., n,=~ Wg/iw, so that the addi-
tional perturbation of charge density becomes p,= - eW¢/
iw. This must be added to the right-hand side of the
Poisson equation given by (2.1). Since we are interest-
ed in spatial modes oscillating in the radial direction,
we can confine our attention to the quasiclassical ap-
proximation ¢(7)~exp(ik,7), in which the Poisson equa-
tion assumes the form

k2 = 4n {p -+ pd), 4.2)

where k%=k2+ (m?/r%) and p is the charge density in the
absence of the source.

It is clear from (4. 2) that the appearance of the source
is equivalent to a change in the permittivity of the plas-
ma by ~ 4meW/iwk? In general, the introduction of
spatial feedback (injection of charges, transmission of
currents, and so on) is equivalent to a controlled change
in the permittivity tensor.

Spatial feedback as a method of suppressing flute in-
stability was put forward by Chuyanov,'®’ Since the
phase of the flute wave is constant along the magnetic
field, suppression can be achieved in this case by the
injection of a low-intensity electron beam through the
end of the trap across the entire cross section of the

T a short trap, the higher radial modes of flute instability
can be suppressed (because of the two-dimensional nature of
the oscillations) by a surface system consisting of electrodes
placed beyond the ends of the plasma cylinder. ts01

5)This is analogous, at least theoretically, to the way feedback
is introduced between perturbations of any physical origin !¢t
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FIG. 17. Control of electron loss through the end mirrors as
a method of stabilizing flute instability in thermonuclear plas-
ma in an open trap. a) Plasma in trap; b) ion concentration
distribution along a magnetic line of force; 3) distribution of
potential: solid line—undisturbed potential, dashed line—
potential in the flute perturbation. The increase in potential
indicates that drift across the magnetic field produces an ex-
cess of ions or a deficiency of electrons on the given tube of
force; d) surplus charge can be liquidated by reducing the
“longitudinal” electron loss through a reduction in the potential
of the sectionalized wall facing the given tube of force. vy is
the Debye radius.

plasma. By modulating the beam intensity at different
points on the cross section in accordance with the fluc-
tuations of potential in each tube of force, or fluctuations
in the azimuthal electric field on a given tube of force
(these quantities can be measured with the aid of the
same electron beam), it is possible to control the
charge fluctuations in the interior of the plasma. Al-
though this method does provide the necessary spatial
feedback structure, and the required currents are not
large, it has not been tested experimentally because of
technical difficulties in producing a beam of large cross
section and possible effects associated with beam insta-
bility.

In cold plasma, a controllable sink can be realized
by controlling the potential of a Langmuir probe intro-
duced into the plasma, The same probe can, of course,
also be used to detect the fluctuations in potential. Al-
though this contact method does not have a “thermonu-
clear future,” it is exceedingly simple and convenient
in model experiments. It has already yielded interest-
ing results, mainly in relation to drift waves (see Chap.
7).

Experiments on the suppression of flute instability by
the controlled sink method have been carried out at
Wisconsin University™® 868 ysing cold plasma with an
electron temperature of 7-10 eV, ion temperature of
0.1 eV, and density of 10'°-10" cm™. Langmuir probes
were successfully used to suppress two azimuthal modes
of flute instability and to investigate the diffusion of
plasma under the influence of flute oscillations., The
latter problem will be examined in detail in Chap. 9.

In contrast to experiments with hot collisionless plas-
ma, which were discussed above, particle collisions
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and associated dissipative effects play an important role
in the Wisconsin experiments. This means that the re-
quirements imposed on the frequency properties of the
stabilization system must be modified. The modified
conditions have been analyzed theoretically and experi-
mentally by Richards ef al.!®! Their conclusions are

in good agreement with the experimental data obtained
for the open traps with neutral injection described above.

A different version of the controlled-sources method,
namely, control of the “intrinsic” electron current due
to collisional losses through the mirrors (Fig. 17), was
proposed by Arsenin®®J for the suppressicn of flutes in
an open trap with thermonuclear plasma parameters.
The electrons are confined to the trap because the plas-
ma assumes a positive potential. Is magnitude is set
so that collisional losses of electrons through the poten-
tial barrier are equal to ion losses. The electron cur-
rents through the mirrors can be varied by varying the
potential difference 6% between the plasma and the sec-
tionalized wall beyond the mirror. A transfer ratio 6&/
8¢~ 10, where §¢ is the oscillation in the potential in
the flute, is required for the stabilization of plasma with
n~10" cm™, T,~100 keV, and length ~100 cm, ina
field of B~3x10*G.

5. STABILIZATION OF HELICAL MODES OF THE
HYDROMAGNETIC INSTABILITY OF A CURRENT-
CARRYING PLASMA COLUMN

A. Theoretical suggestions

Theoretical research on controlled thermonuclear
fusion is, unfortunately, mainly concerned with toka-
mak systems.”' The tokamak is a toroidal trap in
which the plasma is kept away from the walls by an
azimuthal field B, due to the longitudinal current I,
(Fig. 18). MHD stability of the column is achieved by
applying a longitudinal magnetic field B,. To stabilize
perturbations localized in the interior of the column, it
is evidently sufficient to ensure that

rBy (r)

9=z >1,

RBg(r)

(5.1)

at all points in the plasma, where R is the major radius
of the current ring, and 7 is the distance from the cir-
cular axis. Since R is much greater than the radius a
of the plasma column, it is clear from (5. 1) that the
stabilizing field B, must be much greater than the field
B, due to the current. A still more stringent condition
on B, arises from the stability condition for large-scale
helical perturbations $(7)exp(im 8 — in@) of the surface-
wave type ( is 2 maximum near the plasma boundary),
where m, n are integers. This condition is

FIG. 18. Plasma ring in a toka-
I, mak. m =2, n=1 perturbation.
6 S
V. V. Arsenin and V. A. Chuyanov 747



% FIG. 19. Kink stabilized by an
CE % external field,

/.

‘ext

g >m. (5.2)

Unless it is satisfied, an instability with a growth rate
of the order of the Alfven frequency AQ, =B,/ (41rp)1/ 2q
will develop (p is the mass density of the plasma).

The critical number m depends on the distribution of
current over the cross section.!™?! Waves with m <3
present a real danger for containment because, accord-
ing to (5.2), we must have ¢ >3. The current breaks
observed in tokamaks are commonly ascribed to the ex-
citation of MHD helical modes.

The longitudinal field B, cannot be made as high as
desired. Reasonable values in modern installations
amount to a few tens of kilogauss. Condition (5. 2) (the
Kruskal-Shafranov criterion) imposes a restriction on
the current and, since.the field B, is also a plasma con-
fining field, the criterion restricts the temperature and
lifetime of the plasma. These important parameters
are, therefore, determined in the final analysis by tech-
nical restrictions on the longitudinal field which does
not in itself have an important influence on containment.
The suppression of helical modes by a method other than
the application of a strong longitudinal field would en-
able us to increase the current and, probably, substan-
tially improve the characteristics of tokamaks. Since
a small number of (long-wave) modes must be sup-
pressed, it is possible to use the feedback method in-
volving the control of the magnetic field outside the plas-
mas. The principle of this stabilization method is sim-
ple. Consider, for example, the plane kink m =1 shown
in Fig. 19. To bring the column back to the equilibrium
position, we must, clearly, apply a sufficiently strong
magnetic field perpendicular to the plane of the Figure, &)

At first sight, it would appear that, by introducing a
sufficient number of displacement sensors along the
torus, together with a series of correcting coils, it
would be possible to control all the long-wave oscilla-
tions. In reality, the situation is much more compli-
cated. The force acting on a given element of the col-
umn due to external currents depends not only on the
displacement of the given element but also on the orien-
tation of the entire helical perturbation relative to the
line of force of the undisturbed magnetic field. In point
of fact, if the perturbation has the angular dependence
exp(im8 - ing), the stabilizing currents and the magnetic
field B’ due to them must have the same angular depen-
dence. In vacuum, B'=Vy, so that the magnetic pres-
sure which should bring the boundary back to its equi-
librium position in the approximation linear in B’ is

$)The development and stabilization of a helical mode are de-
secribed in the language of charge kinetics by Lowder and
Thomassen, '™}
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FIG. 20. Stabilizing coil for the
m=2, n=1 mode, Only a few
turns are shown,

BB’ iB,
= T (M0

(5.3)

We thus see that, depending on the sign of m - ng, ex-
ternal currents proportional to the displacement can have
have both a stabilizing effect (which returns the column
back to equilibrium) and a destabilizing effect. To ob-
tain the stability condition in the presence of the “sta-
bilizing” currents, we must therefore carry out a de-
tailed analysis, taking into account the distribution of
currents in plasma (this determines the values of m —ngq
for which stabilization is required).

A practical stabilization system for the mode (m,n)
should take the form of a pair of helical coils wound on
a certain surface » =b >a with densities cos(m 6 —ng)
and sin(m 6 - ne) (Fig. 20). This must be complemented
by the corresponding two sets of sensors measuring the
“cosine” and the “sine” components of the perturbation,
respectively. The sensors can measure directly the
displacement of the plasma from the position of equi-
librium, or can record quantities proportional to it,
i.e., perturbations of temperature, magnetic field, and
so on. The difficulty is to organize the measurements
so that the current j in the coils, which is proportional
to the measured signal, has the required dependence on
m —nqg. Feedback stabilization of helical modes was
discussed by Morozov and Solov’ev®? in connection with
a column carrying a skin current. They assumed that
the proportionality factor between the displacement and
the additional magnetic pressure on the surface of the
plasma was independent of the spatial structure of the
perturbation. This means that the stabilizing current
should be inversely proportional to m —-ng, where g is
taken on the plasma boundary. The result given by
wang'™?! can also be reduced to this dependence. How-
ever, this dependence on ¢ (¢ varies during the dis-
charge) is difficult to realize in practice. The simplest
to realize is probably j ~m - nq, which is equivalent to
the approach of a metal wall to the plasma.™ " The
stabilizing effect of the wall is associated with the ap-
pearance of the antiparallel image currents whose mag-
netic field pushes the column back toward its position of
equilibrium. Figure 21 shows the radial profile of the
radial component of the perturbation in the magnetic
field B, in the presence of a passive enclosure and in the
presence of a feedback system maintaining a current
proportional to B, at the boundary of the plasma on the

5 |
FIG. 21. Radial distribution of
the perturbation magnetic field.
1—in the presence of the wall;
2—with feedback (stabilizing
the current on the »=» surface),
a—plasma radius.

W ————
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v =b surface. As can be seen, an increase in the ratio
of the stabilizing current to B,l,., is equivalent to bring-
ing the enclosure wall closer to the plasma. This is
readily understood, again on the basis of the fact that a
correctly constructed control system tends to “nullify”
the signal at the input, i.e., on the sensor. When B,
is zero on the surface containing the sensors, this is
equivalent to a fictitious enclosure being present on the
surface. It is clear from Fig. 21 that the presence of
the enclosure wall at the boundary of the plasma pre-
vents the appearance of surface waves. All that re-
mains are the spatial modes for which the maximum
growth rate is smaller by a factor of »/a than for the
surface waves. These modes are not very sensitive

to the stabilizing current.t”"

An effective enclosure close to the column can be
produced without special B, sensors by using the coils
carrying the stabilizing currents." % The principle
is as follows. Ohm’s law for the current j induced in a
coil of resistance n, connected in series with some ex-
ternal impedance Z (w), can be written in the form

L 2y J; (5.4)

here & is the magnetic flux linked with the coil circuit.
Let us split ® into the “primary” flux &, due to cur-
rents in the displaced column and the secondary flux
due to the self-inductance L of the coil.

We have d®/dt=(d®, /dt)~ (I/c)(dj/dt), and hence

- —iw®y/c
I = Lo+ 2, )

(5.5)
We can now choose the external impedance Z,=7,-iwl/
¢? so that its resistance 1 1S negative and compensates
for the coil resistance n. We then have

j= 2 (5.6)

The disturbed field B; on the = surface, which pro-
duces the flux ®,, is proportional to the perturbation of
the field on the plasma boundary. The current thus
turns out to be proportional to the field perturbation on
the boundary of the plasma column, as required. H

we take L,<0 but L + L,>0 (since, otherwise, the sys-
tem becomes self-excited), it is possible to obtain suf-
ficiently a sufficiently large stabilizing current.

The above simple magnetic system is ineffective for
“almost flute” oscillations with m —ng=~0. This is so
because the magnetic sensors cannot then be sensitive
to the flutes. This difficulty can be obviated by mea-~
suring not the magnetic field but directly the displace-
ment §,=aB,{a)/i(m —ng)B,(a)"™"® (for example, by
recording the modulation of the bremsstrahlung from the

'We note that toroidal effects must be explicitly taken into
account in the description of oscillations with a small growth
rate. This is why the attempt made by Hugill( ™1 to find the
frequency dependence of the transfer coefficient that would
ensure the damping of the oscillations, carried out without
taking the toroidal effects into account, was not valid.
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hot part of the column). Another method of ensuring
that the flutes are observable is to superimpose an hf
magnetic field with small but finite amplitudes, 821%’

In the resulting composite system, the required hf field
is less than that necessary for “pure” (without feedback)
dynamic stabilization. Stabilization is also possible in

a nonlinear system with finite current in the coils:
j=jsignB, .78 Magnetic-field perturbations will also
be produced in the flute by toroidal effects (admixture of
azimuthal harmonics with m = 1), we note that the
observability or otherwise of an unstable perturbation
by external magnetic sensors is very dependent on the
current distribution over the cross section of the col-
umn. In particular, in the case of the bell-shaped cur-
rent distribution, which is of particular interest in prac-
tice, the observability problem does not appear to arise
because the results obtained for a step distributiont™!
indicate that all modes with w > 2 should be stabilized by
bringing the envelope closer to the column.

When the bell-shaped current distribution is suffi-
ciently sharp, helical modes with m > 2 cannot, in gen-
eral, be excited in hot (perfectly conducting) plasma.t™
However, the peripheral part of the column, which does
not experience Joule heating, is then found to be rela-
tively cold and has a low conductivity. If a surface on
which g =m /n is introduced into the zone, the slower
(with growth rate much less than Q,) tearing mode may
develop.®? This is a helical instability of dissipative
origin. It is precisely this instability that is most like-
ly to be responsible for the slow growth of the m =2
perturbation during the initial stage of the current break
(the so-called prebreak) in the T-4 installation with a
relatively sharp current distribution.®®’ The current
break as a whole can be avoided by using feedback to
suppress the tearing mode. Figure 22 shows the radial
distribution of displacements and B, in a tearing mode.
If d®B, /Bdv?>0 in the neighborhood of the point 7, at
which g =m /n, the diffusion of the field from neighbor-
ing regions will lead to a growth of the perturbation.
Stabilization (daB,/Bd'rz< 0) is achieved if the feedback
system is equivalent to an enclosure inserted into the
plasma.®’ This situation is realized, for example, when
the stabilizing current is proportional to the measured
shift of the hot part of the column, From the technical
standpoint, the stabilization system for the tearing
mode is simpler than that for fast instabilities of a per-
fectly conducting plasma. This is so because the growth
rate is low, so that the response may be less rapid.

B. Experiments on the stabilization of helical modes

Stabilization of helical modes in tokamaks is, at pres-
ent, the most interesting field for the application of
feedback control to thermonuclear studies. This is so
for many reasons, including the fact that (1) the lowest

8Methods similar to this are used for confining fluid metals
in high-frequency magnetic fields (see Gubarev and Pas-
lavskii 1®%! and the references cited by them).

9Lowder and Thomassen'¥"! have considered the effect of an

enclosure on the tearing mode,
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FIG. 22. Tearing-mode stabilization: a—plasma radius;
r—radius of surface on which q(r) =m/n; 1—current profile;
2—radial displacement; 3—radial component of the perturba-
tion magnetic field in the presence of a simple wall; 4—ditto
in the presence of stabilizing current on the »=5b surface.

modes can readily be isolated, (2) one is dealing with a
large-scale situation, and (3) there is a possibility of
an improvement in the confinement and heating condi-
tions. However, none of the experiments performed so
far has been entirely successful.

An attempt to achieve the stabilization of the m =2,
n =1 helical mode was undertaken on the installation at
Princeton. ! A magnetic feedback system was used
and the perturbations of the toroidal field B, were mea-
sured from outside the plasma with four magnetic sen-
sors located at 90° to each other in the median plane of
the torus on its outer circle. Opposite sensors were
connected in opposition, so that the signal from one was
subtracted from that of the other, in order to compen-
sate the signal due to the current field (= 0) and possi-
ble oscillations with m =4 and n=2. Signals from the
two pairs of probes (shifted in phase by 90° relative to
one another since the mode number on the outer circle
of the torus was n=1) were summed with weighting fac-
tors which could be varied to produce the desired phase
shift independently of oscillation frequency.

The resultant signal was amplified by a 0,5 MW am-
plifier which produced the currents in the controlling
coils through an inductive coupling. Generally speaking,
the required configuration of the controlling magnetic
field can be produced by two helical coils with currents
flowing in opposite directions, each of which closes on
itself after two complete circuits around the torus. In
the experiments of Bol ef al.,®® this coil was replaced
by eight flat half-rings (Fig. 23) distributed along the
generators of the torus in steps‘of 90° in such a way
that four current frames of the form illustrated in Fig.
23b were produced. This configuration necessarily
produces higher field harmonics, but this was report-
ed!J as having no influence on the operation of the
stabilization system because the effect on the plasma
did not change when some of the frames were discon-
nected.

The amplitude-frequency characteristic of the entire
system was flat (to within 3 dB) up to 32 kHz (the char-
acteristic frequency range of the unstable oscillations
was 5—-20 kHz). The phase-frequency characteristic
was not at all of the desired form: the phase shift va-
ried from 90° at 22 kHz to 180° at 55 kHz, partly due
to the influence of the conducting chamber.

The total gain of the stabilization system was re-
stricted by self-excitation due to the coupling between
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sensors and stabilizing coils, so that the transfer co-
efficient (ratio of the number of turns to the perturba-
tion field) did not exceed 0. 5 at the radius of the dia-
phragm and 0. 25 on the resonance surface in the plasma,
where ¢ =2,

Despite the unsatisfactory technical characteristics
of the stabilization system, it was, nevertheless, suc-
cessfully used to observe the sinusoidal dependence of
the frequency and amplitude of the oscillations on the
phase shift in the stabilization system. The relative
change in frequency Af/f was found to be 40% and the
change in the amplitude was AA/A =+20%. This shows
that better results can be expected at higher gain. On
the other hand, the result can also be looked upon as
an indication of the dissipative nature of the growth of
stabilizing oscillations (tearing mode!®®)),

It has been noted, ®7 in our view correctly, that mag-
netic measurements are far from being the best method
of solving the problem because, during the initial stage
(this stage is the most interesting from the feedback
point of view), the oscillations are localized within the
plasma near the resonance surface with ¢ =2 and pro-
duce no external magnetic-field perturbations. More-
over, it is difficult to avoid or compensate the inductive
coupling between sensors and stabilizing coils. A much
more promising method is to observe the displacements
within the plasma with the aid of collimated x~ray sen-
sors that react to the displacement of colder or hotter
layers of plasma into their fields of view. This method
has already been used successfully for the diagnostics
of internal modes of MHD oscillations'™® %7 and can un-
doubtedly be successfully used in feedback systems as
well.

Summarizing the experience gained in the course of
the Princeton experiments, we note that, although sta-
bility was not achieved, the experiments have, neverthe-
less, confirmed the basic possibility of feedback sta-
bilization of helical modes in tokomaks.

Experiments on the stabilization of the m = 2 helical
modes have been planned for the TO-1 installation at
the 1. V. Kurchatov Institute of Atomic Energy. How-
ever, so far, only experiments with the excitation of
the controlling helical coil by a generator producing up
to 1 kA have been carried out.!®’ No information is
available on experiments with a closed feedback loop.

C. Stabilization of 6 pinches

The 6 pinch is a convenient method of producing hot
dense plasma. @ pinches are systems in which the plas-

Zrr . 2nr

(o
== B=B2=

a b

FIG. 23. Position of helical conductors on the unfolded sur-
face of the torus corresponding to the m =2, n=1 mode (a) and
the disposition of conductors in the Princeton experiment[®1(b).
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ma column is produced and compressed by a rapidly
growing external magnetic field B parallel to the column
axis. The vortical electric field which accompanies the
alternating magnetic field produces an azimuthal current
in the plasma (hence the name straight 6 pinch in con-
trast to the Z pinch with an axial current), which inter-
acts with the field and produces a compressive radial
force.

The straight 8 pinch is absolutely stable, Plasma
containment is restricted by losses through the ends,
and these losses are so large that thermonuclear utiliza-
tion of the 6 pinch is impossible for reasonable linear
dimensions of the system. Attempts to modify this
configuration with a view to reducing these losses al-
ways lead to instabilities. For example, the introduc-
tion of magnetic mirrors produces the flute instability
corresponding to the m =1 mode (the upper modes are
probably suppressed by effects associated with the finite
Larmor radius). Since only one large-scale mode is
unstable under these conditions, feedback stabilization
is an attractive possibility.

The Culham Laboratory has therefore carried out a
detailed study of the motion of the #-pinch plasma under
the influence of external alternating fields,™'%2! but ex-
periments with a closed feedback system have not as
yet been carried out.

A more radical method, as compared with mirrors,
for preventing end losses is the closure of the 8 pinch
into a torus. This configuration is not in itself an equi-
librium one because the plasma ring is stretched in the
direction of the major radius. One way of achieving
equilibrium is to pass a sufficiently large longitudinal
current (screw-pinch configuration) whose interaction
with the image current in the enclosure, or an external
magnetic field perpendicular to the plane of the torus,
produces a force preventing the torus from expanding.
Another way is to impose an additional magnetic field
(high-B stellarator), and this has been adopted, for ex-
ample, in the Scyllac installation. Equilibrium can be
obtained by adding to the main toroidal field a combina-
tion of a corrugated field (proportional to sink¢) and a
helical field [proportional to sin(6 - k¢)]. The angle ¢
is measured over the minor circle of the torus and the
angle ¢ over the major circle.

However, in both cases, the m =1 helical instability
sets in [the displacement is proportional to sin(f - ng))].
This mode is well defined, so that it may well be possi-
ble to stabilize it by feedback. The stabilization prin-
ciple which is important for the practical realization of
such systems was, of course, previously checked on
simpler direct systems.

Experiments on the stabilization of the m =1 helical
mode'! in the linear screw-pinch have been carried
out on a long (L =142 cm), thin (»=0.8 cm), and rela-
tively cold (7T =11 eV) plasma column with a high density
(in excess of 10!'® cm™) and pressure (8=0.2), ina
strong longitudinal field (16 kG) with longitudinal cur-
rents exceeding the Kruskal-Shafranov limit by a factor
of 1,8 for m =1, With these parameters, the instability
developed with a growth rate » = 0. 55%10¢ sec™.
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The field perturbations were measured with magnetic
sensors. The effect on the plasma was produced by two
mutually perpendicular current frames producing a field
perpendicular fo the axis of the plasma column. A
feedback system of up to 2.8 MW per coordinate (i.e.,
each frame) ensured frame currents of up to 2000 am-
pere turns (for a plasma current of 3800 A). Stabiliza-
tion was observed for transfer coefficients greater than
unity but less than the 1.4 at which the system was self-
excited. Special measures were undertaken to com-
pensate inductive coupling between the frames and the
sensors. The frame currents were proportional to the
displacement and the velocity of the plasma column.

The time delay in the feedback channel was 7=0.6 psec.
By varying the initial pressure of the gas in the dis-
charge chamber, it was possible to vary the instability
growth rate. It was found that stabilization was possible
only for sufficiently small growth rates, for which yr
<0.42.

It is important to consider separately the role of the
parameter y7 in experiments with rapidly growing
aperiodic instabilities because it appears that it is pre-
cisely this parameter that imposes particularly diffi-
cult conditions on the technical characteristics of sys-
tems for the suppression of such instabilities.

The parameter yr appears for two reasons. Firstly,
it is readily shown considering, for example, the model
of an inverted pendulum feedback-stabilized in position
and in velocity!® with a delay 7 in the feedback circuit,
that even for optimum feedback parameters no stabiliza-
tion is possible at v 21 as 7 increases, where vy is the
instability growth rate in the absence of feedback. An-
other restriction on this parameter is due to the finite
dynamic range of the stabilization system. For exam-
ple, in the screw-pinch experiments mentioned above,
the stabilization system could return the column to its
original position only for displacements £_,, less than
3 mm. Large initial perturbations £, are possible dur-
ing the fast transient processes occurring while the
plasma is being prepared. During the period corre-
sponding to the delay in the stabilization system, these
perturbations increase to £;e¢” . It is clear that sta-
bilization is not possible at 91 >1n(£,,,/%,). Numerical
calculations ®*) have shown that, for practical systems,
the restriction on this parameter can be even more
stringent: y7<0.5. The problem of ensuring the re-
quired rapid response turned out to be absolutely basic
in the work on the stabilization of the Scylla toroidal 8
pinch at Los Alamos. Although this work has been in
progress for many years, the desired end has not been
achieved. Nevertheless, the stabilization of the toroidal
6 pinch in Scyllac deserves detailed consideration be-
cause of the scale of this work and the demonstration of
the technical difficulties that arise when attempts are

190n the short time scale corresponding to the @ pinch, the
slow buildup of natural frequencies due to incorrectly chosen
phase shift is of no interest. It is therefore sufficient at
present to use the simplified inverted pendulum model and
introduce feedback with respect to position and velocity.
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made to stabilize fast MHD oscillations in a thermonu-
clear experiment.

It has been shown theroetically'® %3 that feedback can
be produced by utilizing the volume force due to the cor-
rugated and helical fields that is used to achieve equi-
librium. The direction of the force vector can be varied
by varying the relative spatial “phase shift” between the
corrugated and helical fields, The programmed single-
turn coil in Scylla, which ensures compression and
equilibrium is therefore augmented by single-turn coils
that vary the corrugation of the magnetic field and are
controlled by the feedback system. These coils are lo-
cated under the main coil producing the longitudinal
compressive field. There are four pairs of such coils
per period of the helical field. The period of the helical
field in these experiments was 43 cm, which was much
less than half the wavelength along the major circle of
the torus for the shortest toroidal modes. (The radius
of Scyllac is 4 m, and both theory and experiment sug-
gest that the maximum toroidal wave number for the un-
stable m =1 oscillations is n = 6 and the wavelength is
420 cm.) Consequently, the direction of the stabilizing
force should remain practically constant over several
periods of the helical field. It was therefore intended
in the initial project to use one power amplifier (one
module) to supply two pairs of coils. A total of 60 such
modules was to be used (in accordance with the number
of helical field periods). Each module produced 24.5
MW and could be used to generate a field of up to 230 G
(with allowance for the shielding effect of the closely-
lying coil producing the main compressive field for the
@ pinch) with a rise time of 2.1 usec (consisting of the
true time delay in the feedback channel of 0.9 usec and
a rise time of 1.2 usec of the current in the coil, which
was determined by the inductance and resistance). The
force acting on the plasma column in the presence
of the combined helical and corrugated fields was dem-
onstrated experimentally®? and the motion of the plasma
column under the action of this force was analyzed the-
oretically.™®® :

The displacement of the plasma relative to the equi~
librium position in each coordinate was determined with
optical sensors (a pair of silicon diodes connected dif-
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FIG. 24. Block diagram of the feedback channel in the Scylla
installation. (%) 1—Plasma; 2—toroidal field coil; 3—optical
sensor; 4—amplifier-shaper; 5—power amplifier; 6—terminal
amplifier; 7—control coils with stepdown transformer.
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FIG. 25. Equilibrium in the toka-
mak (see the second half of the leg~
end to Fig. 24). The required field
B, appears when the plasma is sur-
founded by a metal envelope.

ferentially).
from the opposite edge of the plasma column.
placement £ of the plasma column was measured by the
ratio of the difference A between the light signals and

their sum Z. For a Gaussian luminosity profile, this

signal is linear up to displacements of 7 mm and yields
useful information on displacements up to 11 mm (for a

Each diode in a pair received radiation
The dis-

plasma radius of 1 cm). The resulting signal is ampli-
fied, added to its own derivative (so that velocity feed-
back can be introduced), a constant term representing
the equilibrium position of the column is added, and the
result of all this is used to control the power amplifiers.
Figure 24 shows the feedback system of Scylla.

Each such measuring “station” can service a number
of power amplifier modules. The number of stations
must, of course, exceed 2n,,,. For Scyllac, ny,,,=6.
Computer calculations have shown that it is sufficient to
have 15 such stations.!®*

A similar system was tested on the linear & pinch of
Scyllac IV-3.17 10 modules and one detector station
were employed. The instability was specially produced
by a helical coil, and control was carried out with re-
spect to one coordinate only. These experiments have
demonstrated that the system was capable of operating
satisfactorily, (°#102]

Feedback experiments have been planned for a toroi-
dal sector and a complete torus with the following pa-
rameters: compressing field 40 kG, plasma density
2.77x10'® cm™®, electron temperature 500 eV, ion tem-
perature 1.3 keV, and 3=0.8. The instability growth
rate corresponding to these parameters was found to
be y=0,7+0,3%x10° sec™ and the parameter y7 was
found to be greater than the permissible value. Feed-
back experiments on the complete torus were therefore
not performed, and it was decided to reduce the plasma
parameters so that they became consistent with the tech-
nical possibilities of the stabilization system. An ex-
periment for an 8-m, 120° sector was therefore pro-
posed.!%) The compressing field was reduced to 17
kG, but the density and size of the plasma column re-
mained almost the same. The value of 8 was reduced
to 0.6-0.7 and the temperature T,~ T; down to 130-150
eV. This resulted in a reduction in the instability
growth rate to 0,2x10°-0,3x10° sec™. The properties
of the feedback system were improved at the same time.
Each module was used only for one pair of coils, and
this reduced the total signal rise time to 1.5 usec. The
parameter y1 was thus reduced to the required value of
<0.5.

Further improvement of the system can be achieved
by replacing the corrugated field coils with helical coils
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producing a sin(26 — k) field. Other things being equal,
this results in an increase in the stabilizing force by a
factor of two.!0%%?

A recent report!® states that this improved system
has been successfully used to stabilize helical modes in
the toroidal Scyllac sector.

6. CONTROL OF THE EQUILIBRIUM POSITION OF
THE PLASMA COLUMN IN THE TOKAMAK

Control of the equilibrium position of the plasma
column in the tokamak is a special problem, distinct
from instability suppression, because it is concerned
with the stable position. However, the philosophy of
this work and the techniques upon which it relies are not
very different from those in the case of stabilization.
Since the process is slow, the equilibrium control sys-
tems are relatively simple and are already in use in
thermonuclear installations. Future large-scale experi-
ments and, even more so, the tokamak as a thermonu-
clear reactor, are unthinkable without equilibrium con-
trol systems. Because of the practical importance of
this problem, we must consider it separately.

A toroidal plasma ring carrying a longitudinal current
I, tends to expand and increase its major radius R. To
ensure equilibrium, a magnetic field must be introduced
at right-angles to the plane of the torus: B ~I,/R (this
is the so-called vertical field, Fig. 25).

This magnetic field is produced by external coils and
the currents induced in the metal walls around the plas-
ma during the motion of the plasma ring. The field B,
appears automatically when the plasma is surrounded
by a conducting metal enclosure. Since the conductivity
is finite, the image currents in the metal wall which
produce the field B 4 decay with time constant 7,= 2nodb/
¢?, where d is the thickness, b the radius, and ¢ the
conductivity of the wall.™®? The plasma-ring time con-
stant is of the order of 7,. The time constant can be
increased by increasing the thickness of the conducting
wall and by cooling it, This was, in fact, done in the
previous tokamak experiments but is not, however, a
promising approach for modern installations where a
confinement of about 1 sec is required. It is even less
satisfactory for future reactors with pulse lengths of
some hundreds of seconds. Such reactors will require
nonuniform wall thicknesses, and this will complicate
the utilization of the neutron flux generated by the plas-
ma.,

The requirements on 7, can be reduced by ensuring
that the external field B, is kept close to B,,. This can
be achieved with the aid of an automatic control system,
i.e., by specifying a suitable relationship between B,
and the true position of the plasma ring.

Although the idea of using a tracking system for main-
taining equilil,rium was proposed a long time ago, ©?
actual experiments have begun only in recent years. In
the first experiment with the small TO-1 toka-
mak, 1%-191 the control system and a thin wall produced
the vertical field necessary for equilibrium. Inductive
coupling between the control coil and the plasma was
enhanced (to produce large W) by connecting this coil
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to a two-terminal circuit with a negative resistance
(which compensated the resistance of the control coil)
and a negative inductance!” (see Chap. 5 above). With
shorted coil, the constant T, was 16-18 msec. When
the two-terminal circuit was connected, this increased
the time constant to 150-200 msec {more accurate com-
pensation of the resistances could be used to increase
this still further). For a given displacement of the
plasma ring, the current induced in the coil was greater
than in an ideal wall by a factor of 2. 5-3.

In contrast to stabilization systems for MHD modes,
the equilibrium control systems do not have to be fast
because the metal enclosure or liner takes on the role
of the “fast” controller. Moreover, when w>7;', ex-
ternal fields do not penetrate under the liner. The con-
troller should augment the liner only for «<73'. This
is why equilibrium control systems have rapidly be-
come very popular. All large tokamaks under construc-
tion, or planned, include such systems.!®? Jt appears
that it is better to base them not on the impedance
scheme, '%71% a5 jn the TO-1, but on the classical
scheme with individual displacement sensors. High-
power impedance regulators are difficult to design and
to correct. The main point is that, in large systems,
it is not reasonable to pass the entire current ensuring
equilibrium through the amplifiers. It is better to con-
trol most of the current by a programming device, and
use the tracking system only for error correction. The
programming plus feedback combination is used in the
French tokamak TFR.™'"'!12] A possible feedback sys-
tem with independent sensors is described by Fijwara
et al ."'*3] (the process is slow so that a computer can
be used in the system).

A feedback system can also be used to control the
motion of the plasma ring in the direction perpendicular
to the plane of the torus.™?! In this direction, there are
no gas-kinetic forces, and only the leakage fields have
to be compensated. A low-power control system can
therefore be employed.

We note in conclusion that, since perturbations propa-
gate rapidly (with the Alfven velocity) along the torus,
any slowly-varying applied force will be averaged over
the length of the torus. It is therefore sufficient to ap-
ply B, not to the entire circuit of the torus but over
short segments, for example, under slots in the enclo-
sure,l!4)

Control of the major radius of the tokamak can also
be used as a means of affecting plasma instability, The
possible effect of escaping electrons on the instability
is discussed by Furth and Rutherford.!%!

7. STABILIZATION OF OSCILLATIONS WITH A LOW
GROWTH RATE

A. Suppression of dissipative instabilities with a low
growth rate

This section is concerned with the suppression of
oscillations with a low growth rate, which are due
to weak energy exchange between the wave and the
plasma particles, They result, formally, when
small anti-Hermitian terms in the plasma permit-
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tivity are taken into account.

The stabilization mechanisms discussed in Chap. 2,
namely, variation of phase velocities of the waves and
direction of the energy flux to (or from) an external
circuit, apply fully in the present case as well.

A typical example is the “universal” drift instability
of magnetized inhomogeneous plasma against drift waves
propagating at right angles to the magnetic field and to
the direction of the inhomogeneity.!'!®? Its source is the
inversion of the distribution of the corresponding elec-
tron-velocity component at low velocities (Fig,26). The
phase velocity V,, of drift waves lies in the range where
8f,/8v >0, so that the electrons transfer energy to the
wave with which they interact. The natural frequency
can be increased by means of feedback with large real
W, so that the velocity falls into the 8f, /8y <0 range and
the waves becomes damped.™?? 1t is simpler to achieve
stability in a system with small but complex W (phase
shift), in which energy flows to an external circuit, and
this energy is greater than that transferred by resonance
electrons to the wave.

Stabilization of this class of oscillations is facilitated
by the fact that the growth rate is low:

1) It is possible to suppress spatial modes by a sur-
face system.!!® In point of fact, since the role of the
feedback reduces to ensuring a small outflow of energy
from the oscillations (inflow in the case of negative-en-
ergy waves), it is immaterial whether the energy is re-
moved directly from the interior of the plasma or there
is an energy flow to the walls, Consider a quasiclassi-
cal perturbation ¥ exp(ik,7). Let us suppose that the
solution of the Poisson equation Ay= - 4mp (@) for &, is
k,=k,(w). ‘The equation for the frequencies is obtained
by equating k,(w) to the values of &, allowed by the con-
ditions which match the solution to the vacuum solutions
(which depend on W): k. (w)=k,(W). The stabilization
condition then becomes

(dhy, (W);dW] ITm W

dirido (7' 1)

+vy<<O.
A restriction on the wavelength that can be stabilized
arises when |dk, /dw| increases with k,. Under these
conditions, the growth rate y decreases with increasing
number of the radial mode that can be suppressed for
given W.

2) Stabilization is also possible with discrete, includ-
ing local, feedback. In fact, a small additional energy
flow, i.e., small W is sufficient for the stabilization of
waves with low growth rates. When W is small, per-

floy

1
Yar L'g

FIG. 26. Transverse-velocity distribution function in inhomo-
geneous plasma. y is the direction at right-angles to the mag-
netic field and the density gradient.
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turbation theory can be used to determine the correc-
tions to the natural frequencies due to the interaction
with the external circuit, To be specific, let us sup-
pose that the application of feedback is equivalent to the
introduction of charges (into the plasma, or into some
external region, as in the case of surface stabilization)
with density W [ G(r -1/, t-t)y({’, t')dr'dt’.™® The
frequency correction due to feedback is given by

S S g(r—r', @) p*(x’) dr' dr
§o* () py () dr’ dr

S0 =W , (7.2)
where g is the time Fourier transform of G, and p and
¥ are, respectively, the charge density operator and the
eigenfunction of the problem in the absence of feedback.
The magnitude of W necessary for stabilization is deter-
mined by the form of the kernel G, i.e., the distribu-
tion of sensors and “suppression points.” The case of

a sensor and a suppressor separated by a distance ry,
for which G~ 6(r—r' - r,), is not special in any way.
The fact that, to determine the required W it is suffi-
cient to know only the spatial structure of the instability
in the absence of feedback, determines in the final anal-
ysis the success of the numerous relatively crude (1
sensor + 1 suppressor) experiments on the suppression
of drift-type oscillations.

We note, however, that not all the drift-type oscilla-
tions belong to the above class, In particular, the well-
known temperature-drift instability™?®? is not, in gen-
eral, dissipative because its growth rate is, in some
cases, yzRew. Feedback suppression of this instabili-
ty, analyzed formally by Lakhine and Sen,"'?!! will, in
practice, encounter all the difficulties characteristic
for reactive instabilities.

B. Experiments on the stabilization of drift and
cyclotron oscillations

Successful stabilization of drift oscillations by feed-
back was reported practically simultaneously by three
groups, 884821 Although these experiments were car-
ried out under very different conditions (arc discharge
plasma in argon at n~10'* em™, T,~5 eV, B~1 kG, *®4
weakly ionized plasma of a reflex discharge with n~ 10'°
em™, T,~5eV, B~100 G, and potassium plasma in
the @-machine with n=7x10* ¢cm=®, T,~0.3 eV, B~2
kG'®2)), the techniques employed, the results obtained,
and the interpretation used are completely analogous.
In each case, one Langmuir probe was used as the fluc-
tuation center and suppression was achieved with a
Langmuir probe’® or plane electrode'® % touching the
plasma. Since the sensor and the electrodes were used
under the conditions of a “controlled sink of electrons,”
their shape was of no particular importance. In all
cases, the same method of connection of the sensor and
suppressor through a broad-band amplifier and phase
shifter was employed (Fig. 27). It was first used by
Arsenin et al.'* and appears to be the universal meth-
od for the suppression of all dissipative instabilities,!?2
In all three cases, correct choice of the amplitude and
phase ensured the suppression of unstable-mode fluc-
tuations and a small (by 20-30%) increase in density.
Parker and Thomassen'? recorded not only the sup-
pression of the m = 2 unstable mode, but also the exci-
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FIG. 27. Stabilization of
dissipative instabilities.

Phase

Narrow- X
shifter

band amp

tation of the m = 1 mode under high gain. Mode decou-
pling was achieved by the correct choice of the phase
shifts between the four suppressing electrodes {(such as
the m = 1 harmonic was absent from the electrode field).

Stabilization of collisionless drift waves was achieved
by Lindgren and Birdsall™®?®! in the @-machine with
rarefied potassium plasma (n~10° em™, T,~0.2eV, B
~1kG). They used one sensor and three suppressors
connected in parallel in the usual way (Fig. 27) with the
addition of frequency filiers. This resulted in three in-
dependent frequency channels that could be used to sup-
press the three spatial modes corresponding tom =2, 3,
and 4. It is clear that this simplified frequency decou-
pling between the modes is possible only when the natur
al frequencies are very different.

We must now consider one further possible approach
to the stabilization of a number of modes. So far, the
simultaneous suppression of a number of spatial modes
has been achieved by increasing the number N of dis-
crete elements, i.e., sensors and suppressors (elec-
trodes, probes, and so on). The frequency dependence
W(w) is relatively simple under these conditions. How-
ever, if the oscillations corresponding to different spa-
tial modes have different frequency spectra, the feed-
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FIG. 28. Amplitude of ion~cyclotron oscillations as a function
of gain (a) and phase shift (b) in the feedback system. (i
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i i ont
pack system can detect all the modes with tk}edaxfe(:lf andy
one sensort?4! (this was, in fact, done by Lindg n ane
Birdsall®?%) provided there are no standing wave

ondin:
zeros on the sensor, Since the response Corresp g

is also a function
2 mode to the suppressor is 2 .
ey, f the form of W{w) will

wency, suitable choice 0 .
zfxifxig thatyc’me discrete suppressor (electrode, coil,
probe, and so on) will, in principle, suppress all the
modes. This applies to oscillations with both y <« w and
instabilities with > w. This principle has not as yet
been realized in practice. We note that, in the case of
stabilization of plasma in thermonuclear installations,
engineering considerations demand that the number N
should be as small as possible. It is probable that a
combination of spatial and frequency mode separation
will be the optimum solution.

Soon after, the probe method was used to suppress
balloon-type collisional drift waves in the stellarator
(xenon plasma, n~10" ¢cm™, T,~1 eV, B~1kG).

(124

Simonen ef al.'®! and Furth and Rutherford ®*’ have
given a theoretical interpretation of the stabilization of
drift waves by the “controlled sink method” and obtained
criteria for the phase shift, which were found to agree
with experimental results, !

All the experiments considered above demonstrate a
similarity between the dependence of the oscillation am-
plitude on |W| and on the phase shift (Fig. 28). This
was first established in connection with the suppression
of the Harris cyclotron instability'*?®? in an open trap™*]
using an electrostatic system consisting of sensors and
electrodes distributed around the plasma (similarly to
that described in Chap. 4).'*’ Strictly speaking, this in-
stability cannot be classified as dissipative., It occurs
as a result of the interaction (resonance) between mag-
netized Langmuir oscillations and the Larmor rotation
of jons. However, the ions provide a small (~m,/m;)
contribution to the perturbed charge density, so that it
is relatively easy to prevent resonance and thus sup-
press the instability by introducing some weak damping
into the Langmuir branch with the aid of feedback. The
condition for this damping, in fact, determines the shay
of the curves in Fig. 29. The direction and magnitude
of the energy flow are determined by the sign of the phr
shift (see Chap. 2), so that the dependence of the amp
tude on the phase shift is also sinusoidal. For the oy
mum phase shift, the damping introduced in this way
creases with [Wi, but only up to {W{~1, because t'
spatial structure of the wave changes for large | ¥
its coupling to the external system deteriorates.
best “matching” of the wave (“generator™) to the
occurs when small damping is introduced with |V
For {W}>1, there is, in addition, the danger of
excitation of the stabilization system,

A dependence of the form shown in Fig. 29 is

Marsenin ef al . "!? succeeded in suppressing the mac
= @{2), which is symmetric with respect to the equa
plane of the trap (Z is measured from the center of
ma in the direction of the magnetic field). A syste
electrodes cut into two was used to stabilize the an
metric mode @(—2) =~ @(Z) as well, [127:128)
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FIG. 29, I()leagfelopment of flute instability when feedback is
tt;lrned off. U1 Cutoff pulse in the stabilization system is
shown,

teristic for all dissipative instabilities; see, for exam-
ple, Thomassen, %

C. Contactless methods of introducing feedback

Drift instabilities are convenient for experimental in-
vestigation and have therefore served as a testing ground
for the development of new contactless feedback meth-
ods. Microwave oscillations have been used for this
purpose.

The heating of electrons during resonance absorption
of microwave power at the frequency of the upper hy-
brid resonance w,= (w3, + w3,)' /% have been used"?®! for
the suppression of the drift-dissipative instability in the
cesium plasma of a @-machine at density n=5x10'°
em™3, The microwave power from the source (11 GHz)
was modulated with the signal from a Langmuir probe
measuring the saturation current (i.e., density fluctua-
tions). For a steady-state fluctuation amplitude of An/
n~5%, the total suppression of fluctuations was achieved
at microwave power ~ 100 mW. To ensure that the mi-
crowave oscillations at the upper hybrid frequency
reached the absorption region through the opacity zone,
the experiments were performed in a weakly inhomoge-
neous magnetic field, The localization of the source of
heat could then be varied by varying the frequency of the
microwave oscillations.

Local microwave heating at the freguency of the elec-
tron-cyclotron resonance has been used to suppress the
ion-acoustic instability with m = 0 in the positive column
of an arc discharge in neon™*®* (n=3x10" cm™, T,
=~ 5.4 eV, B~ 180 G). Density perturbations were re-
corded with photodiodes whose output was fed through a
phase shifter into the modulator of the oscillator. Un-
der the conditions of optimum stabilization, the change
in T, due to the hf field did not exceed AT=0.6+0.1
eV. Modulation of the radiation at w= wp, has also been
used!!®? to suppress collisional drift-type instabilities.

Another method of introducing feedback through micro-
wave oscillations was investigated by Wong et al.t%}
At first sight, this experiment is similar to that report-
=d by Hendel et al."?®? The latter experiment was also
serformed on a @-machine but at a lower density (n
-10° cm™) when collisions were unimportant. In both
:ases, drift waves were stabilized by modulating the
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microwave amplitude at the upper hybrid frequency
However, under collisionless conditions, 133 feedback
c.ons1sts not in local heating but in the nonlinear excita-
tion of low-frequency oscillations at the beat frequency
of the modulated signal, Wong et al,%* succeeded in
developing a completely contactless system by using the
reversibility of the nonlinear mechanism. They mea-~
sured the perturbations by sounding the plasma with an-
other microwave beam of low constant 'power (<1 mw).
The high-frequency oscillations in the plasma modulated
the amplitude of the transmitted microwave signal, the
signal was detected, and its hf component was used to
modutate the suppressing microwave signal,

When w, ~ wg, is much greater than the frequency of
the oscillations that are to be suppressed, the nonlinear
effect of w, on low-frequency waves occurs through the
Miller force,™3¢

The different nonlinear mechanisms offer a very
fruitful field for searches for new contactless methods
of introducing feedback.”®? One possibility™*®! is to use
the nonlinear interaction between two powerful CO, la-
ser beams with frequency difference close to w,. The
role of the laser beams is to transport energy through
the opacity zone. Nonlinear interaction of the beams at
the point of crossing leads to the excitation of oscilla-
tions at the difference frequency, which produce elec-
tron drift in the direction opposite that of the Poynting
vector associated with the incident wave™®"? and this
can be used for the suppression of instabilities. Unfor-
tunately, estimates of the laser power necessary for
stabilization™%! are subject to considerable uncertainty.
Optimistic and pessimistic estimates differ by nine or-
ders of magnitude.

Experiments on hf and microwave heating of plasmas
are being carried out on tokamaks. It would be desir-
able to examine in greater detail the possibility of using
part of the hf power for stabilization by feedback.

Chen and Furth™®®®) propose a further method for in-
troducing feedback into the interior of the plasma,
namely, injection of a beam of neutral particles. Ion-
ization of the neutrals results in the appearance of equal
numbers of ions and electrons in each volume element.
1t is then clear from the continujty equation (8n,,;/8%)
+div{n,,;v,,:)=S that, because of the difference between
the electron and ion velocities, perturbations of the
electron and ion concentrations »,,; vary in different
ways in the wave. The ionization of neutrals is, there-
fore, in effect a source of charges. Chen and Furth%!

" considered this feedback method in relation to the drift-

dissipative instabilities (they took into account the fact
that fast neutrals introduced momentum into the plasma
so that there was a change not only in the continuity
equation but also in the equation of motion of the ions).
The method is also applicable to other low-frequency
long-wavelength instabilities.

Provision for powerful neutral injection is made in a
number of thermonuclear installations being planned at
present. A fraction of the neutral flux could be con-
trolled and used in a feedback circuit. This method of
suppressing trapped-particle instabilities has alsc been
discussed in the literature, %49
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8. OTHER INSTABILITIES

Some of the work on stabilization was undertaken be-
cause a particular instability was a convenient object for
the experimental investigation of nonlinear phenomena
or because of applied interest.

Anker-Johnson ef al.1'*7 uged a system consisting of
one sensor and one suppressor for the sausage mode

(m =0) of the electron-hole plasma in the semiconductor
InSb.

The effect of feedback on the Kelvin-Helmholtz insta-
bility in the @-machine, in which there is relative rota-
tion of plasma layers due to a radial electric field, has
also been investigated experimentally.™*’ A sensor
+ suppressor pair was used to suppress the m =2 mode
in plasma with n~5x10'° cm™ with angular velocity
wz~10° sec™ in a field B~1.5kG. It has been found ex-
perimentally*®? (at lower plasma density, i.e., n<8
x10° cm™) that a surface with a complex impedance,
placed outside the plasma (Chap. 2), has a stabilizing
effect,

The suppression of the Kelvin-Helmholtz instability
has also been analyzed in another case,**144 namely,
in the presence of a tangential discontinuity in plane-
parallel flow with and without a longitudinal magnetic
field. Without feedback, the discontinuity is stable pro-
vided the velocity jump is u<v,=B/V4mp , where p is
the density.”%? The problem is to achieve stability for
u>v,. When the longitudinal field is present, coils with
negative impedance (Chap. 5) have a stabilizing effect
and control the perturbation of the magnetic field on the
channel walls, Ladikov-Roev and Mashkovski{ *4¢! have
suggested a controller capable of maintaining the re-
quired boundary conditions for the pressure perturbation
on the walls in the absence of the field. Stabilization of
flow across a magnetic field has also been discussed,*?

Electrostatic!*®*41 and magnetict® feedback sup-
pression of the current-convective instability of weakly
ionized plasma in the positive column of a gas dis-
charge!® has been analyzed (this is a dissipative insta-
bility but, in general, the growth rate is low). Success-
ful control of this instability would extend the possibility
of experimental verification (with a convenient object)
of the various hypotheses on nonlinear effects. A con-
tactless method was used by Chen et al.!*5!! to suppress
an instability similar to the current-convective insta-
bility in the plasma of a high current arc (n~10'® cm™,
T.,~4 eV, I=200 A, 5=8%). The displacement of the
column was measured with the aid of an HCN laser, and
the position of the column was controlled by a magnetic
field perpendicular to the discharge axis (B,<8 G). The
electrostatic oscilintions of plasma in the positive col-
umn were suppressest oy feedback in an experiment by
Mase and Tsukishima, "'*?? but the nature of the oscilla-
tions was not indicated by the authors.

Arsenin and Chuyanov!*®*! have shown that feedback

can be used to stabilize drift-beam oscillations (colli-
sionless current-convective instability).[1547158} These
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oscillations are regarded as responsible for the limita-
tion of the current (below the Pierce Limit)'®in small-
radius compensated electron beams.' On the other
hand, the excitation of these oscillations has been used
for ion heating in an adiabatic trap.!®!! Excitation by
feedback has also been used to produce the heating of
denser plasma in which “natural” excitation is not pos-
sible. [162]13)

Garscadden and Bletzingert!®®! and Sato!%? have re-
ported experiments on external feedback control of ion-
ization waves in the plasma of the positive column (see
also the review by Pekarek!®")). Arsenin® has con-
sidered the suppression of ionization instability, i.e.,
magnetic losses (see the review by Nedospasov!'®®?) in
nonisothermal magnetized plasma in which electrons
are heated by a current flowing across the magnetic
field (this is one of the methods of producing high con-
ductivity at low gas temperature in the MHD generator).
Since the overheating character of this instability, which
develops even in homogeneous plasma, is relatively
simple, there is considerable applied and general inter-
est in both its properties and the properties of the tur-
bulence associated with it.

We know that, since the introduction of feedback is
equivalent (see Chap. 3) to a change in the plasma per-
mittivity €, any oscillations can be formally stabilized
by suitably choosing the permittivity increment 6. The
whole problem is, however, how to achieve this incre-
ment. There have been analyses'®*!"% of, for example,
the stabilization of drift-cyclotron oscillations!!¢!) and
the conical instability of Dory, Guest, and Harris,!!%!
However, it is not clear how feedback can be realized
for such short-wave oscillations. Nor has it been in-
dicated how feedback could be realized for the theoreti-
cally possible!!" 174} guppression of the spatial modes of
beam instability7*78! (the longest wave perturbation
along the beam is stabilized, at least for a small ratio
of beam density to background plasma density, by con-
trolling the cathode and anode potentialst"4}),

Baswell and Christiansen"! suppressed ion-acoustic
oscillations ! corresponding to » = 0 in plasma pro-
duced by a high-frequency discharge (n~5x10 cm™),
Stabilization was achieved by modulating the hf power
in accordance with fluctuations in the plasma emission.
A similar method was used to suppress oscillations of

12)The Pierce instability!®”! is due to feedback through the ex-
ternal circuit (maintaining constant potential difference be-
tween the cathode and the anode). The influence of the char-
acteristics of the external circuit on the stability limit has
been investigated by a number of authors. 158,158

13We note that Kammash and Uchan''®®) have investigated
(for conical modes™®)) the destabilizing influence of feed-
back during the quasilinear stage. They report (without giv-
ing details) that, although the excitation of these oscillations
is faster in the presence of feedback, the deformation of the
distribution function produced in this way ensures that in-
stability sets in before the entire plasma is thrown into the
loss cone. However, it is not indicated how feedback can be
realized for such high-frequency and short-wave instability.
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unknown (1) origin, reported by Brown et al,t!™

Finally, experiments have been carried out on the ex-
citation and suppression of plasma-potential oscillations
in a plasma accelerator with closed electron drift and
extended acceleration zone, 8!

9. APPLICATIONS OF FEEDBACK IN PLASMA
PHYSICS '

Feedback can be used not only as a means of improv-
ing containment systems but also as a convenient instru-
ment for investigating the physics of plasma (in the first
instance, for investigating instabilities). Even the sim-
ple facility of being able to “turn on” and “turn off” in-
stabilities at will provides the experimenter with possi-
bilities that are difficult to achieve by other means. Let
us consider various ways of using feedback in physical
studies.

a) Growth rates have been measured by turning off
feedback and observing the development of oscillations
in practically all the successful experiments on stabil-
ization by feedback. This method was used to determine

the growth rate for flute,™ drift,*®!? and other instabil- -

ities,

b) Nonlinearity coefficients have been measured by
examining the establishment of nonlinear oscillations
after perturbation through the introduction of feedback.

It is known!® that the oscillation amplitude can be
written as a function of time in the form

= (2v—as-3 Bad®72) 42,

dt
h>1

(9.1)

Wong and Hai*®? have discussed a method of deter-
mining the coefficients a and g with the aid of feedback.
The establishment of nonlinear oscillations, and of
flute™®) (Fig. 29) and drift™®! instabilities, in semi-
conductor plasmas! 7 has been investigated experimen-
tally.

In many cases, the coefficients 8, in (9.1) are found
to be zero, and the nonlinear behavior of unstable os-
cillations may be describable by the Van der Pol equa-
tion,™®*! The application of this equation to nonlinear
oscillations in the presence of feedback has been inves-
tigated in detail for the drift-dissipative and ion-acous-
tic instabilities,™®™1%7} It was found that a correct pre-
diction could be obtained for the amplitude and oscilla-
tion frequency as functions of gain and phase shift in the
feedback system.

¢) Studies of stable natural oscillations can also be
carried out with the aid of feedback systems. The ap-
plication of feedback with the necessary phase shift can
be used to excite normal damped natural oscillationst®??
and to determine their damping. Such experiments yield
not only the frequency and growth rate but also the sign
of the oscillation energy, since the latter determines the
sign of the phase shift for which the growth of the oscil-
lations takes place.

d) Studies of nonlineayr wave processes are facilitated
by the ability to control the damping and frequency of
the various oscillation branches. This control can be
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used to investigate the dependence of decay processes
on the characteristics of natural oscillations, * for
example, to measure the threshold amplitudes of decay
instability."®®’ The interaction and competition of
modes!®’ can also be investigated in this way.

e) Transport processes associated with instabilities
can be seen against the background of other transport
processes by simply turning on or turning off the feed-
back system.™%¥7 The ability to vary the phase veloci-
ties of the waves, the linear growth rates, the ampli-
tudes of established oscillations, and the wavelengths
of unstable waves enable us to determine the diffusion
coefficient as a function of the parameters of the un-
stable oscillations,?

In our view, this is the most valuable of all the pos-
sibilities offered by the feedback method because it may
provide experimental data necessary for constructing
the nonlinear theory of anomalous plasma diffusion.
Even the few experiments performed so far in this
area® have stimulated the development of a new theory
describing diffusion in open traps in the presence of
monochromatic waves and rare collisions, which is
analogous in some degree to the “banana” diffusion in
toroidal systems.!%??

1) Diffusion in velocity space can be investigated by
the methods described in the previous section. A varia-
tion in the energy and angular distribution in the direc-
tion of the magnetic field under the action of cyclotron
oscillations controlled by feedback was observed by
Chuyanov et al.!?"?

This brings us to the end of our list of attempts made
so far to apply feedback to fundamental plasma physics
measurements, We note that, as a rule, stabilization
by feedback cannot be achieved without knowing the
“plasma transfer function.” Measurements and calcu-
lations of this function in the course of stabilization re-
search!?192:98:1901 noyaq) the possibility of a very de-
tailed precise comparison between theory and experi-
ment. Thus feedback stabilization of any particular in-
stability means that a deep level of understanding has
been achieved of the corresponding plasma processes,

In our opinion, fundamental studies by the feedback
method, which can be carried out with the aid of rela-~
tively simple technical means (in contrast to the thermo-
nuclear applications of this method), will undergo a very
much greater development than has taken place so far.

10. CONCLUSIONS

Investigations of feedback control of plasma instabili-
ties have now led to a reasonably clear understanding
of the possibilities and limitations of this method and the
position which it occupies or may occupy in the arsenal
of plasma physics and thermonuclear studies.

Comparison of the feedback method with other known
methods of stabilization (such as the magnetic-well and
dynamic stabilization) shows that the feedback method
is energetically the most convenient. Although feedback
systems should, as a rule, be broad-band and low-@
systems (in contrast to dynamic stabilization systems
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operating at a given frequency so that they are, in prin-
ciple, high-@ systems), their very principle guarantees
that they will act on oscillations even at the thermal
noise level.**’ This is why the feedback method does not
suffer from nomiinear (decay-type) processes that are
characteristic for dynamic stabilization and, since they
lead to the absorption of the hf field by the plasma, re-
duce to zero the high @ of the external devices in the
presence of plasma.

Having enumerated the successes of the feedback
method and its potential advantages, we must not, never-
theless, forget the basic difficulties and restrictions
from which it suffers. The feedback method is, in
principle, universal, i.e., suitable for the suppression
of different instabilities, so that it is, in practice, se-
lective in the sense that a given device cannot influence
many oscillation modes (in contrast to the magnetic-
well or dynamic stabilization). The suppression of each
mode requires a separate device, and this leads to con-
siderable technical complications whenever several
modes have to be suppressed simultaneously. Stabiliza-
tion is basically impossible when the number of unstable
modes is not restricted by some additional factors (such
as viscosity, and so on). Stabilization is readily
achieved only in experiments with well-defined suffi-
ciently long-wave or weak (with low growth rate) insta-
bilities for which there are not restrictions connected
with the spatial structure of the oscillations. In such
cases, the feedback method is a valuable addition to the
very limited range of methods at the disposal of plasma
physics for the suppression of instabilities.

The other limitation which is intrinsic for the feed-
back method, but does not affect other methods of sta-
bilization, is the finite time taken by the signal to pass
through the feedback circuit., This imposes very strin-
gent restrictions on the control of rapidly growing insta-
bilities. (It is interesting that this difficulty was noted
right at the outset of thermonuclear studies.!97) At
present, these limits are determined by the electronics
used in these experiments, i.e., the feedback charac-
teristics can be improved but at a high cost.

Evidently, feedback systems are, in general, techni-
cally the most complicated among the methods used to
stabilize plasmas. Nevertheless, there are a number
of areas that are potentially capable of benefiting from
the application of feedback methods. They include:

a) stabilization of helical modes in tokamaks;

b) stabilization of individual modes in high-8 toroidal
systems;

WThe question of noise in the presence of a feedback system
has been considered by Selidovkin!!®!! who has shown that the
noise itself will depend on the properties of the stabilization
system and, when these properties are suitably chosen, the
noise level can be reduced very substantially even in non-
equilibrium plasma. Estimates obtained for particular sys-
tems have shown that the necessary feedback power is very
low.
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¢) suppression of flute instabilities in open traps with
Coulomb losses through the mirrors;

d) suppression of microinstabilities by using a frac-
tion of the microwave and neutral-injection power in-
tended for plasma heating;

e) studies of anomalous transport processes, and
f) studies of nonlinear wave processes.

Automatic control of the position of the plasma ring in
tokamaks is, of course, by now established in thermo-
nuclear studies,

There are also considerable possibilities insofar as
improvement of the feedback method itself is concerned.
Many of the ideas developed in automatic control theory
and suggested for plasma experiments have not as yet
been realized. They involve nonlinear feedback, ®*
pulse modulation,"®*! and self-adjusting and search de-
vices. ™) Suppression by neutral beams has not as yet
been tested., There is a need for new ways of using non-
linear phenomena in feedback control with the aid of
microwave and light fields. It would be interesting to
re-examine the various possible control systems, bear-
ing in mind possible extension and improvement through
the application of feedback. The feedback method has
not been extensively investigated in relation to MHD
generators and gas lasers.

There is no doubt that further applications of ideas
taken from automatic control will benefit the develop-
ment of plasma physics., The first steps toward the in-
vestigation of feedback control in thermonuclear experi-
ments have already been made,
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