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## I. INTRODUCTION

In recent years important progress has been achieved in the study of the band structure of crystals. The combination of theoretical calculations and experimental methods of investigation has made it possible to obtain, for a number of crystals, reliable information about the structure of the energy bands in wave-vector space and about the magnitudes of the interband transitions in the neighborhoods of the principal points and directions of the Brillouin zone.

It is well known that the singularities of the structure of the energy bands in $k$-space determine the majority of the physical properties of a crystal. Therefore, even though until comparatively recently band theory had not reached beyond the limits of the interests of a narrow circle of theoretical physicists, just now it is attracting the attention of an ever wider circle of investigators and practical persons.

Among all known crystals, diamond certainly occupies a special position-it is a wide-band semiconductor, being characterized together with its unique hardness by high thermal conductivity, stability with respect to corrosive surroundings even at high temperatures, and small specific heat.

One can count several dozens of articles which are directly devoted to theoretical and experimental investigations of the band structure of diamonds. However, unfortunately these articles are frequently of a sketchy nature; moreover they are scattered among various sources, mainly foreign. It is impossible to name even a single unified article which is devoted to the band structure of diamonds, neither from the domestic articles nor from the foreign works.

The present review article to some extent attempts to fill this vacancy. In addition, the basic physical properties of diamonds are briefly discussed and also the applications of diamonds in the electronics industry and in instrument manufacture.

## II. THE STRUCTURE OF DIAMOND

As long ago as the end of the 18th century, it was known that diamonds are composed of carbon atoms. However, the complete structure of diamond was deciphered much later, in 1913, with the aid of $x$-rays.

The elementary cubic cell of the diamond structure is shown in Fig. 1. Atoms are located at the corners of the cube (for easy visualization, the atoms are represented on the figure in the form of spheres). One atom is also located at the center of each face. Four more atoms are distributed inside the cube. For this, the cube can be imagined to be divided according to volume into eight equal parts, and these four atoms are located at the centers of such "eighths." However, they do not occupy all eight centers but only four of them, so that the "eighths" with occupied centers alternate with the unoccupied ones. A large number of such cubes, laid right next to each other so that they fill a certain space without any gaps, forms the space lattice of the diamond structure. The lattice constant (the edge of the cube of the elementary cell) is equal to $3.57 \AA .^{[1]}$

A simple calculation shows that eight atoms occur in each elementary cubic cell, and one cubic centimeter of diamond contains $1.76 \times 10^{23}$ atoms. ${ }^{[2]}$

FIG. 1. The elementary cubic cell of the diamond structure. The tetrahedral system of bonds between the atoms in the lattice is shown in the Figure.


It is easy to establish that the structure of diamond consists of two interpenetrating identical face-centered cubic lattices, displaced one with respect to the other along the space diagonal of the cube by a distance equal to one-fourth the length of this diagonal, thus forming one face-centered lattice with a basal plane which contains two atoms with the coordinates $(0,0,0)$ and $(1 / 4,1 / 4,1 / 4){ }^{[3]}$

The tetravalent carbon atoms in the diamond structure are bound to the four nearest-neighbor atoms, which are distributed in a tetrahedron. A bond is achieved in each of the four directions by using a single valence electron from each atom. Such electron pairs, possessing antiparallel spins, form homopolar or covalent bonds.

Without dwelling in detail on the nature of homopolar forces, we note that a homopolar bond possesses a direction. Therefore, the forces which bond the carbon atoms together are oriented along crystallographic directions. Homopolar forces guarantee a very stable bonding of the atoms in the crystal. This explains, in particular, the unique hardness of diamond.

The cohesive energy $E_{\text {coh }}$ of diamond has been calculated according to the formula ${ }^{[4]}$

$$
\begin{equation*}
E_{\mathrm{coh}}=\frac{\Theta}{2}+\frac{E_{\mathrm{el} .}}{N}-E_{\mathrm{fa}} \tag{1}
\end{equation*}
$$

where $\Theta$ denotes the electrostatic energy of one lattice ion due to the interaction with all other lattice ions and the uniform gas of valence electrons, Eel is the total energy of the system of valence electrons, $N$ is the number of lattice ions, and $E_{f a}$ is the energy necessary to remove the four valence electrons from the free atom.

The calculated numerical value $\mathrm{E}_{\text {coh }}=6.1 \mathrm{eV} /$ atom approaches the experimentally determined value for the cohesive energy of diamond, $7.3 \mathrm{eV} /$ atom. ${ }^{[4]}$

The distribution of the electron density and of the charges in the diamond lattice has been the object of numerous experimental and theoretical investigations. ${ }^{[4-10,126]}$ It has been established that the major portion of the valence electrons is localized in the direction of the bonds between nearest neighbors (1.2 electrons per band ${ }^{[4]}$ ). In this connection the density of the electrons at the center of the bond is roughly twice as large as it is at the midpoint between the bonds. The fact that the diamond lattice ${ }^{[11]}$ has such an "open", nature facilitates the introduction of atoms of different elements into it during the process of crystal growth.

## III. FORMATION OF THE ENERGY BANDS

An isolated carbon atom has the electron configuration $1 s^{2} 2 s^{2} 2 p^{2}$ (see Fig. 2a). However, in such a form it is not yet ready for introduction into the lattice. The point is that in the 2 s -shell there is only one orbital in which two paired electrons with oppositely directed spins are located. But unpaired electrons are necessary in order to form the covalent bond. Therefore, one of the electrons of the 2 s -shell of a carbon atom which participates in the formation of the diamond lattice goes over into the 2 p -shell, which contains three orbitals although there are only two electrons. Such an atom has the electron configuration $1 s^{2} 2 s^{1} 2 \mathrm{p}^{3}$ (see Fig. 2b), that is, one valence electron in the 2 s shell


FIG. 2. The electron configuration: a) an isolated carbon atom, b) a carbon atom in the diamond lattice.

FIG. 3. Diagram showing the formation of the energy bands in diamond.

and three unpaired valence electrons in the 2 p shell.
The process of the formation of the band structure of diamond is schematically shown in Fig. 3. As long as the atoms are located at large distances from each other their electric fields do not interact, and therefore their wave functions and energy levels are similar to those which correspond to isolated atoms. However, this system contains $N$ levels of the same energy, where $N$ is the number of atoms.

As the atoms approach the distance which is characteristic of the solid state, their electric fields enter into the interaction. As a result, each level of the previously isolated atom splits into $N$ levels which are very close to each other. The distance between neighboring levels amounts to a very small quantity (of the order of $10^{-22}$ to $10^{-23} \mathrm{eV}$ ). Therefore, one can regard the collection of levels as a continuous bandthe energy band.

The forbidden levels of the electrons also merge together into bands-the forbidden bands.

In the 2 s - and 2 p -shells an isolated carbon atom has eight quantum states, of which only half of them are occupied.

For large values of the lattice constant the lower band (corresponding to the 2 s shell) is completely filled, and the upper band (corresponding to the $2 p$ shell) is partially filled. As the atoms approach one another, the eight quantum states of each are distributed equally between the two bands. In this connection the lower band turns out to be completely filled by $s+p$ electrons, but there is not a single electron in the upper portion of the band (if we do not consider the electrons which may happen to hit there as a result of excitation).

At the distance equal to the normal value of the lattice constant, a forbidden energy gap of width $\Delta E_{0}$ is formed between the lower valence band and the upper conduction band.

A complete description of the energy bands of a crystal, from both the qualitative side as well as from the quantitative side, can be obtained by solving the Schrödinger equation

$$
\begin{align*}
-\frac{\hbar^{2}}{2 m} \sum_{i} \nabla_{i}^{2} \psi-\frac{\hbar^{2}}{2} \sum_{\alpha} \frac{1}{M_{\alpha}} \nabla_{\alpha}^{2} \psi+\frac{1}{2} & \sum_{i} \sum_{j} \frac{e^{2}}{r_{i j}} \psi  \tag{2}\\
& +U_{0}\left(\mathbf{R}_{\alpha}\right) \psi+U^{\prime}\left(\mathbf{r}_{i}, \mathbf{R}_{\alpha}\right) \psi=E \psi
\end{align*}
$$

where $r_{i}$ and $R_{\alpha}$ denote, respectively, the coordinates of the electrons and of the nuclei ( $\mathrm{i}=1,2, \ldots$; $\alpha=1,2, \ldots), \psi\left(r_{1}, R_{\alpha}\right)$ is the wave function of the crystal, and $E$ denotes the total energy of the crystal.

The first term in Eq. (2) corresponds to the kinetic energy of the electrons, and the second term in (2) corresponds to the kinetic energy of the nuclei. The factors associated with $\psi$ in the following terms on the left-hand side of (2) correspond, respectively, to the following: the potential energy of the interaction between the electrons, the potential energy of the interaction of the nuclei, and the potential energy of the interaction between the electrons and the nuclei.

However, the complete solution of Eq. (2) is actually a problem which remains incomplete up to the present day, but its approximate solution can be achieved by means of the systematic introduction of a number of notable simplifications.

The first significant approximation is the division of the particles into external or light (valence electrons) and internal or heavy (the atomic cores containing the nucleus with all of the electrons except for the valence electrons). In this connection it is assumed that the atomic core, which is usually called the nucleus for the sake of brevity, is a localized system to a sufficient degree of accuracy. This approximation makes it possible to regard the motion of the electrons at any given instant as occurring in the field of fixed nuclei, and excludes the possibility of energy exchange between the electron and nuclear systems, which is expressed mathematically by representing the wave function in the form of the product of a nuclear wave function times the electronic wave function:

$$
\begin{equation*}
\psi\left(\mathbf{R}_{\alpha}, \mathbf{r}_{i}\right)=\xi\left(\mathbf{R}_{\alpha}\right) \psi_{n}\left(r_{t}, \mathbf{R}_{\alpha}\right) . \tag{3}
\end{equation*}
$$

If (3) is substituted into (2) and the second summation in Eq. (2), containing terms which depend only slightly on the coordinates of the electrons and which are small in comparison with their kinetic energy, is neglected, then Eq. (2) decomposes into two independent equations describing, respectively, the motion of the nuclei and of the electrons. The first equation is not considered in band theory, and the second has the form

$$
\begin{equation*}
-\frac{n^{2}}{2 m} \sum_{i} \nabla_{i}^{2} \psi_{n}+\frac{1}{2} \sum_{i} \sum_{j} \frac{e^{2}}{r_{i} r_{j}} \psi_{n}+U^{\prime}\left(\mathbf{R}_{\alpha}, \mathbf{r}_{i}\right) \psi_{n}=E_{n}\left(\mathbf{R}_{\alpha}\right) \psi_{n} ; \tag{4}
\end{equation*}
$$

here the $R_{\alpha}$ are to be regarded not as variables but as the fixed coordinates of the sites in a lattice of given symmetry, on which the potential energy of the system and the total energy of the electrons depend.

The next assumption consists in replacing the exact configurational interaction between the electrons, acting on each electron, by an average effective field, the so-called self-consistent field. In this connection the double sum $1 / 2 \sum_{i} \sum_{j}\left(e^{2} / r_{i j}\right)$ in Eq. (4) is replaced by a term of the form $\sum_{i} U^{\prime \prime}\left(r_{i}\right)$, i.e., the instantaneous interaction of each electron with all of the remaining electrons is replaced by a sum of potential terms, each of which describes the energy of the corresponding electron in the self-consistent field. As a result Eq. (4) decomposes into one-electron equations:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \Psi(\mathbf{r})+[U(\mathbf{r})-E] \psi(\mathbf{r})=0 \tag{5}
\end{equation*}
$$

(here the corresponding indices for E and $\psi$ are omitted).

The potential energy $U(r)$ of each individual electron depends on all of the remaining electrons. Therefore, in the general case the investigation of the electronic states of a physical object containing N electrons reduces to the simultaneous solution of N equations of the type (5), which is a hopelessly difficult problem. Fortunately, in the case of a crystal a substantial alleviation of this problem is contained within the crystal itself, namely in one of its remarkable properties-symmetry. In fact, from the identity of the internal field at crystallographically identical points it follows that the potential energy of the electron possesses the same elements of symmetry as the crystal lattice itself, including translational symmetry. Therefore, if the crystalline lattice is in fact the model for the atomic structure of the crystal, then one can go further, namely, one can attempt to create a mathematical model of its electronic structure. Thus arose the concept of Brillouin zones. ${ }^{[12]}$

## IV. THE BRILLOUIN ZONE

The scope of the present review article does not permit us to discuss in detail the theory of Brillouin zones, all the more since this question has been elegantly described in the book ${ }^{[13]}$. Here we shall confine our attention to just a few remarks.

According to Bloch's theorem, the solution $\psi_{k}(r)$ of Eq. (5) has the form

$$
\begin{equation*}
\psi_{k}(\mathbf{r})=e^{i k r} u_{k}(\mathbf{r}), \tag{6}
\end{equation*}
$$

where $u_{k}(r)$ is a periodic function having the period of the direct lattice, and $k$ is the wave vector.

Differentiating expression (6) twice with respect to $r$ and substituting $\nabla^{2} \psi$ and $\psi$ into Eq. (5), we obtain the following differential equation for $u_{k}(r):$

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} u-\frac{\hbar^{2}}{2 m} \cdot 2 i \mathbf{k} \nabla u+\left[U(\mathbf{r})+\frac{\hbar^{2} k^{2}}{2 m}-E\right] u=0 \tag{7}
\end{equation*}
$$

Equation (7) enables us to determine the energy $E$ as a function of the wave vector $k$, that is, to determine the function $E(k)$ which is of fundamental significance for the investigation of the electronic states in a crystal. From here it is natural to conclude that it is meaningful to construct a model of the electronic structure of a crystal in $k$ space. Another characteristic property of this model is due to the discrete nature of the electron's energy.

The Brillouin zones are regions in k -space, inside of which the energy $E$ is a quasicontinuous function of k , but E undergoes discontinuities at the boundaries.

The eigenvalues of the energy of an electron, existing in the periodic field of the crystal, are periodic with respect to the reciprocal lattice. ${ }^{[14]}$ Therefore, in order to obtain an unambiguous labeling of these eigenvalues, it is natural to confine the region of variation of $\mathbf{k}$ within the limits of the primitive cell of the reciprocal lattice. Generally speaking one can choose the primitive cell by different methods, but it is most convenient of all to take, as the boundaries of this cell, planes which bisect the lines connecting the point $\mathbf{k}=0$ with the nearest lattice sites of the reciprocal lattice.


FIG. 4. Brillouin zone.
Such a cell is called the first (reduced) Brillouin zone, or simply the Brillouin zone. This is therefore the mathematical model for the electronic structure of diamond. In what follows we shall start from the fact that the vector $k$ is reduced to the first zone.

The lattice, which is the reciprocal to a facecentered cubic lattice, is a body-centered cubic. Therefore, the Brillouin zone of diamond is the WignerSeitz cell of a body-centered cubic lattice. From elementary geometrical considerations it follows that the Brillouin zone of diamond contains two atoms.

The Brillouin zone of diamond is shown in Fig. 4, where the symmetry axes and the principal symmetry points are indicated. The components of the wave vector k are taken relative to a Cartesian coordinate system whose origin is located at the center of the zone, the point $\Gamma$. This zone possesses complete cubic symmetry with respect to the point $\Gamma$. The axis $\Delta$ corresponds to the direction [ 1000 ], the axis $\Lambda$ corresponds to the direction [ $\left.\begin{array}{lll}1 & 1 & 1\end{array}\right]$, and the axis $\Sigma$-to the direction $\left[\begin{array}{lll}1 & 1 & 0\end{array}\right]$. The following principal symmetry points are of most interest: the point $\Gamma$, the centers $L$ of the hexagonal faces, the centers X of the square faces, the points W formed by the intersection of two hexagonal and one square face, and the points K .

The coordinates of these points are as follows:

$$
\begin{gather*}
\Gamma=(0,0,0), \quad X=\frac{2 \pi}{a}(1,0,0), \quad L=\frac{\pi}{a}(1,1,1),  \tag{8}\\
W=\frac{2 \pi}{a}(1 / 2,0,1), \quad K=\frac{2 \pi}{a}(3 / 4,3 / 4,0) .
\end{gather*}
$$

However, the basic problem consists not in determining the shape of the Brillouin zone, since it is determined if the Bravais lattice of the crystal is known, but in calculating the values of the energy as a function of the wave vector $k$ at each point of the Brillouin zone. Figuratively speaking, the Brillouin zone as it is represented in Fig. 4 can be likened to a topographical map, on which the terrain is indicated by relief and the coordinates of the reference points are given, but the referencing of these points to the terrain is not made (i.e., their height above sea level and so forth is not indicated). The 'referencing"' of the electronic states to the principal points and to the symmetry axes of the Brillouin zone was brilliantly carried out in ${ }^{[15]}$, published in 1936.

Using the mathematical apparatus of group theory, the authors of ${ }^{[15]}$ carried out an analysis of the symmetry of the wave functions in crystals and, on the basis of their investigation, gave a classification of
the electronic states for the principal symmetry points and symmetry axes of the Brillouin zone for cubic lattices, comparable with the well-known classification of the atomic orbitals in spectroscopy. The size of the present article does not permit us to present the complete classification of the electronic states in the Brillouin zone of diamond. The reader can obtain all essential information about this problem both from ${ }^{[15]}$ as well as from the later articles, ${ }^{[13,16]}$ and from the particular elements of this classification which we will encounter in the following sections of this article.

## V. QUANTITATIVE CALCULATIONS OF THE ENERGY BANDS

The results given in article ${ }^{[15]}$ lie at the foundation of all subsequent investigations of the electronic states in crystals. However, major difficulties were ahead. In order to make a quantitative calculation of the energy bands of crystals, it was necessary to develop approximate methods of solving the Schrödinger equation, which continued to remain a hard nut to crack, even after being forced into the framework of the Brillouin zone. In addition, reliable initial data and in the first place numerical values of the potential energy $U(r)$ were required. Unfortunately, even up to the present day it is impossible to determine the selfconsistent field of the valence electrons in crystals, even if only to that same degree of reliability as this is done for the spherically-symmetric self-consistent field in an atom. In short, there turned out to be too many unknowns in the problem, and nobody was in a position to indicate a unique path which would lead to its solution. It is not surprising that a crystal such as diamond, which is so interesting in many respects, became the touchstone for the testing of different methods of calculating the energy bands.

## 1. Short Review of the Characteristics of the Different Methods of Calculation

The first description of the electronic structure of diamond, which in its general features is similar to the ideas which exist even up to this day, appeared in 1935. ${ }^{[17]}$ At the same time, certain erroneous conclusions were contained in article ${ }^{[17]}$, which was carried out by the method of the Wigner-Seitz cell, ${ }^{[18]}$ these errors being primarily due to the imperfect calculational techniques of that time. Therefore both ${ }^{[17]}$ as well as article ${ }^{[19]}$, which was published almost simultaneously and carried out by using the same method, are only of historical interest at the present time. The next investigation of the band structure of diamond ${ }^{[20]}$ appeared only after 14 years. It was carried out by using the method of a linear combination of atomic orbitals (LCAO), ${ }^{[21]}$ based on the possibility of constructing functions of the Bloch type in the form of linear combinations of atomic wave functions, each of which is localized near a certain definite atom.

In the case of diamond the necessity arises to investigate all eight atomic functions describing the 2 s level and the triply degenerate 2 p level $\left(2 \mathrm{p}_{\mathrm{x}}, 2 \mathrm{p}_{\mathrm{y}}, 2 \mathrm{p}_{\mathrm{z}}\right.$ ) of each of the two atoms contained in the reduced Brillouin zone, that is, the problem reduces to the solution of an eighth-order secular equation. Unfor-
tunately, the value of article ${ }^{[20]}$ was lessened to a considerable extent by a number of mistakes which were made in the calculations.

The intensive development of computational techniques and the appearance of high-speed electronic computers at the beginning of the 1950 's facilitated further progress in the investigation of the band structure of diamond. During the period from 1952 to 1954, several articles devoted to this problem appeared at once.

The assault on the energy bands of diamond started simultaneously along four directions.
a) The method of orthogonalized plane waves (OPW) ${ }^{[22]}$ appeared as the result of an aspiration to eliminate an inherent defect from the LCAO method, consisting in the fact that outside of the atomic core, where the potential essentially does not vary, the atomic wave functions fall off too rapidly. In other words, the wave functions of the ionized states, i.e., plane waves, are completely excluded from consideration.

The essence of the OPW method consists in the fact that the wave functions of the external electrons, represented in the form of a linear combination of plane waves, are orthogonalized in the quantum mechanical sense with respect to all the wave functions of the electrons in the ionic core.

The calculation of the structure of the energy bands of diamond, carried out by Herman ${ }^{[23]}$ using the OPW method, gave results which are quite compatible with contemporary ideas.
b) Slater and Koster, ${ }^{[24]}$ returning to the LCAO method but performing the calculations more correctly, obtained results which are compatible with the results of article ${ }^{[23]}$ in regard to the main features. However, it should be noted that numerical values of certain parameters, which were obtained by using the OPW method, ${ }^{[23]}$ were used in ${ }^{[24]}$.
c) Hall ${ }^{[25]}$ proposed the method of equivalent orbitals for the calculation of the electronic structure of diamond; this method consists in the fact that orbitals of molecular type (crystal or molecule) are constructed out of orbitals which are localized in separate parts of the system, usually on valence lines. In this connection, as a consequence of the crystal symmetry the localized orbitals break up into groups such that all the orbitals of one group give the same type of charge distribution in space, differing among themselves only in regard to spatial position and orientation. This method requires less computational work than the LCAO method, but gives less accurate quantitative results.
d) Zehler ${ }^{[26]}$ made an attempt to return to the cellular method, modernizing it by the application of a variational principle (the variational cellular method). However, such a modernization did not give a substantial effect. Subsequently none of the investigators has returned to using the cellular method.

As a result of the investigations performed during the time period under consideration, qualitative and quantitative investigations of the structure of the energy bands of diamond in the symmetry directions of type $\Delta$ and $\Lambda$ were completed to the first approximation. Later work, carried out in the 1950's and at the beginning of the 1960 's, was devoted to a more accurate
determination of the numerical values of the energy band parameters in the indicated directions. In this connection, the investigations using OPW, ${ }^{[27,28]}$ LCAO, ${ }^{[29]}$ and equivalent orbital methods ${ }^{[30-34]}$ have developed in parallel.

At the beginning of the 1960 's effective methods and apparatus were developed for the investigation of crystals deep inside the intrinsic absorption region. These methods, in conjunction with other experimental methods (cyclotron resonance, measurements of the magnetoresistance, etc.), made it possible to obtain valuable information about the band structure of crystals, including information about regions far removed from the extrema of the valence and conduction bands.

Progress in the experimental investigations turned out to have a favorable influence on theoretical research in regard to investigation of the band structure of diamond. A close linkage between theoretical and experimental methods of investigation is characteristic of the period from the beginning of the 1960 's up to the present day. In this connection, investigations are being carried out in the following fundamental directions.
a) Experimental corrections are introduced into investigations which are being carried out by 'old", methods, for example, by using the OPW method. ${ }^{[36]}$
b) 'New'' semiempirical methods have been developed, here referring primarily to the so-called empirical pseudopotential method (EPM). ${ }^{[36]}$ This method arose as a logical consequence of the OPW method. In fact, the physical meaning of the process of orthogonalization consists in the fact that a certain potential, describing the repulsion of the electrons from the ions, is added to the true lattice potential. The total effective potential, which is the sum of these two potentials, has obtained the name pseudopotential. If the pseudopotential is determined by some kind of empirical method, for example, by spectroscopy, then the calculation of the energy bands is appreciably simplified.

The first attempts to calculate the electronic structure of diamond by using the EPM are contained in articles ${ }^{[37,38]}$. A fundamental investigation of the band structure of diamond using the EPM is given in articles ${ }^{[39,40]}$.

Another semiempirical method is based on the method of equivalent orbitals. Within the framework of this method, the initial parameters are expressed in terms of the experimentally measureable quantities. In this connection, a quite satisfactory description of the valence band of diamond is obtained. ${ }^{[41]}$ In the recent articles ${ }^{[42,43]}$ the applicability of such a method to the investigation of the complete structure of the energy bands for diamond is studied.
c) The gradually increasing tempo of the development of calculational techniques has regenerated interest in a method which for a long time had been regarded as unpromising due to the large amount of computational work required for its accomplishment. The topic of discussion is the method of augmented plane waves (APW), which was first proposed in 1937. [44] The APW method is based on the assumption that the potential is spherically symmetric in a region

Table I

| Symbol <br> for the <br> state | Basis function <br> or type of <br> symmetry | Multipli- <br> city of the <br> degen- <br> eracy | $\Delta$ | Compatibility relations between <br> $\Gamma$ and $\Delta, \Lambda, \Sigma$ : |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\Delta$ | $\Sigma$ |  |
| $\Gamma_{1}$ | 1 | 1 | $\Lambda_{1}$ | $\Lambda_{1}$ | $\Sigma_{1}$ |
| $\Gamma_{25}$, | $\{x y, y z, z x\}$ | 3 | $\Delta_{2} \Delta_{5}$ | $\Lambda_{1} \Lambda_{3}$ | $\Sigma_{1} \Sigma_{2} \Sigma_{3}$ |
| $\Gamma_{2}^{\prime}$ | $x y z$ | 1 | $\Lambda_{2}^{\prime}$ | $\Lambda_{1}$ | $\Sigma_{3}$ |
| $\Gamma_{15}^{\prime}$ | $\{x, y, z\}$ | 3 | $\Delta_{1} \Lambda_{5}$ | $\Lambda_{1} \Lambda_{3}$ | $\Sigma_{1} \Sigma_{3} \Sigma_{4}$ |

of radius $r_{s}$ around each lattice site and is constant in the intermediate regions. In general the radius $r_{S}$ of the spherical region can be chosen arbitrarily; however, the spheres must not overlap. Therefore, usually $r_{S}$ is selected for such a calculation in such a way that it will be somewhat smaller than the radius of the Wigner-Seitz sphere. In this connection, the radial Schrödinger equation is solved exactly inside each sphere of radius $r_{s}$. Exact solutions in the form of plane waves are also found in the regions outside of the spheres. Finally, by matching these solutions on the surface of each sphere, the solution of the Schrödinger equation is obtained for the entire crystal. ${ }^{[45]}$

Up to the present day, the most complete conception of the structure of the energy bands in diamond has been obtained ${ }^{[46]}$ with the aid of the APW method; we shall return to this later.

## 2. Diagrams of the Energy Bands

The energy band structure of a crystal is usually represented in the form of diagrams, showing the dependence of the electron energy on the magnitude of the wave vector $k$ in the directions of the symmetry axes of the Brillouin zone.

The starting point for the construction of such a diagram is the center of the band, i.e., the symmetry point $\Gamma$, where $k=0$, and the limiting points in the directions $\Delta, \Lambda$, and $\Sigma$ are $\mathrm{X}, \mathrm{L}$, and K , respectively, the points at which k has its maximum value in the given direction.

The characters of the fundamental states at the point $\Gamma$ together with the compatibility relations are given in Table I.

The structure of the energy bands for diamond is shown graphically on Fig. 5 for the direction $\Delta, \Lambda$, and $\Sigma$. Each curve, being a graph of the function $E(k)$ in the appropriate direction, corresponds to a particular band of energy levels. Two diagrams are actually shown in the figure. The first diagram, located on the left-hand side of the figure and bounded by vertical lines on which the energies of the states at the points L and X are plotted, depicts the structure of the energy bands in the directions $\Lambda$ and $\Delta$. The second diagram, which is located on the right-hand side of the figure, depicts the structure of the energy bands in the direction $\Sigma$.

At the center of the Brillouin zone the state $\Gamma_{1}$, corresponding to the lowest point of the valence band, is the combination of s-functions which are symmetric with respect to the midpoint of the line joining the two atoms. The state $\Gamma_{25^{\prime}}$, representing the symmetric combination of the $p$-functions of the two atoms, corre-


FIG. 5. Structure of the energy bands of diamond. [ ${ }^{35}$ ] The function $\mathrm{E}(\mathbf{k})$ is depicted graphically for each of the three directions $\Lambda, \Delta$, and $\Sigma$.
sponds to the top of the valence band. The lowest state $\Gamma_{15}$ of the conduction band for $k=0$ is represented by the antisymmetric combination of the same functions. The next state $\Gamma_{z^{\prime}}$ of the conduction band corresponds to the antisymmetric combination of the s-functions.

First of all let us consider the diagram for the directions $\Lambda$ and $\Delta$.

The lowest curve shown on Fig. 5 corresponds to the s-band of the valence band. One electron per atom is contained in this band. Starting from the point with minimum energy at $k=0$, the curve rises either to the left upon increasing $k$ in the direction $\Lambda$ or to the right upon increasing $k$ in the direction $\Delta$. The two upper curves of the valence band represent bands of p-type levels. One of these bands contains two electrons per atom, but the other only contains one electron per atom. In the direction $\Delta$ one of these bands in the vicinity of $k=0$ is described by an inverted parabola, which flattens out with increasing $k$, smoothly descending to a meeting with the s-band at the point $\mathrm{k}_{\text {max }}$. In this direction the second p -band attains the maximum value of $k$ at a larger value of the energy than the first. In the interval from $\mathrm{k}=0$ to kmax the curve, representing the second $p$-band, changes its slope. In the direction $\Lambda$ the lower $p$-band changes its slope in the interval from $\mathrm{k}=0$ to $\mathrm{k}_{\text {max }}$ and reaches its maximum value at a larger value of the energy than the $s$-band. The energy of the upper $p$-band changes relatively little in the interval from $\mathrm{k}=0$ to $\mathrm{k}_{\text {max }}$.

The occupation of the valence band by the electrons takes place in the following order. At first the lowest s-band is completed, filling up sooner in the direction $\Lambda$ than in the direction $\Delta$. After the s-band is filled, the electrons can immediately cross into the p-band, which joins with the s-band in the direction $\Delta$. Thus, there is no forbidden gap between the two sets of energy levels in the valence band. Although such a gap exists in the direction $\Lambda$, as a result of the fact that in other directions the bands join with each other, a single continuous band of levels of a mixed $s$-p type appears.

In contrast to the valence band, in the conduction band the two p-bands are located below and the s-band is above. In the $\Lambda$ direction both p-bands overlap with each other. In the $\Delta$ direction, the s-band changes its slope in the interval between $\mathrm{k}=0$ and $\mathrm{k}_{\text {max }}$, and at


FIG. 6. Structure of the energy bands in diamond, calculated by using the APW method. [ ${ }^{46}$ ] The energy bands along the principal symmetry directions are indicated. The coordinates of the vectors $\mathbf{k}$ are given in Table II.
the point $k_{\text {max }}$ it joins with the $p$-band. Thus, the conduction band is also continuous. The s-band can contain one electron per atom, and there can be three electrons per atom in the two p-bands. These four states together with the four states of the valence band form the bands of energy levels which correspond to the initial eight levels of an isolated carbon atom (see Fig. 3).

As is evident from Fig. 5, the state of maximum energy in the valence band occurs at $k=0$, but the minimum energy $\Delta_{1}^{m}$ of the conduction band is displaced in the $\Delta$ direction. In general the six equivalent $\Delta$ directions correspond to six identical minima.

As is clear from the right-hand side of Fig. 5, the characteristic property of the band structure of diamond in the $\Sigma$ direction consists in the fact that in the valence band and in the conduction band there are four separate energy bands, each of which contains one electron per atom. In this connection, the three lower bands of the conduction band are interwoven with each other.

The results of a more detailed investigation of the band structure of diamond ${ }^{[46]}$ are shown in Figs. 6 and 7 , where the energy bands along the principal symmetry directions and along the minor symmetry directions, respectively, are depicted.

Numerical designations have been introduced for those symmetry points for which no generally accepted notation ${ }^{[15]}$ exists. The characteristics of the twenty symmetry points for which the calculations were carried out are given in Table II.

As is clear from Fig. 6, the qualitative picture of the valence band and of the lower energy bands in the conduction band, which is obtained as the result of the investigation ${ }^{[46]}$, basically agrees with the results of ${ }^{[35]}$. Moreover, the work ${ }^{[46]}$ made it possible to explain the interesting property of the conduction band in diamond, consisting in the fact that there is a forbidden gap be-



FIG. 7. Structure of the energy bands for diamond, calculated by using the APW method. [ ${ }^{46}$ ] The energy bands along the minor symmetry directions are shown. The coordinates of the $k$ vectors are given in Table II. The two $\Sigma$ points, reading from left to right, are ( $\pi / 4 \mathrm{a}$ )(220) and $(\pi / 4 a)(440)$.

Table II

| Name of the principal symmetry point | 4( $\alpha / \pi$ ) k | Weight factor | Name of the principal symmetry point | 4( $\alpha / \pi$ ) k | Weight factor |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Gamma$ | 000 | 1 | 11 | 640 | 24 |
| $\Delta$ | 200 | 6 | W | 840 | 6 |
| $\Delta$ | 400 | 6 | $K$ | 660 | 4 |
| $\Delta$ | 600 | 6 | $\wedge$ | 222 | 8 |
| X | 800 | 3 | 15 | 422 | 24 |
| $\Sigma$ | 220 | 12 | $\stackrel{16}{18}$ | 622 | 24 |
| 8 | 420 | 24 | ${ }_{18}$ | 822 | 8 |
| 8 | 620 820 | ${ }_{12}^{24}$ | ${ }_{0}^{18}$ | 442 | $\stackrel{24}{24}$ |
| $\Sigma$ | 440 | 12 | L | 642 444 | 2 |

tween the first four levels in the conduction band and the following levels.

The graphs of the energy bands, which were considered above, have been constructed without taking the influence of the spin into consideration, i.e., by starting from the assumption that two electrons with oppositely directed spins can be placed in two states which are described by one and the same spatial wave function $\psi$. The spin-orbit interaction may remove the degeneracy of these states.

In diamond the upper boundary of the valence band corresponds to a state with three-fold orbital degeneracy. However, if spin is taken into consideration, then the degeneracy turns out to be six-fold. The spin-orbit interaction partially lifts the degeneracy, splitting the p-levels into the four-fold degenerate $p_{3 / 2}$ levels and the doubly degenerate $p_{1 / 2}$ levels. Here the four-fold degenerate $p_{3 / 2}$ state corresponds to a larger energy than that of the doubly degenerate $p_{1 / 2}$ state.

The splittings of all of the states of the type $\Gamma$ considered above are in accordance with the character tables shown in Table III, where $\mathrm{D}^{-1}$ is the operator which transforms the single group into the double group.

A diagram of the energy bands for diamond, with the spin-orbit effects taken into account, is shown in Fig. $8{ }^{[47]}$ In diamond the spin-orbit splitting of the valence band is estimated to be 0.006 eV , which is almost a thousand times smaller than the minimum width of the forbidden gap.

Upon a transition to elements with large atomic

Table III

| $\Gamma$ (single group): <br> $\mathrm{D}^{-1} \times \Gamma$ (double group): | $r_{1}$ $r_{6}$ | $\begin{aligned} & \mathrm{r}_{2} . \\ & \mathrm{r}_{7} \end{aligned}$ | $\begin{gathered} \mathrm{I}_{25} \\ \mathrm{I}_{7}+\mathrm{P}_{8} \end{gathered}$ | $\begin{gathered} r_{15} \\ \mathrm{I}_{6}+1 \mathrm{I}_{8} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |

Table IV. Energy at the Symmetry Points, in eV

| Symmetry points | 1935 | 28 1963 | 1984 | $19{ }^{196}$ | ${ }_{1969}^{39} \mathrm{~F}$ \%. | (3, | 1967 | 40 1968 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{1}$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| $\Gamma_{25}$. | 21.9 | 23.2 | 20.9 | 19.6 | 27.7 | 22.0 | 18.0 |  |
| $\Gamma_{15}$ | 28.0 | 28.7 | 26.9 | 25.4 | 35 | 29.1 |  |  |
| $r_{2}$. | 37.5 |  | 35.3 | 30.5 | 39.8 | 35 |  |  |
| $X_{1}^{1}$ | 10. 5 | 9.1 | 10.5 | 8.1 | 9 | 11 |  |  |
| $X_{4}^{1}$ | 1.). 2 | 14.7 | 16.4 | 14.4 | 20.6 | 15.2 |  |  |
| $X_{1}^{2}$ | 29.0 | 27.8 | 28.1 | 25.5 | 33.5 | 27 |  |  |
| $X_{4}^{2}$ |  |  | 46.6 | 35 | 33.5 |  |  |  |
| $L_{2}^{1}$, | 5.6 | 5.5 | 4.9 | 5.2 | 5.1 | 5.7 |  |  |
| $L_{1}^{1}$ | 11.7 | 8.4 | 13.6 | 8.0 | 12.3 | 8 |  |  |
| $L_{3}$. | 17.2 | 17.8 | 17.9 | 17.2 | 23.9 | 18.5 |  |  |
| $L_{1}^{2}$ | 30.9 | 31.2 | 26.1 | 27.5 | 34.8 | 30.1 |  |  |
| $\mathrm{f}_{3}$ | 30.9 | 28.0 | 25.3 | 28.2 | 36.2 | 31.5 |  |  |
| $\Gamma_{2 \overline{5}}, \longrightarrow \Delta_{1}^{m}$ |  |  |  |  | 5.4 | 5.47 |  | 5.26 |
| $\Gamma_{35}, \cdots \Gamma_{15}$ | 6.1 | 5.5 | 6.0 | 58 | 7.3 | 7.1 |  | 7.33 |
| $X_{1}^{1}-X_{1}^{3}$ | 14.2 | 13.1 | 11.7 | 11.1 | 12.9 | 11.8 |  | 12.9 |
| $L_{3^{\prime}}--L_{1}^{2}$ | 13.7 | 13.4 | 8.2 | 10.3 | 10.9 | 11.4 |  | 10.88 |
| $K_{\underline{\underline{Q}}} \rightarrow K_{\underline{3}}$ |  |  |  | 11.0 |  |  |  | 13 |



FIG. 8. Structure of the energy bands for diamond with the spinorbit effects taken into account. [ ${ }^{47}$ ] For clarity of illustration, the spin-orbit splitting is shown using an enlarged scale.
numbers, the spin-orbit splitting increases appreciably. For comparison, we note that for silicon and germanium the spin-orbit splitting amounts to 0.04 and 0.29 eV, respectively. But even in diamonds, spin-orbit effects can play a definite role in certain special cases, for example, in connection with experiments involving holes if their effective temperature does not exceed $50^{\circ} \mathrm{K}$. However, for convenience in calculations, at the beginning the spin-orbit splitting is usually neglected, and then when there is need for them the appropriate corrections are introduced, taking the spin-orbit interaction into account.

## 3. Comparison of the Results of Different Investigations

An analysis of the theoretical investigations of the band structure of diamond, carried out by different authors using different methods, indicates that the most reliable results are given in articles ${ }^{[28,29,35,37,39,40,41,46]}$. Qualitatively the results of these articles are in good agreement with each other, except for isolated unessential details.

A summary of the quantitative results of these arti-
cles is given in Table IV, where in addition to the values of the energy in eV at the symmetry points, the energy values for the fundamental transitions are also given. The literature reference and the year of publication are indicated at the top of each column. For articles in which the numerical values of the energy are not indicated, the values were obtained from the corresponding graphs.

From Table IV it is seen that a specific points certain discrepancies exist between the energy values determined in different articles. The values for the transition energies are in substantially better agreement, especially according to the data given in the latest articles ${ }^{[35,39,40]}$ where experimental corrections have been introduced into the theoretical calculations by using one method or another.

## VI. INVESTIGATION OF THE BAND STRUCTURE BY OPTICAL METHODS

The edge of the intrinsic absorption band for diamond is equal to $\sim 2250 \AA$, which corresponds to an energy $\sim 5.5 \mathrm{eV}$. It is impossible to attribute this value to the direct (vertical) transition $\Gamma_{25^{\prime}} \rightarrow \Gamma_{15}$ from the valence band to the conduction band, since according to the latest articles ${ }^{[35,39,40]}$, whose data must be regarded as the most reliable, the energy of the transition $\Gamma_{25^{\prime}} \rightarrow \Gamma_{15}$ is equal to $\sim 7.3 \mathrm{eV}$. On the other hand, this value identifies well with the energy of the indirect (nonvertical) transition $\Gamma_{25^{\prime}} \rightarrow \Delta_{1}^{\mathrm{m}}$ from the valence band to the conduction band. As is well known, such transitions occur only with the participation of phonons.

A detailed study of the optical transmission spectra of several diamonds in the vicinity of the intrinsic absorption edge has been carried out by Clark et al. ${ }^{[48]}$ over the range from 5.0 to 6.0 eV and at many temperatures between 90 and $600^{\circ} \mathrm{K}$. As a result of the analysis of the absorption peaks, six phonon energies were recognized. Three of these turned out to be


FIG. 9. Graphs of the fundamental optical constants for diamond.
greater than the Raman energy, $(\hbar \omega)_{\text {Raman }}=0.167 \mathrm{eV}$, and represent combinations of two or more phonons having the following energies:

1) $(\hbar \omega)_{\mathrm{TO}}=0.143 \mathrm{eV}$ (transverse optical phonon);
2) $(\hbar \omega)_{\text {LO,LA }}=0.132 \mathrm{eV}$ (longitudinal optical, longitudinal acoustic phonons);
3) $(\hbar \omega) \mathrm{TA}=0.083 \mathrm{eV}$ (transverse acoustical phonon).

The presence of only three phonons with $\hbar \omega$ $<(\hbar \omega)_{\text {Raman }}$ indicates that the lowest minimum of the conduction band is close to the boundary of the reduced zone in the $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]$ direction (the symmetry point $\left.\mathrm{X}_{1}\right) .{ }^{[48]}$ At $\mathrm{X}_{1}$ the longitudinal acoustical and optical phonons are degenerate. The transition $\Gamma_{25}{ }^{\prime}$ $\rightarrow \mathrm{X}_{1}$ is not forbidden by the selection rules for any type of phonon.

A comparison of the data ${ }^{[48]}$ with the theoretically calculated values ${ }^{[35]}$ and with the measured values of $(\hbar \omega)_{\mathrm{LO}}$ and $(\hbar \omega)_{\mathrm{LA}}$ in the infrared region ${ }^{[49]}$ forces us to assume that the minimum of the conduction band is removed from $X / d T$ by a distance equal to between 5 and $25 \%$ of the distance to the center of the Brillouin zone. A transverse optical phonon obviously does not play any role in indirect transitions. The energy ( $\Delta \mathrm{Eg}$ ) of the indirect transition from the valence band to the conduction band is estimated to be 5.47 eV at $295^{\circ} \mathrm{K}$, and the temperature dependence of ( $\Delta \mathrm{Eg}$ ) is expressed by the following formula:

$$
\begin{equation*}
(\Delta \mathrm{Eg}) / \mathrm{dT}=-5.4 \pm 0.5 \times 10^{-5} \mathrm{eV} / \mathrm{deg} \mathrm{~K} \tag{9}
\end{equation*}
$$

The binding energy of the indirect exciton is $0.07 \mathrm{eV} \mathrm{V}^{[48]}$ A description of the experimental techniques and the results of the investigations of the band structure of diamonds by using optical methods are presented in the original and review articles ${ }^{[50-57]}$. A typical reflectance spectrum of a type-IIa diamond over a broad range up to the far ultraviolet is shown in Fig. 9 (a), and the real $\epsilon_{1}$ and imaginary $\epsilon_{2}$ parts of the complex dielectric constant $\epsilon$ and also the energy-loss function, $-\operatorname{Im}(1 / \epsilon)$, for a type-IIa diamond are shown in Fig. 9 (b). ${ }^{[56]}$

In Table $V$ a summary is given of the basic results

Table V. Interband Energy Differences in Diamond

| Transition | Energy (eV) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Experimental Values [ ${ }^{48,36}$ ] | Theoretical Values |  |  |
|  |  | ${ }^{85}$ | 39 | ${ }^{30}$ |
| $\Gamma_{25}, \longrightarrow \Delta_{1}^{m}$ | 5.47 | 5.47 | 5.4 | 5.26 |
| $\Gamma_{25}{ }^{\prime} \rightarrow \Gamma_{15}$ | 7.3 | 7.1 | 7,3 | 7.33 |
| $\begin{aligned} & \Sigma_{2} \rightarrow \Sigma_{3} \\ & X_{4}^{1} \rightarrow X_{1}^{2} \end{aligned}$ | \} 12,2 | 11.8 | 12.9 | 12.9 |
| $\Gamma_{25}{ }^{\text {, }} \rightarrow \Gamma_{1}$ | 23 | 22 | 27.7 |  |

of the experimental investigation of the band structure of diamonds by using optical methods, in comparison with the latest results of theoretical calculations.

As is clear from the table, the experimental results basically confirm current ideas about the energy band structure of diamond, although certain discrepancies exist between the numerical values of specific parameters obtained theoretically and experimentally. Just now it is difficult to indicate the cause of these discrepancies. In any event one would expect that with the continued improvement of techniques in both theoretical and experimental investigations, these discrepancies will become smaller.

From what has been said it is clear that the energy bands of diamond have to sufficient degree a complex structure, which is responsible for all the diverse transitions of the charge carriers from one state to the other both inside the isolated ellipsoidal regions as well as between these regions, and which is consequently responsible for the large number of optical transitions (both vertical as well as nonvertical) involving the participation of phonons.

In this connection it should be taken into account that hitherto we have considered the band structure of diamond with a perfect lattice. In actual fact the picture described above is considerably complicated in view of the presence of a large number of energy levels inside the forbidden energy gap. In order to trace how these levels are produced, it is first of all necessary to become acquainted with the fundamental varieties (types) of diamonds and their principal physical properties.

## VII. FUNDAMENTAL PHYSICAL PROPERTIES

A classification of diamonds was first proposed in 1934 by Robertson et al. ${ }^{[58]}$ who, by studying crystals of diamond, distinguished among them type-I and type-II diamonds, differing one from the other first of all by their optical properties. It was found that the type-II diamonds, which are rarely found in nature, are transparent in the ultraviolet region up to $\lambda=2250 \AA$. For the more frequently occurring type-I diamonds, the absorption edge is shifted toward the side of longer wavelengths (approximately $3000 \AA$ ). In the infrared region type-I diamonds have an absorption band near $8 \mu$. This band is not present for type-II diamonds.

If it is taken into consideration that the wavelength of $2250 \AA$, the absorption edge for type-II diamonds, corresponds to an energy $\sim 5.5 \mathrm{eV}$, which is approximately equal to $\Delta \mathrm{Eg}_{\mathrm{g}}$-the width of the forbidden gap in diamonds associated with nonvertical transitions, then it becomes clear that the cited authors of article ${ }^{[58]}$
quite intuitively (the numerical value of $\Delta \mathrm{E}_{\mathrm{g}}$ only became known two decades later ${ }^{[23]}$ ) followed the correct path.

According to current ideas, the classification ${ }^{[58]}$ can approximately be formulated as follows: Type-II diamonds have a band structure which approximates, to this or the other extent, the band structure of a perfect diamond, and all remaining diamonds belong to type I. Therefore, it is quite natural that the overwhelming majority of subsequent investigators have still not digressed from the classification given in ${ }^{[58]}$, but have only further developed it.

For a long time, no satisfactory explanation of the differences between the two types of diamonds existed. In 1944 Raman put forward a hypothesis which attempted to explain this difference as due to the presence of two types of lattices. ${ }^{[59]}$ However, the theory ${ }^{[59]}$ did not obtain experimental verification.

In 1959 Kaiser and Bond ${ }^{[60]}$ carried out investigations of the gas content in diamond, as a result of which they were able to observe a relatively large concentration of nitrogen (up to $4 \times 10^{20}$ atoms $/ \mathrm{cm}^{3}$ ) in type-I diamonds. A substantial amount of nitrogen was not found in type-II diamonds. Meanwhile the following residual impurities were observed in both types of diamonds: aluminum, calcium, silicon, and certain other elements.

Subsequent investigations ${ }^{[61]}$ confirmed the conclusion of ${ }^{[60]}$ that nitrogen is the principal impurity in diamond, producing a substantial violation of the periodicity of its lattice.

It was established that type-I diamonds contain 0.025 to $0.25 \%$ nitrogen, and type-II diamonds contain less than $0.001 \%$ nitrogen. Therefore, it was agreed upon to call type-I diamonds 'nitrogen diamonds', and type-II diamonds 'nitrogenless."

Later type-I diamonds were divided into two subtypes: Type Ia containing nitrogen impurities in the form of different aggregations (platelets), ${ }^{[61]}$ and Type 1b in which the nitrogen occurs in a dispersed paramagnetic form. ${ }^{[62,63]}$

One more variety of diamonds was found somewhat earlier, in 1952. ${ }^{[64]}$ The topic of discussion is now the so-called semiconducting diamonds which, in contrast to all other types of diamonds which are good insulators (specific resistivity from $10^{14}$ to $10^{16} \mathrm{ohm}-\mathrm{cm}$ ), have a small specific resistivity (of the order of $10^{2}$ to $10^{6}$ ohm-cm). Since with regard to their other properties these diamonds are very similar to type II diamonds, it was decided to distinguish two groups among the nitrogenless diamonds: Type Ila (insulators) and type IIb (semiconductors).

And, finally, a group of diamonds has been isolated whose absorption edge occurs between the limits of transparency for type-II diamonds and the transparency limits for type-I diamonds (i.e., in the region between 2260 and $2950^{\circ} \AA$ ). These diamonds have obtained the name "intermediate". As the latest investigations ${ }^{[65]}$ showed, in regard to their basic properties "intermediate" diamonds are very similar to type-IIa diamonds.

At the same time it is necessary to note that one cannot always draw a sharp boundary between diamonds of the two basic types. This in turn is explained by the extremely nonuniform distribution of nitrogen impuri-

FIG. 10. Typical photoconductivity spectra for diamonds: a) Type $\mathrm{Ia}, \mathrm{b}$ ) intermediate type, c) type IIb.

ties both in the volume as well as in specific planes and directions of the crystal. ${ }^{[66-68,127]}$ Diamonds are known in which one part of the diamond possesses the properties of a type-I diamond, and the other part has the properties of a type-II diamond. ${ }^{[11]}$ The hypothesis was put forward in ${ }^{[68]}$ that during the process of formation, under certain conditions the diamonds at first grew like type-II diamonds, but later they were covered with an envelope of type-I diamond. Therefore, in optical studies one cannot always obtain the correct idea about the type of diamond.

Investigation of the photoconductivity can give more reliable information about the type of crystal. The different properties of the photoconductivity of the two types of diamonds were mentioned a long time ago in article ${ }^{[58]}$. In subsequent articles ${ }^{[70-76]}$ the photoconductivity of diamonds has been thoroughly investigated.

Because of the relatively large number of defects and impurities in the diamond lattice, the frequency dependence of the photoconductivity of diamonds has a rather complicated nature. The photoconductivity is observed to be extremely negligible over individual segments in the visible and near-infrared parts of the spectrum. However, in the ultraviolet part of the spectrum associated with the transition from $3000 \AA$ towards the side of shorter wavelengths, the photocur rent begins to increase sharply. For type-IIa diamonds, the maximum photocurrent occurs in the vicinity of $2250 \AA$, which roughly corresponds to the absorption edge for diamonds of this type. In addition, in individual samples a second distinct maximum is observed in the vicinity of $2550 \AA .\left[{ }^{[1]}\right.$ The fundamental maximum of the photocurrent in type-Ia diamonds occurs in the neighborhood from 2700 to $2800 \AA$.

For wavelengths smaller than $2200 \AA$, an abrupt decrease of the photocurrent is observed for both types of diamonds. The maximum photocurrent excited in type-Ila diamonds, other conditions being equal, is approximately one to two orders of magnitude larger than the photocurrent in type-Ia diamonds. It is obvious that this is explained by the fact that the presence of nitrogen platelets reduces the lifetime and lessens the mobility of the charge carriers. ${ }^{[71]}$ Typical photoconductivity spectra for various types of diamonds are shown in Fig. 10.

The temperature dependence of the electrical conductivity of diamonds has been investigated in the region from 50 to $700^{\circ} \mathrm{C}$. ${ }^{[77-79]}$ The measurements showed that in the range of temperatures from 220 to $600^{\circ} \mathrm{C}$ the curve showing the dependence of the logarithm of the electrical conductivity $(\ln \sigma)$ on the value of the reciprocal, $1 / \mathrm{T}$, of the absolute temperature can be divided into three segments: From 220 to $340^{\circ} \mathrm{C}$, from 340 to $480^{\circ} \mathrm{C}$, and from 480 to $600^{\circ} \mathrm{C}$; on each of these segments there is rather good agreement with an exponential dependence of the electrical conductivity on the temperature, although the slopes of the corresponding portions of the curve are different. Upon heating the diamond above $600^{\circ} \mathrm{C}$, the temperature dependence of the electrical conductivity no longer obeys an exponential law. This segment of the curve contains alternating minima and maxima. At low temperatures (up to $220^{\circ} \mathrm{C}$ ) the electrical conductivity increases slowly with increasing temperature. In connection with repeated measurements, the electrical conductivity decreases.

The activation energy of various diamonds, determined from the graph of the dependence of $\ln \sigma$ on $1 / T$, varied from 2 to 2.8 eV .

Pogodaev, ${ }^{[77]}$ who was investigating the temperature dependence of the specific resistivity of x-ray irradiated and nonirradiated diamond samples, conjectured that the low-temperature conductivity of diamonds is electronic, but the high-temperature conductivity is due to holes.

The majority of diamonds belong among the number of substances which possess the ability to luminesce under the influence of ultraviolet irradiation. In this connection a dark blue or pale blue luminescence is characteristic for type-Ia diamonds, and a greenishyellow luminescence is characteristic for type-IIa diamonds. According to present-day ideas, the blue luminescence in diamond is caused by the recombination of electrons and holes separately trapped at nitrogen donors and aluminum acceptors of variable mutual separation, ${ }^{[75,128]}$ and the greenish-yellow luminescence is associated with a structure factor ${ }^{[80]}$

In contrast to the case of photoluminescence, all diamonds without any exceptions possess the ability to luminesce under the influence of X-rays. This property, in particular, is utilized in devices for the automatic separation of diamonds from other minerals.

One of the most interesting types of luminescence is electroluminescence, a process in which the direct conversion of electrical energy into light occurs.

Two different types of electroluminescence exist. Electroluminescence of the first type occurs upon direct contact of the electrodes, to which a constant or variable voltage is applied, with the excited diamonds. In this connection it is as if a "sprinkling"' or injection of charges into the crystal occurs.

In order to excite this type of luminescence, the diamond under investigation is clamped between two electrodes, where one of the electrodes- the fixed one has a planar shape, and the position of the second electrode, filled out in the shape of a spike, changes during the performance of the experiment. It is curious that the maximum luminescence effect is observed only when the electrode, having the shape of a spike, is
located at a certain discrete point on the surface of the diamond. Under the described conditions all of the type-IIa diamonds luminescence, but of the type-I diamonds only a few more than half luminesce. The luminescence of type-Ia diamonds differs, other conditions being equal, by having a large intensity in comparison with the luminescence from type-I diamonds. ${ }^{[81]}$

Electroluminescence of the second type is observed in diamonds placed in an alternating electric field, but insulated from the electrodes. This is the so-called intrinsic electroluminescence (the Destriau effect).

The following relation exists between the brightness of the electroluminescence and the electric voltage field:

$$
\begin{equation*}
\beta=k e^{-\nu / V \bar{U}} \tag{10}
\end{equation*}
$$

where $\beta$ denotes the intensity of the electroluminescence, $k$ and $b$ are constants, and $U$ is the applied voltage.

It has been established that electroluminescence of the second type is observed primarily in diamonds containing impurities. ${ }^{〔 82 〕}$

## VIII. SEMICONDUCTING DIAMONDS

Interest in semiconducting diamonds (type IIb) is primarily due to the fact that they provide the possibility to relatively easily study the electrical properties and certain characteristic features of the band structure. The point is that in ordinary diamonds, which possess a large specific resistivity, such exceedingly weak currents are excited that it is difficult to detect them even by using the most modern equipment. Another difficulty which arises in connection with electrical measurements is related to the creation of a barrier layer between the electrode and the crystal, as a consequence of the large differences between the specific resistivities of the electrode and of the sample. In the case of semiconducting diamonds, this difference is considerably smaller. This is why literally each newly found sample of this rarest variety is subjected to thorough investigation. ${ }^{[82-91]}$

In regard to their optical properties, semiconducting diamonds are very similar to type-IIa diamonds: The transmission limits in the ultraviolet region approximately coincide for the two types. In connection with the investigation of the optical absorption spectra in the infrared region, additional absorption maxima are observed in the infrared region, which are characteristic only of type-IIb diamonds. In connection with the effect of short-wavelength ultraviolet radiation on type-IIb diamonds, a bright and prolonged phosphorescence appears, which is strongly quenched by long wavelength ultraviolet light.

As a result of the determination of the sign of the Hall coefficient in type-IIb diamonds, the hole nature of their conductivity has been established. The simultaneous measurement of the Hall coefficient and the specific resistivity showed that the mobility of the charge carriers in type-IIb diamonds is approximately $1550 \mathrm{~cm}^{2} / \mathrm{V}$-sec. The density of charge carriers is given by $\mathrm{n}_{\mathrm{g}}=7 \times 10^{13}$ holes $/ \mathrm{cm}^{3}$, i.e., it is approximately the same as for germanium. It has been established that rectification of the current takes place
at the contact between a silver probe and a type-IIb diamond. In this connection, in the vicinity of $130^{\circ} \mathrm{K}$ a change in the sign of the rectification occurs, which once again is characteristic of a p-type semiconductor.

In connection with investigations of semiconducting diamonds using the method of thermal annealing, it has been observed that the concentration of acceptor levels remains constant over a wide range of temperature from 500 to $2500^{\circ} \mathrm{C}$ [92] Hence follows the conclusion that the acceptor centers are rigidly fastened in the lattice. This confirms the hypothesis that the acceptor levels in diamond are formed by trivalent atoms (such as aluminum or boron), which are located in the lattice at substitutional sites. Analysis by using the method of neutron activation showed that aluminum may be responsible for the acceptor levels in type-IIb diamonds. ${ }^{[88]}$

As a result of the investigation of the photoconductivity in the infrared region and the thermoluminescence of natural diamonds of type III and synthetic diamonds doped with aluminum and boron, ${ }^{[76]}$ it has been established that the aluminum acceptor levels are located at a distance of 0.373 eV from the upper boundary of the valence band. Boron may be responsible for the other acceptor levels, which are located at a distance of 0.20 eV from the upper boundary of the valence band.

According to ${ }^{[92]}$ the forbidden energy gap in type-IIb diamond contains $\mathrm{N}_{\mathrm{a}}$ acceptor levels and $\mathrm{N}_{\mathrm{d}}$ donor levels located above the acceptor levels, where $\mathrm{N}_{\mathrm{a}}>$ $\mathrm{N}_{\mathrm{d}}$. The hole conductivity is realized by means of electron transitions into the ( $\mathrm{N}_{\mathrm{a}}-\mathrm{N}_{\mathrm{d}}$ ) unfilled acceptor levels.

It is well known that in the production of semiconductors (for example, germanium and silicon), their conductivity is established due to the introduction of a strictly measured-out number of impurities under rigidly controlled conditions. It is quite obvious that the probability for the spontaneous occurrence of such a process in nature is exceedingly small. This explains the uniqueness of semiconducting diamonds.

The observation of a change in the specific resistivity of diamond in a transverse magnetic field is of definite interest in connection with investigations of the band structure.

According to ${ }^{[84]}$, in fields up to 4000 G the change in the specific resistivity ( $\Delta \rho / \rho_{0}$ ) is proportional to the square of the transverse magnetic field, where it obeys the well known equation

$$
\begin{equation*}
\frac{\Delta \rho}{\rho_{0}}=\frac{\rho(H)-\rho(0)}{\rho(0)}=3.8 \cdot 10^{-17} \mu^{2} H^{2}, \tag{11}
\end{equation*}
$$

where $\rho(\mathrm{H})$ denotes the specific resistivity in the magnetic field, $\rho(0)$ is the specific resistivity in the absence of the magnetic field, and $\mu$ is the Hall mobility.

It has been established that the effect in a transverse field is at least three times larger than the effect in a longitudinal field. With the anisotropy of the crystal taken into account, this indicates in particular that at least one valence level in diamond does not have a spherical energy surface. The coefficient of the specific resistivity in a longitudinal field, ( $\Delta \rho / \rho \cdot \mathrm{H}^{2}$ ) long, actually does not depend on the value of the magnetic field below 6000 Oe , but it decreases with the field in stronger fields. ${ }^{[85]}$

b
FIG. 11. Diagrams showing the formation of defect bonds: a) vacancy, b) carbon atom in an interstitial position.

Cyclotron resonance experiments in semiconducting diamonds ${ }^{[88]}$ made it possible to determine the masses of the light $m_{l}^{*}$ and heavy $m_{h}^{*}$ holes at the edge of the valence band: $\mathrm{m}_{\mathrm{l}}^{*}=0.7 \mathrm{~m}_{0}$ and $\mathrm{m}_{\mathrm{h}}^{*}=2.2 \mathrm{~m}_{0}$. For the band which is split-off as a result of the spin-orbit effect, $\mathrm{m}^{*}=1.06 \mathrm{~m}_{0}$. The effective mass of an electron at the edge of the conduction band is given by $\mathrm{m}=0.2 \mathrm{~m}_{0}$, where $\mathrm{m}_{0}$ is the free electron mass.

## IX. CHARACTERISTIC PROPERTIES OF THE BAND STRUCTURE OF A REAL DIAMOND

Various violations of the lattice periodicity are observed in a real crystal. These violations do not cause any changes in the structure of the valence band or of the conduction band, but only lead to the appearance of energy levels inside the forbidden energy gap, which will be investigated below.

## 1. Lattice Defects

If one of the carbon atoms is removed from the diamond lattice, for example, as the result of thermal motion, then a so-called 0 vacancy is produced (see Fig. 11a). As is clear from the Figure, here the bonds of the atoms such as A remain unbroken. However, imperfect (defect) bonds are formed on four atoms, namely atoms B, C, D, and E since the vacancy will not be in a state which is able to provide the four electrons required for the completion of the four normal bonds of these four atoms.

Unpaired electrons can behave in a different way: Each of them may remain bound to its own nucleus, they can enter into the orbits of atoms having unoccupied bonds, and, finally, they tend to form a quasicovalent defect bond with the unpaired electrons of the two nearest defect atoms, as shown in Fig. 11 (a). Investigation of the wave equations of motion of such electrons shows there is a certain probability for all of these possibilities. However, in any of the cases under consideration the unpaired electron is less tightly bound to the lattice than the electron forming the normal bond. As a consequence each of the atoms $B, C, D$, and $E$ exists in a state which is closer to the free atom than the atom forming the normal bond. Thus, these atoms are responsible for the creation of energy levels lying above the top of the valence band and below the conduction band, that is, inside the forbidden energy gap. The joining of two vacancies and the formation of the so-called divacancies involves the
appearance of new energy levels, and the coupling of a sufficiently large number of divancancies causes the formation of internal surfaces (cavities) in diamonds.

Even the surface of a perfect diamond can be treated as the boundary between an ideal lattice and an infinite number of vacancies. The bonding of the atoms on the surface of the lattice obviously cannot be tetrahedral, and the most likely possibility is that the atoms maintain three normal bonds, and the remaining unpaired orbitals form imperfect bonds, which also leads to the formation of additional energy levels inside the forbidden energy gap.

The situation which arises in connection with the appearance of a carbon atom at an interstitial position is shown in Fig, 11 b. As a result each of the atoms A, B, $C$, and D turns out to be directly bound not to four but to five nearest neighbors. Now four valence bonds are insufficient to maintain the normal interaction with all of the neighbors. The natural consequence of the situation which is thus created is-the formation of unpaired imperfect bonds.

One more factor which causes a violation of the periodicity of the lattice is the presence of disloca-tions-that is, displacements of the atomic planes which arise as a result of mechanical stresses during the process of the crystal's growth. Due to the effect of the dislocations, part of the bonds may turn out to be deformed and some of them are broken, which in the final analysis leads to the formation of new energy levels inside the forbidden energy gap.

A number of authors have carried out theoretical investigations of the electronic states of such defects in the diamond lattice as single vacancies, ${ }^{[93-96]}$ divancancies, ${ }^{[97]}$ and interstitial carbon atoms. ${ }^{[98]}$

Unfortunately, at the present time it is impossible to artificially produce crystals containing defects of one arbitrary type. Therefore, the results of articles ${ }^{[93-98]}$ can only be approximately interpreted by comparing the results of the theoretical calculations with the experimental data.

Thus, in the absorption spectrum of irradiated type-I diamond which is given in article ${ }^{[9 \theta]}$, a broad band is observed between 1.65 and 2.4 eV with an intense line at 1.673 eV , this band being known as the GR 1 absorption band, and there is an intense band in the ultraviolet spectrum beginning at 2.8 eV and extending to 4 eV . In accordance with article ${ }^{[96]}$ single neutral vacancies are respondible for the GR 1 absorption band. The structure of the ultraviolet band is more complicated. However, the quantitative calculation presented in article ${ }^{[97]}$ gives reason to conjecture that at least part of this band is due to transitions of the electrons immediately surrounding a neutral divacancy.

An investigation of the surface states of diamond by using the method of equivalent orbitals ${ }^{[100]}$ (the MO-LCAO method) showed that the presence of unsaturated bonds associated with the surface carbon atoms causes the formation of an energy band in the middle of the forbidden gap, where the number of states in this band is equal to the number of surface carbon atoms.

Champion ${ }^{[11]}$ proposed the following simplified scheme for the energy bands in diamond, which we

FIG. 12. Diagram showing the band structure of diamond with the energy levels due to lattice defects taken into consideration. [ ${ }^{11}$ ] The widths are as follows: valence band $\Delta \mathrm{E}_{\mathrm{V}} \approx 20 \mathrm{eV}$, the forbidden energy gap for indirect transtions is $\Delta \mathrm{E}_{\mathrm{g}}=$ 5.47 eV , the forbidden gap for direct transitions is $\Delta \mathrm{E}_{\mathrm{dir}}=7.3 \mathrm{eV}$, and $\Delta \mathrm{E}^{\prime}$ denotes the forbidden gap between the first four levels and the following levels in the conduction band.

have reproduced in Fig. 12 with certain improvements which have been introduced on the basis of the results of later work.

An ideal crystal of infinite extent should not contain energy levels between the upper boundary I of the valence band, which is completely filled, and the bottom II of the completely empty conduction band, with the exception of empty exciton levels III located near the intrinsic absorption edge.

In a real crystal energy levels appear inside the forbidden energy gap, indicated on Fig. 12 by the dashed lines, where the appearance of these extra levels is due to the presence of lattice defects.

Dislocations are responsible for the energy levels 1 near the tope of the valence band, and for the energy levels 2 which are found very close to the bottom of the conduction band.

Single vacancies are responsible for the energy levels 3 which are located somewhat above the levels 1 , but still rather close to the top of the valence band. With an increase in the number of vacancies new levels 4 appear, approaching the middle of the forbidden gap.

The presence of interstitial carbon atoms at interstitial positions does not significantly alter the picture of the distribution of the energy levels inside the forbidden gap, unless the increase in the number of levels in the vicinities of 1 and 3 is considered. Finally, the levels 5 which are located approximately in the middle of the forbidden gap are caused by the effect of the surface.

According to ${ }^{[11]}$ the energy levels considered above, caused by the presence of lattice defects, are normally occupied.

## 2. Impurity Levels

Unfortunately, the theoretical investigation of impurity states in diamond is still in a rudimentary state. Little is known about the electronic structure of impurities in the diamond lattice. Questions about the interaction of the impurities, the conditions of their binding in the lattice, have not been touched upon. All information about the impurity levels is derived from experimental data on photoconductivity, optical absorption, radioactive irradiation, and experiments connected with the investigation of certain other properties of natural and synthetic diamonds of various types. ${ }^{[75,77,101-105,128,130]}$

A summary of the known (to one or the other degree of approximation) energy levels inside the forbidden

Table VI

energy gap in diamond, these levels being caused by impurities, is given in Table VI. ${ }^{[105]}$

As is clear from Table VI, the majority of the known levels are acceptor levels. From this one can conclude that the conductivity in diamond is primarily due to holes. Nitrogen produces deep donor levels, which cannot have a substantial influence on the conductivity.

From the point of view of band structure, the basic difference between the two types of diamonds consists in the following.

Type-I diamonds contain a relatively large number of impurities (of these, the major impurity is obviously nitrogen), and therefore there is a correspondingly large number of energy levels, caused by these impurities, inside the forbidden gap. These impurities are quite randomly distributed and may cancel each other (in the case of an identical number of donor levels and acceptor levels) or may produce centers for the capture of holes and electrons. Incidentally, the impurity levels turn out to have a definite influence of the electrical properties of type-I diamonds. From theoretical calculations it follows that the specific resistivity of a crystal, having a forbidden energy gap of the same width as diamond, should be equal to $10^{70}$ ohm- cm . ${ }^{[11]}$

Type-IIa diamonds contain a relatively small number of impurities and correspondingly a smaller number of energy levels inside the forbidden gap, associated with the impurities, than type-I diamonds do. In return they have a relatively large number of energy levels produced by lattice defects (primarily due to dislocations ${ }^{[106]}$ ). Although these levels also turn out to have an influence on the specific resistivity of the crystal, they obviously do not have any substantial effect on the other properties of diamond as a semiconductor. The value of type-II diamonds as a raw material for the electronics industry is determined by this fact.

## X. APPLICATIONS OF DIAMONDS IN THE ELECTRONICS INDUSTRY AND IN INSTRUMENT MANUFACTURE

One of the fundamental shortcomings of semiconducting devices is the substantial temperature dependence of their characteristics. Thus, germanium triodes and diodes (for germanium $\Delta E_{0}=0.8 \mathrm{eV}$ ) turn out to be practically useless for employment in electronic circuits when the surrounding temperature is


FIG. 13. Nomogram for the determination of the temperature with the aid of temperature indicators made out of diamond, irradiated until the lattice expansion amounts to $\Delta \mathrm{v}_{0} / \mathrm{v}_{0}=4.87 \%$. [ ${ }^{13}$ ] The expansion of the lattice is plotted on the axis of ordinates, and the time is plotted on the axis of abscissas using a logarithmic scale.
above $60^{\circ} \mathrm{C}$. For silicon the width of the forbidden band is somewhat larger $\left(\Delta E_{0}=1.1 \mathrm{eV}\right)$. Therefore silicon semiconducting devices can operate in particular cases at temperatures up to $200^{\circ} \mathrm{C}$. The necessity for the creation of highly-stable semiconducting devices, capable of operating at higher temperatures, has stimulated a search for materials with larger forbidden energy gaps. From this point of view, diamond is an ideal material.

At the present time by the creation of electron-hole transitions in a diamond crystal it has been possible to obtain high quality semiconductor triodes. ${ }^{[107]}$ According to reports by the foreign press, a method of synthesizing diamonds has been found in the USA, making it possible to obtain relatively large (in size) diamond crystals, suitable for the production of transistors.

One of the promising areas for the utilization of diamonds is in the measurement of temperature. If ordinary thermoresistors can be used only up to a temperature of $200^{\circ} \mathrm{C}$, then thermoresistors based on diamonds are designed for temperatures up to $1000^{\circ} \mathrm{C} .{ }^{[108]}$ At the present time thermoresistors based on natural type-IIb diamonds are being developed in the USA. ${ }^{[109]}$ However, the creation of such devices is of rather theoretical value in view of the extreme rarity of natural semiconducting diamonds. Better prospects for the bulk manufacture of diamond thermoresistors are being uncovered in connection with the creation of semiconducting diamonds by doping natural crystals and the production of synthetic semiconducting diamonds. [101, 102,110-112,131, 132]

In the USSR a temperature indicator based on powdered diamonds has been developed-an original device for making temperature measurements in places which are difficult to reach. ${ }^{[113]}$ The principal of operation of this temperature indicator is based on the fact that a certain dependence exists between the density of diamond irradiated by neutrons and the temperature, and also the annealing time. The monitored temperature is determined according to a special nomogram, obtained experimentally on the basis of data concerning the expansion of the lattice during the
period of the measurements and the annealing time (see Fig. 13). The temperature indicator made out of irradiated diamond is designed for use in the region from 10 to $1000^{\circ} \mathrm{C}$ and makes it possible to carry out measurements for time intervals ranging from a few minutes to hundreds of hours. The diameter of the indicator is 1 mm and the length is 5 mm . If the diamond powder is poured directly into an opening in the element to be monitored, then the volume which it occupies amounts to only $0.2 \mathrm{~mm}^{3}$.

The first developments in the area of diamond thermoresistors and semiconducting triodes date back to the beginning of the 1960 's. Somewhat earlier diamonds obtained recognition as detectors in nuclear radiation counters. ${ }^{[114]}$

A diamond conduction counter has the following fundamental advantages: a) the ability to count even at room temperature; the possibility, owing to its small size, to use it as a point counter; c) the linear dependence of the amplitude of the counting pulse on the energy of the detected particle; d) a very good resolution time ( $\tau=0.01 \mathrm{microsec}$ ).

The electron density of diamond is 3000 times larger than the density of air and is close to the electron density of the tissue in the human body. Therefore, the penetrating ability of radiation with respect to diamond and with respect to the human body is roughly the same. This indicates good prospects for the use of diamond counters in medicine, where they can also be applied for intracavity studies.

It should be noted that not all, by far, diamonds can be used as crystal counters. A large number of articles ${ }^{[115-120]}$ has been devoted to the investigation of the counting properties of diamonds and to methods for the selection of 'counting'" diamonds. Finally, the criteria for the selection of diamonds for conduction counters have not yet been established; on the basis of accumulated statistical data, one can conclude that it is necessary to select the counting diamonds among the type-II diamonds.

Although diamond counters will never completely displace other types of counters, they are irreplaceable for a number of special applications. The further development of diamond conduction counters, perhaps, will proceed along the path leading to the creation of electron-hole $\mathrm{n}-\mathrm{p}$ and $\mathrm{p}-\mathrm{n}$ junctions in diamond crystals.

Another property of diamonds, which governs the possibility of their use as nuclear radiation detectors, consists in their ability to luminesce under the influence of radioactive radiation.

Upon the passage of a charged particle through a diamond, a short-lived light flash appears (scintillation). In a scintillation counter the light pulse is converted into an electric signal with the aid of a photoelectric multiplier. The signal from the discharge of the photoelectric multiplier through an amplifier then enters a discriminator, which does not allow small noise signals to pass. The output of the discriminator through a recounting block is connected to a registering device.

The luminescence (blue or yellowish-green) of a diamond is so intense that any source of radiation with an energy up to several thousand electron volts can be
detected with the aid of a photomultiplier of arbitrary type and the usual electronic apparatus.

In contrast to conduction counters, for diamond scintillation counters a correspondence between the type of diamond and its counting ability has not been established. ${ }^{[121,122]}$

Investigations ${ }^{[123]}$ carried out recently in the USA indicate that the power of semiconductor devices can be substantially increased by using type-IIa diamonds for cooling (heat removal). Crystals applicable for this purpose had sizes ranging from 0.05 to 0.2 carats.

The selected crystals were polished, and then metallized by spraying titanium, platinum, and gold on two parallel planes. The semiconducting diodes, which were also metallized by these metals, were joined by the method of thermal compression or were soldered to the surface of the diamond. In one of the experiments, involving a silicon diode mounted on a type-IIa diamond, a power of around 3 watts was obtained, which exceeds by a factor of 4 the maximum power which can be obtained from a similar diode mounted on a copper heat-exchanger. ${ }^{[133]}$

In another case, a gallium arsenide diode laser mounted on a type-IIa diamond operated in the continuous lasing regime when the temperature of the heat exchanger was equal to $-68^{\circ} \mathrm{C}$. Upon mounting the diode laser on a copper heat exchanger, the temperature of the heat exchanger associated with similar operation of the laser had to be lowered to $-123^{\circ} \mathrm{C}$. Thus, the laser with the diamond heat exchanger can be cooled by dry ice instead of liquid nitrogen, which is required for the copper heat exchanger. The conjecture has been expressed ${ }^{[123]}$ that diamond, being used as a heat exchanger, can cause a revolution in the technology of the manufacture of semiconductor devices for cases when the dissipation of heat is limited by intrinsic heat extractions. ${ }^{[133]}$

Diamond is practically the only substance which transmits radiation over a broad range from 0.3 to $1000 \mu$. Therefore it is an ideal material to use as a window for infrared radiation detectors. Since type-I diamonds have additional absorption bands in the infrared region, then type-II diamonds are used in practice as windows in infrared radiation detectors. ${ }^{[124]}$

The application of diamonds as a radiation monitor (dosimeter) for ultraviolet radiation is also of specific interest. ${ }^{[125]}$ The promising outlook for the application of diamonds in this area is determined by their longlived storage capability, due to the large width of the forbidden gap. Type-II diamonds, which are to be used as radiation monitors for ultraviolet radiation, are subjected to a certain dosage of neutron irradiation as a preliminary treatment.

The cited examples do not, by far, exhaust all of the possibilities for the utilization of diamonds in electronics technology and device construction. The immediate future will show whether diamonds occupy the same place in this area as they now occupy in the instrument industry. All the prerequisites exist for this (to happen).
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