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1. INTRODUCTION. CHOICE OF MODEL

THE first question to be considered in an attempt to
construct a quantum theory of a condensed system is
the question of the energy spectrum of the system.

Everyone knows that the lowest energy state of any
condensed system is either a crystal or a quantum
liquid. For the ground state to be a crystal it is nec-
essary that the zero-point energy be smaller than the
energy of breaking up of the ordered lattice. Excited
states of such a system can be regarded as a gas of
separated elementary excitations called quasi-parti-
cles, whose nature and properties depend on the con-
crete characteristics of the system. For example, the
simplest excitations, which are elastic waves (pho-
nons ), exist in all systems. The character of the other
branches of the energy spectrum is essentially differ-
ent for different materials such as metals, semicon-
ductors, insulators, ferromagnetic and antiferromag-
netic substances, and so on.

In all these cases, however, the ‘‘skeleton’’ of the
solid body is an idealized periodic structure, the crys-
tal lattice. But at low temperatures the relaxation
times of a crystal lattice are enormous. Hence any
fixed distribution of atoms in relative positions of
equilibrium can be looked at as a ground state of the
solid body (with respect to elementary excitations
whose activation energies are significantly lower than
the energy barrier involved in reconstructing the lat-
tice). This applies to both amorphous, ‘‘glasslike’’
states and to solid solutions, in which disordered
states are obtained by rapid cooling from high tem-
peratures.

The existing theory of energy spectra was devel -
oped for ideal crystalline structures and is unsuitable
for such disordered systems. In this article we study
the energy spectrum of elementary excitations in dis-
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ordered solid bodies, for which the random positions
of equilibrium of the atoms are fixed.

It is well known that the systematics of the quantum
states and of the energy spectrum for elementary ex-
citations in a crystal possesses in certain respects a
simple and universal structure, connected with the
existence of the periodic translational symmetry of
the crystal lattice. Translational symmetry leads to
the existence and the conservation of quasi-momentum
k (h = 1), and the energy spectrum of different kinds
of elementary excitations in crystals is therefore de-
termined by the dispersion relation E = E(k) for the
appropriate quasi-particle. Accordingly, the quantum
state with quasi-momentum k is described by a mod-
ulated plane wave with wave vector k. This systemat-
ics makes very clear the statistical picture of elemen-
tary excitations and the mechanism of the kinetic phe-
nomena connected with these excitations. For exam-
ple, the concepts of particle collisions and free-path
lengths are introduced into the kinetics relative to the
variation of the quasi-momentum k, and all the exist-
ing terminology is based on these concepts.

The features of the structure of the energy spec-
trum of elementary excitations in condensed systems
without spatial periodicity are related to the absence
of quasi-momentum in such systems, and hence to the
different systematics of the states. On the other hand,
kinetic phenomena in amorphous bodies often retain
the same character as in crystalline media (e.g., the
electric conductivities of liquid and solid metals are
of the same order of magnitude at high temperatures).
This means that the mechanism of those phenomena
which are not specific to crystalline media with their
characteristic anisotropy can be formulated in other
ways.

Therefore the central question in the construction
of a quantum theory of the condensed state of a sub-
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stance without spatial periodicity is the study of the
structure of the energy spectrum of elementary exci-
tations and the explanation of the character of quantum
states possible in such systems. In order to study this
question in a simple case, it is natural to consider the
one-particle approximation; that is to say, the move-
ment of a test-particle in some random aperiodic
““field’’ of atoms, forming a solid body. Alternatively
one can consider the vibrations of coupled oscillators
in an aperiodic structure. The first example is char-
acteristic of the description of the states of a mobile
electron in a solid body, and the second is used in the
explanation of the structure of vibration {phonon)
spectra, of spin-wave spectra, or of spectra of the dif-
ferent types of excitations in condensed systems.

In spite of the apparent physical difference of these
problems, they possess a deep similarity in their
mathematical nature and, as will be shown, they admit
of a general formulation in terms of a unified mathe-
matical model.

On the other hand we should remember the limited
applicability of such models; whereas in a periodic
structure, translational and point symmetry can itself
provide a significant amount of information about sys-
tematics of the quantum states and the spectrum (ir-
respective of the model), for a disordered system we
have a much larger choice of models. Therefore there
is no reason to assume that the properties and struc-
ture of the spectrum, given by some model, possess a
fully universal character. Nevertheless, the general-
ity of such models is sufficiently wide and many of the
laws derived from them are, in principle, important.

In the last ten years there has been much work de-
voted to the study of the energy spectrum of disordered
systems, using a similar approacht12-25], In most of
this work, however, only one-dimensional problems of
a very specialized form are considered. In particular
the beautiful solution of Dyson[!?] for one special case
of a linear chain of oscillators does not hold out any
possibility of generalization to the general problem.

In the majority of other papers methods of approxima-
tion are used which are not applicable to those regions
of the spectrum where singularities occur; that is, just
where the main interest of the problem lies. The solu-
tion of this important problem is therefore still far
from completion.

The present article is based on the results of the
author’s own work in this field *~1J, It makes no use
of results by others on this subject, which are there-
fore not reported. Some of the results in this paper
have been already published by the author but a signif-
icant portion of the paper (in particular Secs. 3 and 5)
is published for the first time. Besides, some new
considerations and also a formulation of the problem
based on the study of the singular points of the spectral
density allow us to give a more finished and general
character to these results.

For a qualitative picture of a solid body without
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spatial periodicity we look at a disordered solid solu-
tion. In such a system the Hamiltonian of the quasi-
particles, in both the cases referred to above, can be
written in the single form

A—8,+30, (1.1)
J
where ﬁo is the Hamiltonian of the quasi-particles in
an ideal crystal and Uj is the Hamiltonian of a local
perturbation (an impurity atom) at the point rj.
Thus, for example, the equation for an electron in
this very simple model of a disordered system is

N 1.2
Hop+ 31U (1) 9=Eps (1.2)

where

o 1
(V(r) is the periodic potential), i.e.,

— g APV () Y+ D U (r—r) p=E.
2

In the k-representation ﬁo = E4(k), i.e.,
E,(k)w+§ U(r—r;)y=Ey.

As always, Eg(k) is a periodic function of k with the
period of the reciprocal lattice, s is the band number,
and the perturbation U(r) acts over distances of the
order of atomic dimensions. The points rj are ran-
domly distributed, their mean density being determined
by the impurity concentration c.

In the study of vibration spectra the equations for
the elastic displacement of the atoms in a simple
atomic lattice (i.e., without impurities) are

Lu+ py Aju=owu,
2

A

x xx’, A xxr
u=u;, L=Ls; Ai=Al‘—r_,~.r'—rj’

(1.3)
i.e., in coordinate form,

xx x’ xx’ x’ x
2 L vy + 2 2 Ar—rj o= U = o%ur.
x,r ix,r

Here w is the frequency, and the displacement vector
u = u}¥ depends on the discrete coordinate r of the lat-
tice sites; the unperturbed matrix of the elastic cou-
pling L is a function of the difference of the coordi-
nates r and r’, and the matrix of the local perturba-
tion Aj acts only in the immediate surroundings of the
given site rj. In k-space the unperturbed matrix L

is diagonal, just as in the case of the electron,

L= (k) =0t(k), s=1, 2, 3. (1.4)

The equations for spin waves can be put in an anal-
ogous form; in this case the role of the matrices of
elastic coefficients L, A is played by the matrices of
exchange integrals f, 1. Equations of the type (1.3)
thus represent a discrete analog of (1.2), in which we
have in place of the energy E the square of the fre-




ENERGY SPECTRUM STRUCTURE 551

quency w? [correspondingly, E(k) is replaced by
AK) = wi(k)].

We should emphasize that the true energy of a pho-
non is, of course, e(k) = Aw(k). But in order to put
the equation for the characteristic frequencies into the
form (1.2) we must replace the Hamiltonian H, in (1.2)
by the matrix of elastic coefficients I, and the energy
E by the square of the frequency w?, In all the follow-
ing formulae the results are fully applicable to the
phonon spectrum, but with the substitution E — w?.

For the study of the basic qualitative character-
istics and the singularities of the energy spectrum it
is convenient to simplify the model further, freeing it
of unnecessary cumbersome details which are not of
principal importance while, as far as possible, pre-
serving those properties which allow the results de-
rived to be correct and reasonable. With this goal we
limit ourselves to cases where the unperturbed oper-
ator for the ideal crystal possesses only one branch
(one band) in its spectrum. In the general case this
corresponds to the neglect of transitions between
bands; however the reasonableness of such a model
is confirmed by concrete examples of systems with
this spectral structure.

Thus, for example, in (1.2) we would write now
ﬁo =—V%/2m, just as for free electrons (i.e., V(r)
=0) E(k)=k%2m). For lattice vibrations (i.e., for
systems of coupled oscillators) this case corresponds
to the absence of interaction between displacements in
perpendicular directions. Here elastic coupling exists
only for identically ‘‘polarized’’ displacements (or vi-
brations ); for the general case it is possible to con-
sider that elastic forces arise not only on account of
relative displacements (i.e., the differences up —uy-)
but that there exist direct couplings between each atom
and its ‘‘absolute’’ equilibrium position. Such a situa-
tion leads to the non-zero limiting frequencies w(0)

# 0 characteristic of the optical branches in many -
atom crystals. It is evident that within the limits of
a model with one branch of vibrations the existence
of ‘“absolute’’ equilibrium positions must ensure very
heavy atoms of a second kind, practically creating the
immovable ‘‘skeleton’’ of the ideal lattice.

The vibrations of an ideal lattice in this case can
thus be described by equations for the displacements
ur = xg(r), (r is the discrete lattice-site vector)

3 Lo (1) = Mt (1), A = 02 (K), (1.5)

whence
~ piKT. 2 N ikr

Ak (1) ~ e®r; @ (k) = Q) Leet¥r, (1.6)
and in the general case w?(0) = ZLpy = 0. In this ap-
proximation it is natural to regard the eigenfunctions
xk(r) for the ideal crystal as unmodulated plane waves
Xk ~ eiker pot only in the case of discrete but also of
continuous r.

The operator for the local perturbation U, in the

electron case can be taken, as we have already seen,

in the natural form of a potential Go = Uy(r). When r
is discrete (e.g., for lattice vibrations) the diagonal
form (Ug)py’ = U{r)dpy’ is, in general, not possible.
In particular, considering the acoustic vibration branch
(w*(0) = SLr = 0) we have on equating to zero the
forces and torques upon displacement and rotation of
the crystal the equations

2 U =0, X (Uphewr =0,

r

(1.7)

which are incompatible with diagonal U; in the r-rep-
resentation. From (1.7) it follows for long waves in
the k-representation that

(ﬁo)kk' ~ k?k'2, (0j)kk’ ~ TR g (1.8)

This means that as k — 0 the perturbation does not
change the systematics of the wave functions, which re-
main plane waves. In the limiting case of long acoustic
waves the medium can be regarded as continuous and
the order of arrangement of the impurities does not
play any role.

However, such considerations apply only for the
acoustic branch [as a result of (1.7)]. For the optical
branch and for electrons, condition (1.7) does not hold
and plane waves do not satisfy the equations (1.2) and
(1.3) even as k — 0. Therefore the perturbation ﬁo
can be regarded qualitatively as a delta-function and
we write the potential Ugy(r) = Uydp. In the k-repre-
sentation

e =Us, (U = Uoe™ 7. (1.9)

This corresponds for lattice vibrations to the situ-
ation wherein each impurity atom has a modified elas-
tic coupling with its position of equilibrium; an analo-
gous form results also from a change in mass of the
impurity atom (8):

U =" 0 (K 0 (K),

m’—m

Uik = ok)ok)e {1.10)

For k, k' « 1,

(U = U EF075 gy = =" 2 (0).

m

A generalization of a delta-function perturbation is an
arbitrary degenerate perturbation of rank one (i.e., a
one-dimensional projection operator)*

Tap=Uo (b, DT, Upp=Us (¥, £ 15,
In k-space
(Uo)swr = Uo fuficrs (U s = Ut S5 fr,
f) = evrfidk.

We see that all the examples (1.8)—(1.10) possess
the form (1.11)
The very simple model describing the excitation

j=fr—r;).

(1.11)

*The rank of the matrix U, is one.
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spectrum in a solid solution can thus be reduced to
an equation of the form

(ER)—E)p+2Up=0, U;=U(x—ry,
N N . oA . (1.12)
H=H,+2U;, H=EEk), U,=U(@),
or
(E@®—E)p+Us 2 (b, 1) 1;=0,  fy=F@x—ry,
(Hy=EX), Uy=Us(-, N (1.13)

The local perturbation U(r) in (1.12) or f(r) in
(1.13) is different from zero only in a small region of
radius ry. For a delta-function perturbation, i.e.,
U(r) = Uydpy or f{r) = 6py, both forms of {1.12) and
(1.13) coincide. This case is most natural for the dis-
crete model. When there is a continuous argument and
the delta-function perturbation U(r) = Uy6(r) leads to
divergences, the general cases (1.12) and (1.13) must be
studied together.

Subsequently we will start out in both formulations
from the Hamiltonian (1.1), but in actual calculations
we will work with (1.12) and (1.13).

2. FORMULATION OF THE PROBLEM. GENERAL
CONSIDERATIONS

Let N be the number of cells in the crystal (N—«),
the volume of a cgll will be taken as unity.

The operator H defined by (1.1) or (1.12) is a ran-
dom function, in so far as the points rj are random
and only are given in a probabilistic form. If ¢ is the
impurity concentration, then the probability that an
impurity atom lies at the point r; is c; the probabil-
ity that two impurity atoms are found at the points ry
and r, is c?W,(r, -r,); for three impurity atoms it
is c*W,(r,—ry, r3—r;) and so on. As (rj-rg)—w
the correlation function W—1. W =0 when rj = rg.
Instead of a discrete function W(r), where r is the
lattice site vector with integer components, it is some-
times convenient to introduce a more general continu-
ous density distribution w(r),.... For small dis-
tances w(r) has 6-function maxima at the lattice
sites, but at large distances we can neglect the struc-
ture and write w(r) = 1.

By virtue of the spatial uniformity of the impurity -
atom probability distribution as N — «, limiting laws
can be derived for the spectral density; these laws are
authentic and are the object of our study. In particular,
any quantity of the type Sp[®(H)/N]} can be regarded
as ‘‘self-averaging,’’ i.e., authentic for an infinite
crystal (by virtue of additivity ). This includes the
spectral density v(E,c), normalized to unit volume
(a single cell)

dn(E, o) g 1m €

o —  G=(E—H)y!, E=E—10,

2.1)

v(E, c)=

N
vo(E)=v(E, 0)
G 1 dQy 1
=seln (% )=y |
E(k)=.

VE@®) 0T @ g dk.
E

E®)<E
(2.2)
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Along with formula (2.1), it is useful to write down
a formula for the change in the relative number of
states n(E,c)

E
n(E, ¢)= S vdE,

E(E, c)=ny(E, c)—n(E)=SpIm {ln G—In Gy)/nN

1 ~ =
=5 ArgDet [(1-—6012 U;) 1]’

(2.3)

The bar which denotes the averaging operation in (2.3)
can be omitted, since the asymptotic behavior of the
functions makes no difference. In calculations, how-
ever, averaging very much simplifies the problem and
we will always use it. Since the excitation spectrum
in our initial ideal crystal has a band character (our
simple model consists of one band E(k)), the addition
of disordered impurities leads on the one hand to
broadening and to a change in the spectral density of
the bands, and on the other to a possibility of the ap-
pearance of new impurity bands. The latter come about
because of the ‘‘interactions’’ between the impurity
levels in the case when the impurity atom in the infi-
nite crystal gives rise to an isolated local level. We
must remember that whereas in the one-dimensional
problem an arbitrarily small local perturbation leads
to an isolated level, in the three-dimensional case the
appearance of such a level calls for some finite
¢‘critical’’ value of the perturbation. This circum-
stance significantly distinguishes the three-dimen-
sional problem from the one-dimensional.

Near the ordinary points of the spectrum the spec-
tral density v(E,c) can be obtained by means of an
expansion in powers of U (perturbation theory) or in
powers of ¢ (the gas approximation or the theory of
localized perturbations). In the expansion in powers
of the concentration, the coefficient of ¢ contains at
least the quantity UR (and higher powers of U).
Therefore the method of expansion in powers of the
concentration, developed by the author [7'103, appears
to be more general. Any approximation derived from
one of the usual forms of perturbation theory is ob-
tained from the corresponding number of terms in
the series in ¢ by additionally expanding these terms
in powers of U. In particular in order to obtain the
second-order terms of perturbation theory it is suf-
ficient to retain the terms quadratic in the concentra-
tion.

Although the method of expansion in powers of the
concentration?"1%] described briefly below (Sec. 6),
makes it possible to obtain many quantitative results
and also gives many qualitative features of the struc-
ture of the spectrum, it breaks down in the region near
the singular points of the spectral density v(E, c).
Such points, for ¢ — 0, are end points of the band E (k)
[and other extremal points of E(k)] and also points E;
representing isolated levels, which come from the iso-
lated local perturbation Uy(r). For c¢ = 0, that is, for
an ideal crystal, it is well known that all the singular-
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ities of the function v(E, 0) have the form v(E, 0)
~ vV (E —E& ) [E% are the extremal points of E(k)].
In the one-dimensional case, to the contrary, v(E, 0)
~ (E -E§)~'2 As to the local levels which come from
the isolated impurity center, as ¢ — 0 we have in their
vicinity

v(E, ¢)

[4

_ > (E—Ey).

When ¢ = 0 the singularities of v(E,c) as functions
of E are smeared out, and the problem consists in the
study of the analytic character of v(E,c) as a function
of both arguments in the (E, c) plane near the points
(Eg, 0) and (E,0).

Besides the points (Egg, 0) and (Ey 0) at arbitrary
concentrations the new boundaries of the energy bands
Eg (both ground state and impurity ) become singular
points of v(E,c). It is curious that the true boundary
of the band Eg does not depend on the concentration c.
This follows because for arbitrary concentration c,
albeit small, there exists a finite probability

i €
W = ef9, Ao= —V¢c lnT,

of a fluctuation of concentration ¢’ in the volume V,
sufficient for the realization of the given quantum state
that exists at the concentration c’.*

However the expression for the probability W shows
that the spectral density in this region of the spectrum
is extremely small and cannot be obtained by an expan-
sion in powers of the concentration; therefore this fact
usually escapes attention in approximate methods of
determination of the spectrum. The line of singulari-
ties of v(E,c), corresponding to the true band bound-
aries, is thus the straight line E = E5 in the (E,c)
plane. Figures la and 1b show schematically the
structure of the spectrum vs. concentration,

The possibility should be noted of the appearance
of certain ‘‘true’’ or ‘‘natural’’ boundaries of the spec-
trum in place of the one existing for ¢ = 0. This takes
place in the case when the impurity band is separated
from the ground state band by a gap in the spectrum
(cf. Sec. 6). For this to occur in our model, it is nec-
essary that the spectral bands of the pure crystals
¢ =0 and ¢ =1 do not overlap.

The wave functions depend essentially on the actual
positions of the impurity atoms, and talk of their mean
values is meaningless. In the general case only the
qualitative form of these functions will be of interest
to us. However there are certain cases, as we will
see, when specific individualized states arise with
new distinctive systematics in the aperiodic structure.

*For arbitrary (not small) ¢ and c¢’ the probability P of a
fluctuation in the volume V is determined in the absence of cor-
relation effects (i.e., for an ideal solution) by the formula

InP=Ac=V {s (") —8 (o) —(¢'—0) %},

S{c)=—clnc—(1—c)In(1—c)
(o is the entropy).
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FIG. 1. Schematic distribution of the singularities of v(E, c)
in the (E, c) plane (a), and the change in (E, c) as c increases
(b), in two cases corresponding to unsplit (left) and split (right)
impurity bands.

These systematics will be manifest in the structure of a
corresponding region of the energy spectrum. But of
course these states must be also studied in more de-
tail by themselves.

The study of the spectrum in the vicinity of the sin-
gular points is specially interesting because it is in
this region that a complete reorganization of the quan-
tum states and systematics occurs. Near these points
the perturbation cannot be considered small in its in-
fluence either on the states or on the spectrum; but
the presence of some small parameters allows the study
of the new systematics and their asymptotic properties.

Therefore the study of the structure of the spectrum
will begin with the study of the singularities of the
function v(E,c).

3. THE BEHAVIOR OF THE SPECTRAL DENSITY
NEAR THE TRUE BOUNDARY OF THE SPECTRUM

For the study of the behavior of v(E,c) near the
true boundary of the spectrum Eg, we start with a
simple model which will help us construct the char-~
acter of the singularities in the general case.

We consider the discrete model of (1.12) with the
point perturbation Uy(r) = Uydypg. (For lattice vibra-
tions this corresponds to each impurity atom having a
changed elastic coupling with its position of equilib-
rium; the variation of mass of the impurity atom leads
to an analogous form for the perturbation (101,

Evidently, each additional impurity atom can move
the eigenvalues only to the left when U, < 0 and only
to the right when U, > 0. This means that if we do not
fix the concentration c, the boundary of the spectrum
on the left coincides when Uy < 0 with the left bound-
ary of the spectrum for ¢ =1 [i.e., the spectrum of
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the impurity only E;(k) = Uy + E(k)], Eg=U, + E};
the right boundary is determined by the spectrum of
the initial ideal crystal for ¢ = 0 [Ey(k) = E(k)],
that is, Eg = E}. For U< 0, the inverse holds

E,=E E,=U,+E

Consider the boundary Eg = Uy + E§. Its exact value
can be attained only for an infinite crystal wholly made
up of impurity atoms. Assume that near Eg we have

k2
E(k)=Ej+ 5.

It will be convenient in what follows to regard the
energy E, and hence the mass u, as dimensionless.

If the characteristic energy is the band width (k ~ 1),
then u ~ 1.

If in a solution of concentration c there is a fluctu-
ating region of sufficiently large volume V wholly built
of impurity atoms, then in this region there exist
standing waves whose smallest wave number is k
~ 7/VY3, which corresponds to the lowest level

E=Ey+5- V7 3.1)

The value of the numerical coefficient « depends on
the shape of the region, Its minimum value x; is
asymptotically attained for the sphere

4\ %
%o = <§> 33128/3.

The relative frequency or the probability of the ap-
pearance of such a spherical region (in the complete
absence of correlation) is evidently cV. Expressing
the volume V in terms of the energy of the lowest
level (3.2), V= (K0/2p)3/2(E —Eg)""/z, and recogniz-
ing that regions of smaller volume or of non-spherical
shape do not have such low levels, and that the bigger
the region the smaller the probability, we get for the
probability of the level E in the vicinity of Eg, or al-
ternatively for the spectral density v(E, C)’, the esti-
mate

v~ exp{\ (E-li,',g)‘s/2 Inc},

E—E, =;‘T‘; vy (3.2)

V2
A= 3;,'3/2 aut. (3.3)

We have left out the coefficient of the exponential,
the exact value of which is difficult to estimate.

Near the right boundary, considering regions con-
structed wholly out of the host atoms and taking
k2

gors W =k—k

0?

E (k)=E}~—
we obtain

v(E,c)~exp M (E,—E)™In(1—c)}; A= _‘1%2/—2 m,

3

(3.4)

If ¢ «< 1 it is possible to estimate the coefficient of the
exponential by going to the limit*

*Formula (3.5) joins the dependence p = a(]?‘,g - E)l/’, c?_rrect
for (Eg — E)> ¢, to the exponential dependence (3.4) for (Eg — E)
<« ¢ (cf. Sec. 5.4).

M. LIFSHITZ

c>0,v(E 0 =aVE; — E, a=(20)7 2u)*,

v(E, ¢)= a]/Eg—Eexp{—x’ (Eg—E)™"2).
(3.5)

It follows that formulae (3.3)—(3.5) remain correct in
all cases where the boundaries of the intervals of the
continuous spectrum of the random operator i= ﬁo
+Eﬁi are reached in the limiting cases c=0 or c=1
(i.e., for a lattice of pure A or pure B). This takes
place in particular in the case ﬁo =~ V2/2u if the local
perturbation Uy(r) has always the same sign (cf.
Fig. 2).
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FIG. 2. Distribution of allowed levels in a disordered system:
1 — for ¢ =0, 2 — for ¢ %0 (the lower boundary corresponds to a
fluctuation cluster with ¢ = 1).

It will be shown below that the spectrum of the op-
erator H consists of either one or several intervals
and all the foregoing applies to the boundaries of any
interval. Finally, in the case of anisotropic depend-
ence of E(k) near the extremum

2
EX=E}+ 2"“

the optimal shape of the fluctuating region ensuring an
approximation to the bottom of the band is no longer
spherical. This changes the values of the parameters
A and A’ in (3.3)—(3.5) slightly, but does not change
the essence of the results.

Going to the general case it follows that if the low-
est (highest) level in an interval of continuous spec-
trum of the operator H is attained for a crystal which
is neither pure A nor pure B (c =0, ¢ = 1), then it
necessarily corresponds to some case of ideal order-
ing of the atoms (e.g., the structure ABAB). Let

_ gl k2
El(k)—-gg _}__ZE

be the dispersion relation for this type of ordering
near the lower boundary of the spectrum.

Then, as before, a level E sufficiently close to
_Eg = Eg is attained via a fluctuating, completely or-




ENERGY SPECTRUM STRUCTURE 555

dered alignment of a spherical region of minimal
volume

75
;\q; V 2

=" nt.
3
3”1/2

V=M(E—Eg) ™,

The probability of such fluctuations is now no longer
¢V even when there is no correlation (short-range
order) but depends on the actual type of ordering. In
the general case this probability is of the form
exp{-Ve(c)}, ¢(c) >0, where the form of ¢ (c)
is determined both by the type of ordering and by the
character of the correlation in any given case. Thus,
for example, for the ordering ABAB and in the ab-
sence of correlation

Q(c)= ——;— Inc(1—c).

Finally, in the general case the singularity on the
boundary of the spectrum of the random operator H
is of the form

v(E, ¢) ~exp{—ip(c) (E—Ep) ™"} (3.6)
If the boundary of the spectrum does not correspond
to the case ¢ = 0 then ¢ (c) ~ In ¢ for small c.

For systems with partial ordering ¢ = ¢ (c,7n)

(n is the ordering coefficient ). If the boundary of the
spectrum corresponds to complete ordering then, just
as for (3.4) and (3.5), we can obtain when (1-7) <1
(i.e., for almost complete order)

V(E, c)=aVE—Egexp{—) (1—n) (E—E) """}

A special case is that of the lower bound of the acous-
tic branch E(k) = w?(k) = s%k?; E(0) =

As has already been shown, this bound does not
move when impurities are added, and plane waves with
w? ~ k? exist near it for arbitrarily disordered struc-
tures (the medium can be considered as continuous for
acoustic vibrations), and it follows that v(E,c) ~ VE
as E— 0.

To conclude this section we will show how the anal -
ogous formulae look in the one-dimensional case (a
linear chain). For an ideal one-dimensional periodic
structure it is well known that v(E, 0) ~ (E —E” )_1/2
on the boundary of the spectral interval. Besides this,
if L is the length of the fluctuating region, then the
minimum level will be

E—E ="

e L=n ()" (B — By

Therefore formulae (3.3) and (3.5) can be written in
the form

V(E, ¢) ~exp{n (2w)""*(E—E,) M 1nc), 3.7)

V(E, ) ~a(Bg—EB) expl—n (2u) 2 (Eg—E)"Ve}, (3.8)
and in the general case

V(E, c) ~exp|—q(c) (E—Eg)™"). (3.9)

4. THE BEHAVIOR OF THE SPECTRAL DENSITY
NEAR IMPURITY LEVELS. THEORY OF THE
BROADENING OF LEVELS WITH CONCENTRA -
TION

1. Local Impurity Levels

Before going over to the study of the singularities
of v(E,c) near the impurity levels, we consider the
whole situation in more detail. To this end we again
start out with the simplest example of a delta-function
perturbation U(r) = Uydp, in the discrete model (1.12)

(Ho—E)p+ U R fp=0,  f;=0n,, Hy=E(K). (4.1)
7
Hence
¢=Uoé0271ff UOZTJF(E r—r;), T=9(r;)
N 1 T dk
Go=(E—Hy)?,  FEN=Gh=gy \ popag- @2)
Taking r = ri in 4.2), we get for 7i the system
-—UOZFUszo, FijZF(E, l‘ij), Tjj=T;—T;. (4.3)

The impurity levels of interest to us are determined
in accordance with (4.3) from the condition

Det (6ij_U0F (E, l'ij))=0. (4.4)

We consider the case of one impurity atom at the
origin.

In this case, as is evident from (4.3) and (4.4), the
impurity level E,, if it exists, is the root of the equa-
tion

1 —UyFy(Ep) =0,

Ey
- dk (v (E")dE’ 4.5
Fo(B)y=F(E, 0)= (2n)3 SE—E(k)_ g E—E" 4.5)
Ey
and corresponding to it is the wave function
Po (r) = TF (E, 1) (4.6)

Inasmuch as | Fy(E)| increases monotonically on ap-
proaching the boundaries of the region (g:?g, E%) from
outside, a unique root of (4.5) (lying outside the re-
gion) exists for E < E}, if
Eﬂg (E')dE’
Foy(E%) | = V_O__
B0 B 1= § 370 > |

Eg —

U, <0

and correspondingly, on the right of E%, if Uy >0,
it 1
| Fo(ES)| > o

The critical value of the perturbation U, is there-
fore

1/F, (EY)
1F, (Ey)

U0<01
U0>O.

I 0|cr=

4.7)

The convergence of the integral (4.5) when E = E§
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[i.e., the finiteness of F(E}) and F(E§)] follows
from the fact that vy(E) ~ v (E —E}) near the bound-
ary. (Inthe one-dimensional case, when vy(E)
~ (E —E§)"'2, the integrals Fy(E}) diverge and
therefore levels E —E§ ~ — U, exist for arbitrarily
small Ug; in the two-dimensional case »,(E}) is
constant and therefore Ef —E ~ exp (- const/Uy).

In the general case of an arbitrary local perturba-
tion, E, is determined by the analogous equation
¢ (k) dk

UL @.8)

1=1(Ey= |

where the actual form of c(k) is connected with the
form of the potential Uy(r). The quantity c(k) may
be of alternating sign; I(E) is then no longer a mono-
tonic function on both sides of the interval (E{, E_]&)
and (4.8) can have several roots.

For continuous r, for example, if

Ho= —A/2m, E(k)=k¥2p, E'=co,

any local (not point) perturbation leads to a c(k) that
decreases rapidly when k >» 1/r; (ry is the radius of
the perturbation). This ensures convergence of the
integral I(E) as k— o,

In the presence of two impurity centers at a dis-
tance r apart the equation for the local levels is in
accordance with (4.4) of the form

L—UFy(E) —UoF(E, )

—U/F(E, r) 1—U,Fy(E) |’ @.9)

For large r, F(E,r) decreases rapidly; if E(k)
= E"g + k%¥/2u near E%, then

ar

KT gk e~
P —4 r

F(E, r)= = S o
Eg_EJ“ﬁ

(2m)3

w*=2p(Ey—E), A=L-. (4.10)

The roots of (4.9) thus tend to E; as r — «. Taking
E = E4-¢ and using (4.5) we have

1 dk
1 —UoFy(Ey—&) ~ U,Be, B=ng.

Hence

£ )‘i—;a_r% A

. =0, A=%, (4.11)

A e |

r l

that is,
e—ar
e1a(r)= £ 4

r

Both states ¥; and ¢, corresponding to these levels
are ‘“‘resonances’’ and ‘‘belong’’ in equal amount to
both impurity centers ry and r,

1
\Px,z‘—“ﬁ(ﬂ?wi Pao),  Wjo="Po (r—r;). 4.12)
For an arbitrary number n of impurity centers lo-
cated large distances rijj=rj—rj apart the levels
E = E;—€ are found from

M. LIFSHITZ

o,
Dot (&b -+ er—u’—(i._ai,.)>=o. (4.13)

We shall consider the systematics of the levels and
states defined by the roots of (4.13) in the next section.
We mention here only that the unique nature of the sys-
tematics, as in the case of two centers, is connected
with the identity of the impurity atoms (of the pertur-
bations Uj ). If, for example, the impurity atom at r
is different from the others (in our model the ampli-
tude Uy = U,) then there corresponds to this impurity
center a level E (I, ry3,...)=E{—€(ryy...) with
the end-point value E;

1=U,Fy(E,) (4.14)

and with a wave function localized around r,. The
shift €;(ry,...) of this level caused by the other im-
purities is obtained for large rji from the equations

—ary2
UiBey(re, ...) —Upd =
12
‘—al‘lg = 0
— AU, "rm 1 —UyFy(E) ...
and it follows that
—2arie AU,

gr==gq(rp) =M i‘r%—, A {4.15)

T B (Fo (B —Fo (Ey)’
where r;, is the distance to the nearest impurity
center.

As we shall soon see, the whole situation is com-
pletely diiferent for identical impurities (Uy = Ug).
Since the analysis of this situation is based on the
asymptotic formula for the elements of the determinant
in (4.13), we must point out that this formula remains
valid not only for the point perturbations U, = Ugbypg
used by us, but for arbitrary local perturbations of
extremely general form. For this result to be valid
it is necessary in fact that the perturbation Uy(r)
be localin the sense of having a sufficiently rapid de-
crease at large distances (if Uy(r) does not vanish
identically outside a finite radius ry). If on the other
hand U,(r) decreases more slowly than e &T,
a= 2#(@% —E), then the whole effect of displacement
of the levels is determined for small € purely by the
classical reduction of the sum of potentials at a given
point rj (€ = kZ:,UO(rik))- The quantum or ‘‘wave’’

=i

part connected with overlapping of the wave functions

gives here only a small contribution (cf. Sec. 4.4).

2. The Systematics of Levels and States in the Im-
purity Band at Low Concentrations

The mean distance between impurity atoms is the
Jarge quantity T ~ ¢™¥3 (¢ <« 1). Therefore random
meetings of impurity atoms (pairs, triads, and so on)
have the small probabilities c?, ¢3....; thus the neigh-
bors of each impurity atom are with overwhelmingly
large probability at distances r ~ T ~ ¢ /3, When the
impurities are situated far from each other the ground
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level E; is shifted slightly; relatively large displace-
ments € from this level correspond to small distances
rig. The overwhelmingly probable configurations of
impurity centers, which we are going to consider in
this section, are thus characterized by distances rji
~T ~ ¢ 153, At such large distances we can evidently
neglect correlations in the distribution of impurities.
Since the volume per impurity atom is ¢!, we can
assume, introducing the coordinate X = rci/s, that the
impurity atoms are distributed with uniform probabil -
ity density p(x) = 1 per unit volume in x-space.
Finally, introducing the large parameter of the theory
ac 13 =t » 1, we have

el
Det (ﬂéik-i”(i — &) Py >= 0,
g~ '/s
Top=|X;—Xp 1, n=—5 (4.16)
or
T
Det (aik»{-(1_aik)zexik >=o, z=§]-. (4.17)

Let us consider (4.17) for any finite number n of im-
purity centers. In the study of the asymptotic (t — =)
systematics of levels and states we can consider x;ji
2 1, and since we have excluded the situations of small
probability for which xjg ~ 1/t — 0, we can also ex-
clude other random coincidences of the type |xjk ~xij|
~ 1/t —0 (k = 1), which have zero probability in the
limit. Coincidences of such a form lead to the special
“‘resonance’’ situations characteristic of periodic
structures. For example, a chain consisting of a large
number n of equidistant centers leads to an almost
uniform distribution of levels in the strip An ~ e tX/x
(x is the distance between the centers), and the cor-

responding states are fully collectivized (plane waves).

Such situations, which have infinitesimally small prob-
ability, are completely excluded.
We expand the determinant (4.17) in powers of z
14 D) Apz™=0. (4.18)
m=2
Each of the coefficients can be represented as the sum
of all possible terms proportional to e tLm  where

xm"_‘;l(r(ﬂ)i Z/:m-

Here 1(I'J)) is the perimeter of a polygon I' of j
vertices, constructed on the points x| without any
vertex occurring twice (the polygons do not have
common vertices ).

If Ly = min £y, then in the limit

ttIn A, = —L,,.

Taking
mj=e®,  jzl=e, s=— 0L 4.19)
we have for each term in (4.18) the estimate
t1In|Aps™ | =ms— L,,. 4.20)

557

For arbitrary s every term has a different order
of smallness (in the sense of e~5t) and the whole de-
terminant is determined by the one term t~! ln D(s)
=max (syy — Ly ). Therefore (4.18) can only have a ,
solution when the exponential indices of any two terms
coincide as s is varied (the coincidence of a large
number of terms simultaneously has a vanishingly
small probability ). Let us consider the sequence of
exponents in (4.18) and (4.20)

0, 2s— L, 3s— L3, ...

If we put Lmet—Lm = am, Lm+s—Lm = 2bm, then
the geometrical meaning of the quantity L,, leads to
the inequalities

A iy = 265, > 0, by > by 4.21)

The distribution of the roots s is clearly demonstrated
graphically in Fig. 3. As s increases from 0, the first
root appears for 2s = Ly = 2%y (Xy5 = min xj|); this
root satisfies the two equations

§ = —

M=,

With further increase in s, by virtue of inequali-
ties (4.21), roots appear in succession at the points
determined either by the equation

ms — Lpy = (m +2) s — L g, 28 = 2b,,.. (I
or by the equation*
ms— Ly = (m-41) s — Ly, $=dap. an

The first case occurs when by, < ap, and corresponds
to the appearance of two levels 5 =+ |n| with equal

7S ~Lm Ssegny
21 +
/
/
!
L7z TN
/ ]
/, ]
17 4
27z 23

FIG. 3. a) Graphical solution of equations I and II
[sm = min(ay, by)]; b) position of levels s as a function
of x,; with fixed x,,.

*This last result follows from very simple considerations:
the equation ms — L, = (m + k)s — L, 4 corresponds to the
equation

77k = €xp {_t(Lm+k—Lm)}

for the characteristic values #. Since 7 is real (H is the Hermi-
tian), only the cases k = 1, k = 2 are possible.
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s = byy. To them correspond two states, collectivized
(in the zeroth approximation in e~t) between the ad-
ditional impurity centers which are in the contour
Lm+y but are not in Lp,.

In the second case, am < by, the root s = am cor-
responds to a local state of one of the impurity centers
and to an energy of definite sign. (Of course, this local
state is slightly contaminated by exponentially small
admixtures of other states). Equations (I) and (II) lead
to a geometrical construction for the system of roots
s. In the study of these it is important to note that the
minimal contour Ly = min £y for an arbitrary num-
ber of vertices m can with very high probability be
broken up into separate contours containing a very
small number of vertices: most often of all with two
vertices (2xjk), and less often with three, five, and so
on {contours with an even number of vertices 2k, k > 1,
always break up into smaller parts; in particular such
a contour can be decomposed into a sum of ‘‘two-
cornered’’ polygons—sides without a common vertex
—which has a smaller perimeter). Therefore the
most frequent case of equations of type (I) is when the
contours in Ly,s and Ly, differ from each other by
one ‘‘two-cornered”’ segment; i.e., by, = Lij,9 - Ly
= 2Xjk, wWhere Xjk is the smallest segment compared
with all neighbors (i.e., xjk < xjJ, Xk7 for all 7 = 1i,k).
In this case the energy level depends therefore only on
one of the distances xji and is not affected by the oth-
ers, In the general case it follows from (I) and (II) that
the quantities s, that is to say the energy levels on a
logarithmic scale, are of the form

1
S=Zajkwjk: Zajk=1, { amn=0, = 2= Lo
ap=0, =1, £ 2. (II)

The actual values ajk depend on the inequalities
satisfied by xjk for the impurity centers surrounding
the given center.

From these considerations of the structures Ly,
we can produce a classification of the roots s with the
help of the diagrams below. The sum of polygons com-
mon to the contours Ly, and Ly .y () or to Ly and
Lm.+y (1) is depicted by a circle; the contours which
are changed on adding supplementary vertices and
which determine the quantity s are shown on each
graph separately and form the basis of the classifica-
tion. We define the ‘‘order’’ of a diagram as the num-
ber of ‘‘reconstructed’’ vertices on the right hand side
of the diagram.

4.22)

VA L,,, Lm*z ol
7 2
7) O — + o—eo 5:‘2'/2
g 4
) O Yy T + \ / S =Ty5+ Loy~ Tz
7 2
g O + j©i 25 =Z3y*Zys+ L5z~ Lpz
Z
7O\ ’
4
7 7 O + ‘V J 28=28,,+ 255 # Ty ~T0y s

192

M. LIFSHITZ

V4 ém Lm +7 s

J
7) O + Z__.Z — O + b} S=Zpyt Ty, ~Typ
7
O g O J o—®
2 + fz — +
) 7 2 ;2

4
S = 0Byt Ty —Ty5—Zz

Ly=2mtn gy, Ly=min(y>ze+2y;),
Ly=2mip (ZytZym), E#R#izm
Zy=ly=Ly
bp=(l4=Lp)/2
Lp=2ay,

Ly=2(Eptay) N
1

s

N,

7 beerio 2
=T33y~ Tz
= Lay s

———————— 4

Sy o=br=Zyp

Ly=2(Z73%Z2q)

Sy2=8;=Zz;
Sy=dps + 29Ty

D R

G4y + gy~ Tr2 ',
1

____.4’

FIG. 4. Scheme for obtaining levels s,, s,, 5,, s, in a system
with four impurity centers.

—y

As an example we show in Fig. 4 the conditions (in-
equalities) for the realization of each of the possible
cases for the roots s of agroup of four impurity centers.

We should emphasize some peculiarities of the
states (wave functions ) corresponding to the diagrams
1.2, 1.3, ete. For example, in 1.2 the wave function,
apart from exponentially small additional terms, is

i 0 0
\P=‘]7§‘(1P3 :t 'lpa)w

that is, the states are collectivized near the compara-
tively distant centers 3 and 4 while the intermediate
centers 1 and 2 do not make a contribution to . At
the same time the energy levels are determined from
the lengths X;y, X3, X9y and are not connected at all
with the tunnel effect for large xj, (i.e., with the over-
lapping of the wave functions ¥J and y). The situation
here is rather reminiscent of what happens in a peri-
odic structure in the strong-coupling approximation:
the overlapping of the wave functions for neighboring
centers (~e~%T12) leads to collective states (with a
wave function of finite amplitude ) at large distances,
where no direct tunnelling is possible at all.

The “‘pairing’’ of distant centers by means of a
longer chain of intermediate centers is obtained from
diagrams of type I with a large number of ‘‘recon-
structed’’ vertices (i.e., diagrams of higher order).
Since the inequalities in Xji, which generate such di-
agrams, define a finite region of variation of xjk in
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Xx-space, the states formed are stable against rela-
tively small but finite displacements of the points x;.
However, it is easy to see that the probability of such
states decreases rapidly as the order of the graphs
increases. Finally we notice that the systematics ob-
tained here do not depend on the number of impurity
centers n and hence are correct in the limit n— .

3. Determination of the Spectral Density near an
Impurity Level

The foregoing systematics of the levels and the ex-
pressions for s in terms of the lengths x;; reduce
the problem of the determination of v(E,c) near E,
to the calculation of the probability density P(s)ds.
1t is evident from the physical meaning of v that
s

€ i

In the expression for s in (4.23) the coefficients
ajk are determined by the numerical inequalities for
Xjk, and the points xj are distributed with uniform
probability density p(x) =1 in x-space. Therefore
the spectral density P(s)ds does not depend either
on the concentration or on the other characteristics
of the problem and hence is some universal function,
determined below.

To make the subsequent calculations clearer, we
start with the simple subsidiary problem of the broad-
ening of the level E,; = E; by a foreign perturbation
Uy = U, in a solution of impurity atoms, each of which
produces a perturbation Uy(r —rj) [cf. (4.14) and
4.15)].

If we choose the origin of coordinates at the loca-
tion of the perturbation Uy, then it follows from 4.15)
that the shift of this level is expressed in terms of the
distance ry = xlc_l/3 to the nearest impurity center
(using ﬁj = Uo‘srrj) by

v{E—e,c) _

- p(a):ﬂ’(s)%, s=cYsa™lln

4.23)

le|e™/ — a1/
7 t=uqc—'/s,

s= —¢1ln =2z, eg=FE—E,, (4.24)
The probability that there are no impurity atoms in
a sphere of radius x centered at the origin is e‘“(x),
where Q(x) = %x® is the volume of the sphere.
Therefore the probability that the nearest impurity
atom is at a distance x is e $¥X)dQ(x)/dx and the
corresponding probability density, taking (4.24) into

account, is

F* (s) = %e”g(%):%e‘“(g) Q(%—) 4.25)
i.e., in terms of €
pledey—=e 59 %2—1 de,,
Q(s)= —433 s¥= “;Z;‘ mea 3 In3{e, | c¥s. {4.26)

The probability (s)ds is calculated with the help
of a similar argument, except that the very simple for-
mula s = 2x; is now replaced by the formulas for each

559

diagram of type I or type II. Inequalities that express
the conditions for the realization of the possible dia-
grams determine the contribution of each diagram to
the total probability. Thus

& (s) = &1 (s) +- P (), Sas(s)ds=1,

FLH=DPr(s)  PU(s)= D P (3),
Fi Pi > 0.

The term PL(s) corresponds to contributions from
diagrams of type I and corresponds to collectivized
states with energies ¢ = +|¢|. These terms give a
symmetric contribution (relative to € = 0) to the
density p(e).

The second part of the probability, gll(s), is due
to terms corresponding to diagrams of type 11, i.e.,
to states localized near one of the impurity cen-
ters. These terms correspond to energies of definite
sign and give an asymmetric contribution to the spec-
tral density, p(e). So the spectral density for € > 0
is given by the expression

4.27)

a1
e () =5 =P (),
and for € > 0
1
&F_(s)= &2(2 LG (s).

We write down as an example the conditions for the
realization of some simple (i.e., most probable) cases
and calculate their probabilities*

(1.1)
(IL.1)

$=Ty7 for g, x> 4
s=Tp3+ Ty —Lyp fOr 24y < 293, Tag;
Typ > Ty, Tog > Lo3; Ty > Loz Ty —Typ=S.

&> 2),
(4.28)

The inequalities in (4.28) determine the volumes
wi(Xy9), we(Xy9, Xy3, Xg3), ..., which do not contain
other impurity centers besides those on which the
values of s depend. The probability of such an event
is e~w, Therefore for the probabilities c‘P{I(s ), .‘?{(s ),

... we get
331 = i ~wy(x) g J— )
L ()= € x  (zp=2z),
X8
FH (s} = % % g \) e ~ox(x12, x23, *31) dx X’ 4.29)

J
X12<X23, Xa1,
xog+xg1—X12<C¢

(Ti3=2, Tyg=2", Tp=|x—x"|). )

@{(s) corresponds to the case, as is seen from
(4.28), when there are no other impurity centers in
spheres of radius x;; = s drawn about each of the

*[t is well to notice that the inequalities written down for the
case s = X,, do not include all cases of type I,1 but only those for
which the wave functions of the nearest neighbors are “‘paired.’’
An analogous restriction takes place for the inequalities II, 2.

We can understand this, and also write out inequalities for other
cases, by examining the scheme for four impurity centers on
Fig. 4.
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points X;, X,. The volume w{xy;) occupied by these
intersecting spheres is
9

0y (Zp) = 7 axfy  (F2=35).

Therefore ?}(s) is [according to {4.28)}

PL(s)=e & 4ms?. 4.30)
Or in more convenient notation § = % ns®
N
o (RQ)=e 167,
e(QdQ=2 (s)ds, (=2 (e}(Q+I(Q). ©.31)
k

We notice from (4.31) that the first term [or alter-
nately pl(w)] gives almost % of the integrated density
( f pldQ = 1%,,). On the other hand, inasmuch as the
full probability p(22)dQ as Q — 0 is simply equal to
the volume df2, i.e., p(0)=1= p{(O), all the remain-
ing terms tend to zero as Q — 0. Finally, for large

2 (s » 1), the configurations in which the nearest
neighbor is situated at a distance x = s/2 give the
main contribution, and the remaining neighbors are

at arbitrary distances from one another outside the
sphere of radius s/2. This gives p(2)]|q—w ~e /8
Finally we get for v(E,c) near € = 0 (the + corre-
spond to positive and negative ¢)

' a9 4n In2|e
T o) =es (@) G —c i T 0 (@),
4 4n Act/s
Q:gﬁS:;:*s—'a%—l 3 2 ]ly (4'32)

27
0: (Q) ~ =% (@3 1), 0 (R~ 5¢ 1" (<)

For ¢ =0, i.e.,, @ —, p, (R) tends to zero. That
is to say, there is a dip in p(€) at ¢ = 0 (¢ —0) and
the maximum of p(€) in the region of € = 0 is split.
But for s < 1, i.e., for not too small € (In |c'/3/¢|
< ac™183),

2n 21n2|e|

v(e, ) =-g 15 (4.33)

The entire level systematics and the method of calcu-
lation of probabilities remain the same in the one-
dimensional case,[!!] where the computations are sig-
nificantly simpler. However, the final form of the
spectral density near E; and the character of the sin-
gularity of v(E,c) are entirely different.

4. ‘‘Classical” Broadening of Impurity Levels with
Concentration

As has already been seen, the level systematics
studied above related to the case of a perturbation
Uy(r) localized in a finite {small) region of space or
decreasing faster than e @T at r ~ T, In this case the
overlapping of the wave functions of local states is the
main effect causing the shifts and splitting of the lev-
els. If Uy(r) decreases slower than e~%T, then the
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main contribution to the shift of the level E; for large
rig is made by the net random decrease in the poten-
tial at the point rj where the given impurity atom is
situated, caused by all other atoms,

uiz—z L’o(l‘

i—7Tx).
] i k)

We henceforth assume Uy(r) < 0. The quantity uj is
a random displacement of the bottom of the potential
well about the point rj. Therefore the corresponding
local level will be Ej = E;—Uj, i.e., € = Uj. This
means that the spectral density p(e) = v(e,c)/c is
the density of the distribution of the random variable
uj. Choosing the origin at the point r;j we have
u=— NU;, U;=U(r). (4.34)
rjqbo
As before, in the region of large rj we can neglect
correlations and write p(r) = c. We present some
results relevant to this case.
The probability p(u) can be calculated by well-
known methods. For the generating function

oo

F(z)=e®= g e~tp(e)de 4.35)
0
we have, regarding Uj as independent in (4.34),
F (2) = e=c0l),
¢ (z) = S (1 —etum)dr =2z { =¥ (u) du. 4.36)
0
Here V(u) is the volume in which —Uy(r) > U,.
From (4.36) we get by the inversion formula
{0040
ple)=5- €82—c0(2) gz, (4.37)
~ico+0

Thus, for example if Uy(r) ~ r& (v(u) = (u/Ui)'3/k)
at large distances, it is possible to obtain from (4.37)
in the energy region ¢ < U

pleyde=re(y)dy,

v=0T(1-3),

y= cyg-—3/f= s 3\

(4.38)
joot-0
kg 3k
oW =55 | exp{t—utmde,
—i%+0
or
ple)=cy S ve(y)ye=3n=1, (4.39)
In particular, in the important case Uy(r) ~ r™¢ char-

acteristic of Van der Waals forces 3/k = 1/2 in (4.38).

This gives p(y) = (1/2v7)e Y4, hence

"‘J'[U1
7 o {5t}
p(e)= : V ! 83/2 ’

(4.40)

i.e., the level broadening in this case is Ae ~ 02U11r/4.
It is necessary to make one remark concerning this
‘‘classical’’ broadening. This broadening is connected
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with neither true damping nor with collectivization of
states. Therefore the states remain local and the re-
sultant smearing is not connected with the transition

probability; in particular, it makes no contribution to
the mobility of the corresponding quasiparticles.

5. STRUCTURE OF THE SPECTRUM NEAR THE
UNPERTURBED BOUNDARY Eg

1. “‘Shift’’ and Smearing of the Boundary E‘é

Inside a spectral band of an ideal crystal, a small
impurity addition ¢ « 1 has only an insignificant in-
fluence on the solution of (1.2) and (4.1) in any finite
{not too large ) region of space. This means that a
solution exists and differs only slightly in this region
from a plane wave. Physically such a solution corre-
sponds to a wave (or quasiparticle) partially scat-
tered by individual, sparsely distributed impurity
atoms, which is well known to lead to some ‘‘effective”’
damping. Since there exist other causes of finite life-
time for an excitation, it is physically justifiable to
raise the question of solutions similar to those of (1.2),
in spite of the fact that no eigenfunction of (1.2) any-
where in space has, even approximately, the form of
a plane (standing or traveling) wave. Strictly speak-
ing, the actual form of the exact wave functions ‘‘as a
whole’’ depends essentially on the boundary conditions
(zero and periodic boundary conditions, of course,
lead to very different situations, even though neither
solution has the form of standing or traveling waves ).
On the other hand it is physically evident that the spec-
tral density cannot be sensitive to the choice of bound -
ary conditions (as the dimensions tend to infinity ), and
therefore the study of the exact eigenfunctions, having
a perfectly random character, is in many ways a use-
less exercise. It is possible, however, to speak in not
too large a region of space of certain averaged charac-
teristics of the solution, and these can serve as the
basis for studying the energy spectrum.

We have already mentioned that special interest is
attached to the study of the spectrum near singular
points (as ¢ — 0), where the perturbation brings about
a full realignment of the systematics of the states and,
from this point of view, cannot be regarded as small.
Such points are the boundaries of the initial spectral
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band of an ideal crystal, which we now proceed to
study.

Without loss of generality we can reckon E from
the unperturbed boundary E°; for definiteness we will
speak of the left boundary, i.e., we put E(k) = k?/2u
(for k < 1).

We consider again the simple case of a perturba-
tion ﬁo‘/) = Uy(y,£)f (in particular a delta-function
perturbation f(r) = 8py). The function f(r) is nor-
malized by the condition ff(r)dr =1; (Zf(r)=1).
Hence, in k-space |fik| = (2r)™% (for k < 1).

To analyze the situation near E = 0 it is most con-
venient to start out from Eq. (4.3) for the wave func-
tions in the representation fj =f(r - ). After sepa-
rating the diagonal elements, we write this equation
as

U—UFo(E)lr;=U, ;;.F(Earjl)rh =iy 6.1

The coefficients F(E, rjl) are the integrals introduced
earlier

eikrlfk\gdk )
F‘(E;7 I'):ST-W, E=E-—l0,
- ¢ I(E)aE _ | fi 1249y
FoE)=F (£, 0= (IR, 1m= § g
(5.2)
For small E we have
Fy (E):\' HEVAE | il (B)=
—U%(i%—alE+..‘)+iy]/f+...(1£>0).
_ 1 — , . ]L:’/z
Fo(B)= —5— +yV —E4.. (E<O0), V=

Here Ucr = —1/Fy{(0) is, according to (4.7), the
critical value of the perturbations, at which the split-
off local impurity level arises.

We shall explain first for which values of E (near
E = 0) and with what accuracy the initial systematics
(i.e., plane waves) are conserved. For E = —a?/2
< 0, F(E,r) decreases like e %Y /r, so that for ar
<1 (r-7~c 3 the right hand side of (5.1) is de-
termined by the sum (and consequently in the first
approximation, by the average) of a large number of
terms (n~ c|E I*:"/2 ). In accord with the spatial ho-
mogeneity of these averages, we will look for states
which represent plane waves ‘‘in the mean’’ i.e., we
set

=t (1 +E), E=0 (5.3)

(the averaging is over a space region with dimensions
L > 7). Substitution of (5.3) in (5.1) gives

1+8=p(F) ;.F(E, ry) e LB (E) EE.F(Ev rj) €I,
i i

BE)=[1—UoFo(E)'Uy, By=B(0)=U/A, A= UC’;;UO '

(5.4)
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The mean value of the sum szle“ik‘I‘jl is*

N FE ) e it = {0 () F (B, 1) e dr =t ped,
1]
A= S F(E, r) e’ (w (r) — 1) dr

1

7 (6.5

o FE D@@—1)dr~|F(0,0)=

Therefore, averaging (5.4) and imposing the condi-
tion £ = 0, we obtain the condition linking E and k in
first approximation in cgy:

___ <B(B)
1—E—._W, C§<<1 (5.6)
In the first approximationin ¢ we obtain
k2 k2
E= g +cf (”2?) .7)
According to (5.2) and (5.4), for k not too large,
k2 ;
p (2_p‘>=|30+163\’1ky Y1=7};— ) (5.8)
from which it follows that
K2 . s
E=W+ cPo+ icPly k. {5.9)

It is well to recall that in this procedure a complex
value of E signifies attenuation of the plane wave with
distance, due to scattering.t The new dispersion law
is therefore

k2 cUsU cr

=F* 1 * —_—
E(k) Ec i 2]1- 1 Ec Cﬁo U0+Ucr ?

(5.10)

and the damping ioﬁﬁylk is zero on the boundary E&.
This means that the first approximation in ¢g, dis-
places the boundary only by EJ = cB,.

It is clear from (5.10) that for Uy > 0 this boundary
is moved to the right. For U, < 0 the boundary moves
to the left if |Ugl < Ugyp (i.e., if impurity levels are
absent) and to the right if | U;| > Ugy (i.e., when im-
purity levels are present).

For the case U, > 0 the point E = 0 is the true
boundary of the spectral band (cf. Sec. 3). For U;< 0

*In the averaged expression (5.5) we put W(r)|;500 = 1. The
teplacement of a discrete density [w(r) = £5(r—n); n is the in-
teger-valued lattice vector] with a continuous one [w(r) = 11
does not influence the result of averaging. This is because the

Fourier components of both expressions

w(r)= 2 b (r—mn) = 8711;5 2 § (k—2nn*),

w(r)=1+8ﬁ:(36 (k},

coincide inside the range of variation of k (inside a teciprocal
lattice cell 2mn*). No periodic continuation of w(k) is involved
anywhere.

tIn this formalism a real energy E corresponds to a complex
k; the imaginary part of k determines the spatial damping of the
plane wave. The wave functions can therefore take on the form
(5.3) only over sections that are not too large.

Equation (5.6) is again derived below (5.12)—(5.14) and
the shift of the renormalized boundary of EX (5.10) and (5.11)
is obtained independently from other considerations in Sec. 6

[6.20)].
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the true boundary of the spectrum lies at a finite dis-
tance Eg’ which is independent of the concentration.
Finally for |[U,| > Ugp the true boundary of the band
can again be situated at the point E = 0 only if the im-
purity band does not overlap with the ground band (cf.
Sec. 5.2).

When the true boundary coincides with the point
E = 0 then, as we have seen in Sec. 3, near this point

v(E, ¢} ~exp{—cAE-%z},

and for E =~ c¢B, this dependence is a continuation of
the shifted spectral density

- 3/p
v(E, c)=—?%]/E——cﬁo <Y=nu]/2>'
In the opposite case the true boundary Eg and the

“renormalized’’ boundary EJ = cB, are a finite dis-
tance apart, and v(E,c) is sensitive in this region to
the actual forms of the local perturbation, correlation

functions, and the dispersion of E(k).

If -U, comes sufficiently close to Ugy, then the
condition ¢Bjy « 1 breaks down (B8y — =) and formula
(5.10) is inapplicable. This case will be investigated
later.

Figures 6a—6d show schematically the spectral
density v{(E,c) near E = 0 for all the cases consid-
ered.

We have already seen that the appearance of an
imaginary contribution to expression (5.9) for E sig-
nifies the damping of the plane waves, that is to say,
at sufficiently large distances the real states (corre-
sponding to real E) differ even ‘‘in the mean’’ from
plane waves. The renormalized ¢boundary” EJ = cg,
found in the first approximation is the energy boundary
of such states (of the plane wave type). It is clear that
essentially such a boundary does not represent an ex-
act concept and it is meaningless to define it more
precisely (in the sense of including terms of higher
order in ¢By). To explain the behavior of the spectral
density near the renormalized boundary E; and on the

(5.11)

v(£)

)

i
a ! Up>0
' Chy <7

£ i &

b ' ty<u
A 6By <7

Ly £
c o<
leap~7

& L E0E

FIG. 6. (a~d) Behavior of v (E, c) near the unperturbed bound-
ary Eg = 0 for fixed ¢ and varying U,.
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left of it, it is necessary to understand the nature of
the states responsible for this spectral region.

We shall now show that the levels adjacent to this
boundary and causing its smearing arise out of fluctu-
ations and do not correspond to plane-wave states.

Let us turn our attention first to the fact that formula
(5.10) for the displacement of the boundary ceases to
be correct when the perturbation —U; is sufficiently
close to Ugy (cBgR 1), i.e., when a local level ap-
pears or ‘‘almost’’ appears at the boundary. At first
sight such cases seem very exceptional, However even
when a separate impurity center does not cause the
formation of a local impurity level, such levels must
occur upon fluctuational clustering of several impurity
centers lying side by side or at small distances from
each other. By changing the distribution of the im-
purity centers in the fluctuation region (including its
surroundings ) it is possible to shift these levels, in
particular towards the boundary EJ& or towards the
true boundary Eg. Itis precisely clusters of this kind,
of sufficiently large size, that cause the exponential
dependence of (3.3) and (3.6) near the true boundary

of the spectrum. For small concentrations, the inter-
vening region between E* and Ey contains mainly
contributions from comparatively small clusters and
therefore is highly individualized.

The spectral density at the ‘‘boundary’’ EJ is de-
termined by the total probability of those fluctuations
that lead to a local level at this boundary (in practice
—to the most probable fluctuation). It has already
been shown that in general this expression does not
have a simple form, although for |S,|~ 1 the proba-
bility is proportional to some not very high power of c.
We will calculate these probabilities in the two limit-
ing cases |By] « 1 and |g,| > 1.

2. Smearing of Impurity Levels near the Boundary of
the Continuous Spectrum

We shall explain first how an impurity level E,,

corresponding to an isolated impurity center, is
smeared when the level is close to an unperturbed
spectral band. To this end we turn again to (5.1). If
gt <1 (af/2u=-E; T~ ¢~173), the sum on the
right side of the equation depends weakly on the dis-
tribution of the impurity atoms situated at distances
rj; ~ T; therefore the smearing of the level E;
(1 -UyFy(Ey) = 0) is determined not by the random
arrangement of several nearest neighbors (as when
aor > 1), but by the averaged distribution of all the
remaining centers. This means that in the first ap-
proximation (5.1) can be replaced by

(1—UFyENt(r)=cUy X F(E, ¥ —v) W (' — 1) (1)
<
(r and r’ are the discrete lattice vectors and t(r) a
sufficiently smooth function of r) or, in the same ap-
proximation, by its continuous analog, the integral

equation
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1 —UoFo(E) T (x) =cU, & F(E, v —r)w —r)t(r)dr.

(5.12)
In k-space this equation has the form
{1 —UFo(E)—cU®D (E, K} T (k) =0,
T&-=t(r), DE, k)+—w()F(E, 1) (5.13)

and consequently satisfies the dispersion relation

FUEY)—Fo(E)y=cD(E, k), 1-—UFy(E)=0. (5.14)

This equation is essentially the same as (5.6), but it
applies to another region, near the local level E; < 0
(-Up > Ugy). For small k we have &(E, k)

= [E ~E(k)]™!; in addition, for small negative E we
have
Fo(B)= ——+yVIE]  (E<0),  (.15)
hence
T VIE T et o 2
VIET =VTE| TR [Eo|= R Bo> 1. (5.16)

If 24| Eg| > %3, then

_ 2n
° 7 ppe
(5.17)

g g TWIEll _ 4meg
S—Eo E—(ﬁ‘0)+k2/2}l - M(“3+k2)>0’

k2=a§<~2%ﬁﬂ—1> .

This means that the spectral density in the vicinity
of E; is

41

v (L, ¢) k2
¢ T 2n?

dk| __ 4me
de w3

It follows from (5.17) that the expression (5.18) for
p(e,c) is correct for af < €/2¢8; <1 (@y < 1), and
is cut-off at €/2¢8y ~ ad (k~ 1).

If 2ul Eql| = ad » ¢?/3 the width of the smearing is
6¢ ~ c/a, i.e., 8E/|Ey| ~ ¢/a® « 1, and it is possible
to speak of a ‘“smeared level.”” On the other hand, for
a? £ ¢%? we have €6e ~ ¢¥? and SE[Ey| <1 (in par-
ticular, when E = 0 we have epygax = ~E [k=g
= (c/y)2/3). Finally for — U, < Ugr the strip e(k)
unites with the ground band and gradually goes over
into a unified dispersion relation for E*(k). Thus,
as the impurity level approaches the edge of the un-
perturbed spectrum, the shift (together with smear-
ing) of the ‘“‘boundary’’ of plane-wave states amounts
to ~c?/3,

p(E, cy= (5.18)

e~/ (2cBy— &)Ve.

3. The Spectral Density to the Left of Ed for U, < 0

We now turn to the fluctuational impurity levels at
the boundary of the spectrum under the condition - U,
< Uer, i.e., [Fg(0)] <1/|Uqy|. In the presence of a
secondary impurity center at a distance r from the
first, the level E; is found, according to (4.9), from
the condition

U—UoFo(E) =F (E,, r)U2,

Uch0(0)+UoFo(E1)= —U,F (Ey, 1). (5.19)
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For small A = Ugr + Uy « 1 the roots occur
when T >» r >» 1; here

—ar —
F(E, n="""=~4, 4=L @<

Equation (5.19) gives

1 A
=+ lE1|=T

Bo < Bo

The level at the boundary occurs for r = rop = ABg;
for r <rgy we have

1 /1 1 \2
~Bi=g (77 )
The probability that the nearest impurity center is at
a distance r from the given center is c+4rr?dr

x e4mr3e/3 Therefore the probability of a fluctuation
of a local level E; at a given impurity center is

ey’ (Ey) dE,,

Up-tUer
= °<<1> (5.20)

UoUcr

(5.21)

0(ENdE, =cy (E\)e~MEVJE, o~
4 A3 -3
>c(l'3)—~“——<B AL

This probability determines essentially the spectral
density to the left of the renormalized ‘‘boundary’’ for
[A] «1(8y>1)

(5.22)

v(E, ¢)=cg(E)=c? 2nyA?| E |-~ (% 'ry\E{‘/z)“ . (5.23)
For |E|Y? < A we have
v(E, c)=Bct|E|~'2, B=fw"nV 2. (6.24)

As we saw earlier, an account of the ‘“mean’’ dis-
tribution of impurity atoms leads in first approxima-
tion to a renormalized dispersion relation, that is to
say, E -k%/2u is replaced by

cB(Zp/'

This gives grounds for assuming that the influence of
the ‘“‘impurity background’’ on the position of isolated
fluctuation levels, similar to those already considered,
is equivalent to a change of the reference level of the
energy E, i.e., to a substitution of E —Eg for E:

v(E, ¢)=Bc(LEi—E)':,  E:=cf,

Since concentration x of the ‘‘two-particle’’ fluctu-
ations of interest to us is of the order of cz, and since
it is possible to speak of ‘‘level broadening’’ (as was
previously shown) only for distances E, ~ x%/% ~ ¢#3,
formula (5.24) is valid starting with distances E§ —E
» ¢*? (E& = cB); on the other hand, when E —Eg
» of/ 3 we should already have to the right of this
boundary

v(E, )=YLVE—E:

Thus the joining of these two functions takes place in
the region |E ~EX| ¥ ¢*3, and v(E,c) falls in this
section from the value ~c¥3 (on the right) to ~c*/3
(on the left). A detailed analysis of the region of join-
ing calls for the use of other methods.

M. LIFSHITZ

At smaller values of | Uqy| the two-particle fluctua-
tion is insufficient to give rise to an impurity level,
and the corresponding probabilities are determined
by higher powers of c.

We now consider the opposite case |Uy| < Ugp.
This can be studied on the basis of considerations,
analogous to those in Sec. 3. For |Uy| < 1 the dis-
tance between the ‘‘true’’ boundary Eg and the un-
perturbed boundary E% =0 is Eg—E§ ~ |Ug|. There-
fore any state E = E§ — €| Ugy| lying to the left of E}
= ¢U, must be connected with a significant fluctuation
of the concentration ¢’ on a sufficiently large portion
of the volume Vr; since the renormalized boundary
at concentration ¢’ is EJ/ = ¢’U,, the concentration
fluctuation must exceed the value ¢’ ~c = ¢. As we
now show, if Uy < 0 the most probable fluctuation
causing the appearance of the level E = Ef -¢| Uy |
(for sufficiently small | U,|) is the formation of a
spherical region made up of impurity atoms, of vol-
ume

A= xde — ] V2

V=A(1—c—e) 32| Uy|, PR (5.25)

Let us consider this spherical region of volume V
and concentration c¢’. The lowest non-fluctuation level
E in such a region is

E=Eb 4V =%,

e=c —c—no|Up[ V25,

(In particular for ¢’ =1 and ¢ < 1 we have ¢ =1
—Kol Uo |-1 \/_2/3 . )
The minimal volume V¢ ensuring the appearance
of the level € = (Ef~E)/|U,| is thus equal to
Ve=V,(c'—c—g)~"e,

Vi=A|U, |, c'—c>e. (5.26)

For small ¢ the probability of the fluctuation c’
in the volume V- is

Po~exp{—V.o(c, )} =exp{—Vip(c,
(¢ —¢)?/2,
—c'Ine,

c)(c"—c—e)},
’ o ¢’ , _ ¢—c<Le,
q>(c,c)_cln7—(c —c) = e >e
(5.27)

(cf. the footnote on page 553; for arbitrary ¢’ formula
(5.27) is correct in the absence of correlation between
the distribution of the atoms in the different sites).

The argument of the exponential in the expression
for the probability P, is of the form

(e4-x)2 o
oo _ 2ea2 gtz=c' —c<Le,
(¢'—c—g)2 '
(¢’ —c—e) _(8+—"2ﬂhi, gdz=c —c>e.
25

It is easy to verify that for € > ¢? In? ¢ the greatest
probability corresponds to the value ¢’ =1 (x=1-¢
—€), that is, to a fluctuational cluster consisting only
of impurities, in a volume V, (1 —c —¢) %2, There-
fore the spectral density v(E,c) to the left of the
boundary E& is determined fundamentally by the con-
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tribution of such fluctuations, and its order of magni-
tude is

v(E, ¢c)~exp{V,(1—c—eg)~?
EX_E
&= T E, =U,.

2lnc}=exp{M E,—E|[~*2Inc},

(5.28)

This expression is correct for € > c? 1n? ¢, that is,
practically right up to the renormalized boundary.

4, The Spectral Density Inside the Interval 0 < E < E&
for Uy >0

Formulae (5.25) and (5.28) pertain to an attractive
potential U, < 0. In the case of purely repulsive forces
Uy > 0, the situation becomes somewhat different. As
before, on the left of the renormalized boundary Eé
= cU, there are ‘“fluctuation-like’’ states; however,
they are constructed from fluctuations of concentra-
tion ¢’ < c¢ (right up to ¢’ = 0) and are therefore al-
ways ‘‘smeared out’’ over large regions (even for
large Uy). In addition, we will now show that the most
probable fluctuations, which determine the spectral
density on the left of Eé‘, do not correspond to clusters
of pure A (i.e., ¢’ = 0), but only to small deviations
from the mean concentration c.

Actually, for Uy > 0 and E = E§ —£cUy = cUp(l—¢)
the minimal concentration fluctuation ¢ = ¢’ > £¢ must

take place in the volume
Vo=Vi(c—c' —c&)%,  0<c <c(1—).

The probability pos of such a fluctuation, as in
(5.27), is given by

(1—/) ln(i—yH—y

——lnpc =h(y, &)= o
— E*—E
y= : cc i {-:;:‘ E* ]

__.“_.__ y << 1’
5 3/5 7
ey, E)——[ =9

(=gt {14 el gy —a)
r=1—y <1

The major term in the expression for ln v(E,c) is
determined by the most probable fluctuation, i.e.,

ol EY—FE E
E 0=g(), t="m—=1— |

( ke o 1 (5.29)
g (&) =min % (y, &) |r<y<ts (J— e > )
An elementary calculation gives for g(&)

g, g,

g(§)=£ 3V'3 (5.30)

La—g— t1—z<1 (E<E).

Correspondingly, the most probable values of the
concentration fluctuation will be in these cases
Py 1_457 E < 1,

oy, = 5.31
—=1l—Yn lexp{ g)} (1—1) <1 (5.31)
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We thus obtain an expression for v(E,c)

v(E, ¢)~exp{—Vic g (&)} (5.32)
— —_8 @_E‘)1/2 ;‘* — 4*
; exp {— A TP}, BB
v( s C)"" sy . n“VZ (5 33)
exp{AE~%¢}, E < E, A= o .

As £ — 0 the concentration fluctuation (¢ —c’)/c
= 4¢{ — 0 and this whole fluctuation approach no longer
makes sense., Formula (5.32) is applicable so long as
EJ-E » c¥/A%

It is easy to see that formulae of the type (5.25) and
(5.32) cannot be obtained either by an expansion in
powers of U, (perturbation theory) or by an expansion
in powers of the concentration.

In the standard technique the calculation of the spec-
tral density reduces to the calculation of Sp Im (G/7N).
In place of Green’s functions, we can calculate an
equivalent quantity G* [cf. (5.1)]

G* = (1 —pF)y* =2 pF",

It is evident from the results of this section and of
the preceding ones that near the singularities it is nec-
essary to sum accurately all the graphs which are re-
sponsible for the new systematics of the states appear-
ing in the vicinity of the singularities. Yet the struc-
ture of these states is such, that it is highly inconven-
ient to construct them out of plane waves by the stand-
ard technique. This explains why a comparatively
simple study of the region of singularities is possible
only after preliminary elucidation of the character and
of the systematics of the new states.

F:Fik=F(E, rih), é=0*ﬁéo-

5. Influence of Ordering

We saw that in the first approximation in ¢ the
change of the spectral density inside the initial (un-
perturbed ) region of the spectrum is determined by
the averaged effect of all the impurity centers and is
described by Eq. (5.12). This change is shown to be
appreciable and qualitatively important for small ¢g
only near the boundaries EJ of the region. It is easy
to see that this is connected with the fact that the av-
eraged impurity distribution density possesses the
symmetry of the original lattice. Therefore the situ-
ation is changed in the presence of ordering, where
p(r) = cw(r) possesses a lower translational sym-
metry. For example, the disordered mean density
wy(r) = Z6(r —n) goes over upon ordering along two
equivalent translational superlattices nl and nll into
the partially ordered density

w*(r)=(1+4n) 218 (r—n¥)+ (1 —mn)
{0} = {7} 4 {n11},
If the lattice n! is constructed from the basis vectors
ej = ek + €7, where ek are the unit vectors of the ini-
tial lattice, i = k = I (ordering in staggered rows, as
in NacCl), then the reciprocal lattice is body -centered,

28 (r—nlh),
(5.34)
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that is, the Fourier transform inside the region of
variation of k is of the form#*

(w*) = 6 (k) + 216 (k — 2nu),

u= Eﬁ"f_ﬂi .

n>0,
(5.34")

This signifies that (5.13) becomes
1—UFo(E)y=Ug
[E —E (k)] [E —E (k -+ 27u)]
= ¢B (E) {(1-+2n) E— E (k -+ 2u) — 2 (k)}.

1 2%
{ E—E (k) R (k+2nu)} ’

(5.35)

The solution of this equation leads to the well known
splitting of the band E = E(k) into two bands, owing
to the new and lower symmetry of the averaged density

E _ E(k)+E (k+42nu)+y1 + V(E (k)—E (k4-2ru)4-v,)24-52
2 (k) - 2 ’

1,

Vi =cB(E) (1+2n), yo=cB(E)(1—2n), & =(fc)*8n (n>0).

(5.36)

The strong-perturbation region is only the vicinity of
the band separation points, i.e., the points

E (k) — E (k-+ 2riu) + y, =0. (5.37)

The size of the gap & is of first order in cfB;. In the
remaining region we have E;(k) ~ E(k) and E,(k)
~ E (k + 2mu), i.e., the initial dispersion relation is
retained, apart from a transformation.

For sufficiently small cB, the bands necessarily
overlap as a consequence of the angular dependence
of E(k), and no gap appears in the spectral density

/ N,

FIG. 7. Change of the spectrum following partial ordering,.

*cf. footnote on p. 562.
(w*)e= ) & (k—2nn*) -2 3! & (k— 2an* — 2mu).
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v( E,c). A different situation exists in the one-dimen-
sional case, where the splitting of the dispersion re-
lation for arbitrarily small cB signifies a gap in the
spectral density (cf. Fig. 7). Such a gap can arise

in the three-dimensional case only for sufficiently
large U, and ¢ ~ 1. But even in this case the gap
exists only in the approximation of (5.12); actually the
gap is filled with ‘““fluctuation’’ levels and no singulari-
ties in v(E,c) appear. It is possible, as always, to
make qualitative calculations and estimates of the re-
gion of the possible ¢‘dip’’ in the spectral density only
when there are some small parameters. Such a small
parameter can be in this case a small deviation from
full order. It is easy to see that having chosen a fully
ordered crystal as our initial ideal structure, we can
regard in this case the boundaries of the split zones

as the unperturbed boundaries E&; then the whole pre-
ceding theory is fully applicable to this case. In par-
ticular, inasmuch as the true boundaries of the regions
of the continuous spectrum in the disordered solution
cannot depend either on concentration or on the degree
of ordering, and for full disorder there is no dip in
v(E,c) between the bands, there is likewise no dip for
small deviations from full ordering.

In the one-dimensional case, where the ‘‘splitting”’
of v(E,c)[in the averaged equation (5.12)] arises for
arbitrarily small U, and the distance between the re-
normalized boundaries is ~ U,, we obtain from con-
siderations similar to those already developed above
an expression for v(E,c) in the ‘‘dip’’:

v(E, c)~exp{p(c, n)U;'}.

6. THE STRUCTURE OF THE ENTIRE SPECTRUM

1. Method of Expansion in Powers of the Concentra-
tion. General Considerations and Formulae

The study of the spectral density far from the sin-
gular points of v(E, c) is best made by using an expan-
sion in powers of the concentration c. This method is
especially effective for the quantitative construction
of various statistical (thermodynamic) mean values
of the type

w(c)=8p9§§1lzgd>(E)v(E, ¢)dE,

9(©)—9 0= ' (E)E(E, o dE,

—&(E, ¢)=n(E, c)—n(E, 0). (6.1)

However, the method affords also many possibilities
for a qualitative study of the structure of the spectrum
as a whole.

Since we use for the zeroth approximation the Ham-
iltonian of an ideal lattice and correspondingly an un-
perturbed spectral density vy(E), both the mathemati-
cal procedure of expansion in powers of ¢ and the
physical meaning of the resultant approximations are
utterly different in two cases:
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a) when E lies inside the initial spectrum vy(E);

b) when E lies outside this band.

In the first case the initial states are plane waves
with quasi-momentum k and with the symmetry of the

initial crystal. The perturbed states, in any finite order

in ¢, are superpositions of the initial waves and of
waves scattered by the impurity centers. For small

¢ such a picture corresponds to the true physical sit-
uation. For arbitrary concentrations, but small per-
turbations of ﬁo, any finite n-th-order approximation
in U, contains, as already mentioned in Sec. 2, the
concentration ¢ raised to a power not higher than n
and also corresponds to waves, partially scattered by
the concentration fluctuations.

In the second case the first approximation in ¢ cor-

responds to local impurity levels, and subsequent ap-

proximations correspond to splitting and shifts of these

levels on account of the interaction. Therefore the ini-
tial approximation corresponds here to a ‘‘gas’’ model
and gives the probability of tracing the formation of
the energy spectrum of the disordered (amorphous)
structure as the mean distance between atoms de-
creases. From this point of view the structure of the

impurity band and its evolution with increasing concen-

tration are of special interest.

Of course, it is evident beforehand that near the
singular points of v(E,c), in particular near the
boundaries E?g of the unperturbed spectral band, the
expansion in powers of ¢ ceases to be valid. Never-
theless the character of the formal expansion in the
vicinity of Egg allows us to draw certain qualitative
conclusions.

We introduce the subsidiary quantities

(P1=SP{(D(I?1)—®(H0)L ﬁ1=ﬁo+[jm

92 =Sp{D(H3) —~D(H)}), Hr=Ho+Uy-+Ur, (6.2)

which represent the variation of Sp ¢ (H) upon succes-
sive addition of one, two, or more impurity centers.

With their help it is possible to construct a power
expansion of the functional ¢ (c) in powers of concen-
tration

@)= (0)+ D anc®, =0, {D)}, {6.3)
G=qi, a=7 | w(E)[g(r)— 201 dr,
Uy = % S S ws(ry, T2){@s(ry, T2) — @a2(ry) 6.4)

— 2 (T2) — P (Ty —T2) + 3y} dry dry.

The form of the functionals «y, ay,..., has a simple
physical meaning and is obtained by taking the limit

_. 99 _pir SPA®(H)—D (Ho)Y/H _
R A AP v - =
9% . —2 /N1
w=7% = lim {_fv_zﬂm.z&: . S w (r) [z (r) — 2¢, ) dr.

For &(x)=(1/7)Im In(E —x) we get

—E(E, c)=§:jp.n (E)c™, (6.5)

567
—m=E(E), —pa(B) =5 { w() (& (B, )28 (B))dr,
_”3:3%8 S wy (1, 1) (Es(E, 1y, 1) —E5 (E, 1)
CE(B v — BB, 1~ 1)+ 3, (E)) drydr, (6-6)

& (E)= - Arg Det {1— G, (E) Uo} ™,

£ (E) = Arg Det {1 — Go(Ty +- U} ]

Evidently, as the distance r between impurity cen-
ters increases we get £,(E,r) — 2£(E) (@y{r)— 2¢¢),
and so on., This ensures the convergence of the inte-
grals in (6.4) and (6.5).

It is clear from (6.2), (6.6), ¢4,... and &,,... are
connected by the trace formulae
o= O (B 5 (B)dE,
(6.7)

92(0)={ & (B) & (B, x)dE.

The quantities ¢(E), £,(E,r),... have an ex-
tremely simple form in the case when ﬁo is a one-
dimensional projection operator ﬁo =Ue(; £)f; and
in particular in the case of a point perturbation f(r)
= 0pq. Considering that éoﬁo is a matrix of rank one
and that the elements of Go in r-space are

N 0 Eik (r—r")
(Go)rr' = 5 —ET(kT dk )
we obtain*

~G(E, it = - Arg D (B, .

Ipn),

E=E—i0, Dy=Det|du—UF (E, r)| (1< i, k<n),

e oy (Pt dk o ppr nyap
FE 0= G = [T
I(E, r)= | fe e’ "agy

En= |

E (K)=E

(6.8)
(the integral I(E) is taken over the surface E(k) = E).
In particular,
1

—’él::»n—Arg(l—UoFo),
Cgpm Lagg (U0 SO Fo=F(E (6.9)
G2 = Ea rg . L’OIJ..(- 1— UOF() ’ r— ( ] 1'). .

The coefficients of the series up{E) are therefore

we (B)=--Imn (1 — UeFy (E)),

1 UF.F__
po (B) = S w(r) Im In {1 —“—:Jm—z} dr. (6.10)
In the expression for the spectral density
Vv(E, ¢)=v(E)+ X va(E)c" (6.11)
i

the coefficients vn(E) are equal to the derivatives

d

Vg (E):ﬁ pn (E) (6.12)

*It is easily seen that the form of the determinants in (6.8)
coincides with (4.4) and could have been obtained directly from
the system (4.3).
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as is clear from the determinant £(E,c).

The form of the expressions for u,(E) shows that
vp(E) is non-zero inside the region (I) of the spectrum
of ﬁo (i.e., for the values E(k)), and also at all points
(II) outside this region for which the argument of the
logarithm in (6.10) vanishes for some r. These points
are the roots of (4.3), that is, they are impurity levels
in the presence of one, two, or more impurity centers.
We will carry out the analysis separately for these
cases. Correspondingly, in the calculation of the sta-
tistical mean values ¢ (c¢) it will be convenient tobreak
up the coefficients of the series (6.3) [i.e., the func-
tionals an(®)] into two parts

o, {D} = al (O} 4 all {D

arising from the values E in regions I and II.

2. The Spectral Density v(E, c) Inside the Zone of
the Spectrum of the Unperturbed Operator

For E lying inside the region of the spectrum of
Hy li.e., for values E(k)] evidently

FoB)= { L7 = K (B) + i1 (8),
~ _ C I(E)dE’ e |y 2dQg
K(&) = F_E I(E)y= . 3 E’I—VE—(HT (6.13)
7 (K)==

(the symbol % signifies the principal value of the in-

tegral ). This gives, for example, according to (6.10)
1. alol (E)
By = —?arct UK (E) - (6.14)*

In the following we will be interested in the behav-
ior of the spectral density in the vicinity of the bound-
ary of the unperturbed spectrum Egg Without restrict-
ing the generality of the discussion we can agree to
measure E from this boundary (for definiteness we
shall speak of the left boundary), i.e., we put E% = 0.
We normalize the local perturbation function f(r) by

Sf(r)dr=1, <2j(r)=1>

(in k-space |fi|f_,— (21)7%).
It follows from (6.13) that near E =0

I(E)=v(E)=aVE,

K(E)= ———(1+ aB). (6.15)
cr

Here Ugr is, according to (4.7), the critical value of

the perturbation, beginning with which the splitting of

the local impurity level begins. The substitution of

(6.15) in (6.14) gives near E = 0

= 7 Uler_
p(B)= —Povo (E), Bo=y_ T - (6.16)
Considering now the terms pu,(E), u3(E), ..., itis

first necessary to isolate in (6.8) and (6.10) the contri-
bution from the terms with large r, which determine

*arctg = tan ',

M. LIFSHITZ

the singularity near E = 0. For large r evidently
URF . F_ UsF . F_,
(AU R 0)2 ] ~

T UFy '
on the other hand, for small E,

§ et EK0T ar f 2 A 2 dkodk
§ P F (= = §§ e =gy

w(r)=1, ln[

_ | fi 12 dk d g (E") dE’ L
_8”38 [E—E&PE~ ~dE S =g = LiFiav (E),
| fi 144Q; g (E’YdE’ 1
gB)=@ap§ Fopt . YR =gt LE

Therefore, taking (6.10) and (6.12) into account, we
have near the boundary

v (E)= —w (Ey=—aB (VE ),
vz(E)—*vo —a%i(]/_lj)”.

In exactly the same way, for v3(E)(u3(E)) the princi-
pal terms in E are obtained by summing in the region

(6.17)

of large r; and r,. This gives
Ea(ry, r) —8&a(rs) —Ea(ra) — &2 (ry—r2) +3E,
F.F, _ F__ -+F. F._ F_,
~ III] ry rz—rln (—ir—g—UOFD);l 2 1 U('),
. . dk d2 s
D FeFrpoFor= 5 EF=rwp= age K (E)~iwe (E),

rire

from which we have near E =0

It is easy to see that for arbitrary n

o (E) ¢ = EV2 (—2) [Apo+AnE+ ...}, (6.18)

and, accurate to the principal terms in E,

(n)(E)_a(___l)nﬁ

W (B)er=(— )" B

oS VE. (6.19)

The divergence of the coefficients of the series for
vp( E) near the points E = E‘?g = 0 is connected with
the displacement and smearing of the singularity in
vo(E) when ¢ = 0. In the first approximation in ¢ the
displacement of the singularity can be obtained by sum-
ming the principal terms in E in (6.18):

V(E, C)ZZ(_ nﬁn ('”(E)—'VD(E ﬁoc)

i.e., near E we have in accord with Sec. 5

UOUcr

V(E, C):aVE—'ﬁoc, Bl): m, ﬁoc & 1. (6.20)

The previously investigated ‘‘smearing’’ of the re-
normalized singularity arises, as follows from the re-
sult obtained here, only in a higher order in ¢, and re-
quires the summation of all the divergent terms in the
expansion {6.11).

We turn now to the calculation of the statistical
mean values and the construction of the functionals
an{®}. Simple substitution of (6.18) for v,(E) into
the formal equality
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a} (@) = { v, (B)® (E)dE
i
is inapplicable, because of the divergence of the inte-
gral jPE1/2—n ®(E)dE. Therefore, prior to taking the
limit E = E —i0, it is necessary, starting from (6.5)
and (6.7), to carry out integration by parts in expres-
sions of the type

tim { @ (&) i { {3252 Y am

—(—1y S{K (E)-+ vy (E)} @ (E) dE. (6.21)
We thus get
01(0)= @)+ X ¢* { v(B) 3 an (B) 0P (E) dE
n=t k=1
- SVO(E){(D(E)—}—c(a“—{—cam—{— L)O(E)
(6.22)

e (@ ... ) (E)+ ...} dE,

N al (B)U,
M= = E) A Tk
g USEE) p 4
BT Inve (B) T U—UgFg (E)E °

All the coefficients ajk(E) in the expansion (6.22)
remain finite near E = 0

0 ()= —Bp  ap(0)= — 20

2

These formulae can be simplified much further if
we consider U, as a small quantity. Up to terms of
order U3 we have for arbitrary concentrations

() =9(0)~Us { 7(E) 0 (B)dE

+ 03 3 {C(i—c)I(E)K(E) @ (E)—%Zg(E) (D"(E)} dE. ..

(6.23)
For a point perturbation

1(B) =g (B)~v (), K(E)=

¢(c)= | v {0E)— U B

Vo (E’) dE'

E—E ° )%

(6.24)
+ U [cU—0) K (B)D (B)— 5 @ B) ]+ .}dE.J

For U, small enough we have already seen that the
impurity levels appear only if the number of impurity
centers is n ~ UO'S/Z; therefore (pI(c) coincides with
¢ (c) for any finite number n of terms in the expan-
sion in U, provided Uy < n~%3,

3. The Spectral Density Outside the Region of the Un-
perturbed Spectrum. The Structure of the Impurity
Band

Outside the interval (E[’g, Egg) it is also possible
to use formula (6.4) and (6.12) in an expansion in pow-
ers of the concentration, but a direct application of the
expression (6.10) is not very convenient. These for-
mulas take on a much simpler form if we take it into
account that each group of n impurity atoms at dis-
tances rik from one another brings about the appear-

ance of separate discrete levels Ej(ry,,...), (in our
case there are no more than n such levels), The
contribution of such a group to the spectral density
is therefore

26(E—Ei(r12...)).

For the quantities ¢n(ryy...) introduced earlier in
(6.2) this yields (outside the region I_E?g, EQg)

On(riz. ) =20 O(E: (2. - ) (6.25)

Thus, for example, if an isolated impurity atom
leads to the level E, then the coefficient ol {&} in
the expansion (6.3) for ¢ll(c) will be

all {0} = @1 = D (E,).

For two impurity centers situated at a distance r
from each other there will be levels E; 4 = Ej + €4 »(r).
Therefore

@ (1) =B (Eg—e; (r)) + D (Eg— e (r)) (6.26)

and
P = e (Eo) + 5 § w(r) (@ (By—e))
+ @ (Ey—£2) — 204 (Eo))} dr + . . .

Because of the rapid decrease of e(r) (e(r)

~ e T /py)  the integrals in (6.26) converge, and this
expansion is quite effective for any function ¢(z) that
is smooth enough. Corresponding to this expansion we
have a formal decomposition of the spectral density in
region II:

N

V(E, ¢ = S (E—Ep) -5 | w(r) B(E—Ep—sy)

48 (E—Ey—e5)— 28 (E—Eg)ydr+ ... (6.27)

Such an expansion is meaningless in the immediate
neighborhood of E;; however, at small distances ¢
= Ey—E from this point we have

v(E,—e, c)=—672—1}7(s)—j- ey

QE)=

g; (g
For small €, that is at large distances r, w(r) = 1.
If the interaction is spherically symmetrical {i.e.,
€i = €ij(r)], then

w{r)dr. (6.28)

P (e)= —5‘{?-7(181—("3 1), ()=« (6.29)

For short-range perturbations (in particular, delta-

functions) €j{r) ~ e *T/r, ie.,, rj~ —a"tln | e},
and consequently for small €

2%, In?le!

3 ad gt

(6.30)

v{Ey—e, )=

i.e., the result obtained earlier in @.33). Formula
(6.30) holds only for sufficiently small €, correspond-
ing to large distances «r > 1. On the other hand, if
€ becomes of the order ¢;j (c1¥3) that is, of the order
of the level shift, due to the neighboring center, by an
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average distance T ~ 0'1/3, then all distances between
impurities turn out to be of the same order of magni-
tude and thus ‘‘pair collisions’’ no longer provide the
principal contribution to the spectral density. There-
fore in the region | €| < € (¢™¥/3) the expansion (6.27)
is meaningless, and the spectral density in the region
of the concentration smearing of the level E; is de-
scribed by the formulae of Sec. 4. This means that
not only the level E; but each discrete level, even
one due to ‘‘pair’’ collisions of two centers €((r), has
a concentration width A (In (1/A) ~ ac~1/3),

In view of the discrete nature of r, we arrive thus
at the following structure for the impurity band arising
from the splitting of the level E; (e = 0). For ¢—0
the point € = 0 corresponds to levels of isolated im-
purity centers and possesses a ‘‘strength’’ c¢. The
points ei,z(r) are discrete levels with ‘‘strength’’ cl
[i.e., they give a contribution c%6(e ~€(r)) to v(E,c)l;
these levels possess a limiting condensation point
¢ = 0. Each level 61'2(1‘) is a limit point for the levels
€(ry, ry), which correspond to ‘“triple collisions’’ of
the impurities and have ‘‘strength’’ cd, and so on (cf.
Fig. 8a). However we have seen that the interaction
with distant impurities [the calculation of which is al-
ready outside the degree of approximation of (6.27)]
leads to concentration broadening of each discrete
level and smears out this ‘‘fine structure’’ of the band.
It is evident that the fine structure of the split levels
is retained only in the energy region where the dis-
tances between neighboring discrete ‘‘pair’’ levels are
6€ » A (A is the concentration width of the level ).

v(E¢s)

a ’
M@Mﬂwﬁ

£

1

1

1

|

i

b !
4 £

£

FIG. 8. Schematic variation in structure of the impurity band
with concentration.

The distance between neighboring levels is found from
the condition

4rr? —ddL Se~1.
£
Therefore fine structure of the band exists when

Adnr? % & 1.
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For € ~ e % we get the condition for the resolvabil-
ity of the maxima:

e = Epe ™z, zx=ac Vs> 1. (6.31)

For a gradual decrease in the energy of the local
perturbation U(r), we have e(r) ~ U(r) ~ Ulr‘k and
r{e) ~ (Uy/e )Uk, and the condition for the resolvabil -
ity of the maxima is e > Uc?/3(k-3),

As the concentration increases the maxima ‘‘fill
out’’ and the fine structure of the band disappears (cf.
Figs. 8b,c).

All the preceding quantitative estimates and formu-
lae relate to the case of comparatively distant ‘‘colli-
sions’’ of the impurity centers, r > 1. We now discuss
in somewhat greater detail the situation at small dis-
tances r ~ 1, The distinguishing feature of small dis-
tances is that the strong influence of a close neighbor-
hood of the impurity centers can lead to the disappear-
ance of part of the levels due to the splitting of Ej, or
on the contrary to the appearance of discrete levels in
those cases when an isolated atom does not give rise
to a local state. The latter has already been discussed
in Sec. 5 in connection with questions of ‘‘fluctuation-
type’’ levels. We consider again equation (4.9) for
levels in the presence of two centers at a distance r
(as before, for definiteness we put U; < 0 and con-~
sider levels on the left of Ef = 0)

1—UJFy(E)y=+UF (E, r). (6.32)

For |Up| > Uep and r > 1 this equation has two
real roots. One of these roots tends with decreasing
r to the boundary Egg = 0 and vanishes for r <ri

1

&1 (6.83)

|F O, m)|=7-—

The equation written down for r| always has a so-
lution if |F(0,0)| = 1/Ugp and | F(0, )| = 0. How-
ever, because the possible values r are discrete, we
obtain a meaningful solution for the equation only if
rg > 1.

For |Ug| < Ugy, on the contrary, the first real root
of (6.32) appears when r < rf;, where

| F (0, ré)]:‘—UL (Uy < 0). (6.34)

"_*L
0 Uer
This equation (6.34) has a solution if Uey/2 < | Uy
< Ugy; for Uy < |Ugy /2| a discrete level appears
only for a cluster of three or more impurity centers.
These simple remarks lead to several qualita-
tive corollaries concerning the structure of the spec-
trum. If (6.33) and the analogous equations for a large
number of centers have no solution ri > 1, then all the
levels arising from the splitting and shift of E; remain
outside region I, and consequently the impurity band is
separated from the ground state zone. Since the influ-
ence of subsequent additional centers on the level shift
decreases rapidly with the increase in their number,
the existence of a split-off impurity band is deduced
in practice, generally speaking, by an analysis of lev-
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els with two or three impurity centers. For ri > 1
the impurity levels can approach the boundary of re-
gion (I) and there is no gap between bands in this case.
For |Ug| < Ugyp as already mentioned, impurity
levels are produced only by a whole group of two or
more impurity centers. Qualitatively, all the con-
siderations concerning splitting and smearing used
earlier for the level E; are applicable to each such
level E;. The difference is that the remote isolated
impurity centers, which cause the shifts and splitting
of the ‘‘collective’’ level E,, are ‘‘extraneous’’ im-
purities with respect to this level, and therefore the
splitting and smearing of the level is determined by
the much simpler formulae (4.26) (of course the
smearing width is of the same order). Such levels
evidently can also lead to a split-off impurity band;
this is, however, significantly less probable since
the minimal cluster of impurity centers, which brings
about the impurity level, is determined by a level sit-
uated near the houndary (this level does not reach the
boundary itself only because r is discrete). There-

fore it is most probable that the influence of the farther

neighbors will bring about an overlapping of these
bands. If the band brought about by such a collective
level turns out to be split-off just the same, then its
integrated spectral density is of a higher power in the
concentration, (for a ‘‘two-particle’’ level, ~c?).
Finally, it follows from the foregoing that both for
|Ugl < Ugp and for |Uy| » Uyy it is possible, in prin-
ciple to have cases where some discrete ‘‘two-par-
ticle’’ levels form their own non-overlapping bands
of integral ‘“strength’’ c?, along with a principal band
containing the level E, and having a ‘‘strength’’ ~c.

7. SOME OTHER MODELS OF DISORDERED STRUC-
TURES

In conclusion we discuss the question of some other
approximations and models of disordered and amor~
phous structures, which are also possible within the
framework of a random chaotic potential of an external
field (or random parameters in a system with coupled
oscillator ).

We begin with an analysis of the physical meaning
and role of the approximations used in the model we
assumed for the solid solution. Without dwelling on
qualitatively inessential details [ for example the as-
sumed absence of a mutual ‘‘polarization’’ of the im-
purity centers, i.e., the assumption Uj= Uy(r —rj)],
we shall discuss only the fact that the possibility of
representing the Hamiltonian H in the form (1) A
= ﬁo + Eﬁj appears at first glance to be tantamount to
the assumption that the replacement of some of the
atoms by the disordered impurity centers does not
change the geometric distribution of the lattice sites.
Actually, however, the situation is not that bad: in a
three-dimensional crystal where displacement fluctu-
ations are bounded, ﬁo can be taken to correspond to
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a new averaged parameter of the solution unit cells,
and we should speak only of local fluctuation distor-
tions of the lattice near the impurity centers. Evi-
dently, these distortions can be included in the defi-
nition of the potential Uj,; for example, a convenient
method is simply a redefinition of the coordinate sys-
tem corresponding to the distorted crystal planes. It
is clear that such a refinement does not lead to quali~
tative changes in the model; in particular, this can be
seen from the fact that the smearing of the discrete
density w(r) = Z6(r ~n) at large distances (i.e., the
replacement of W(I‘)|r_.°° by the continuous distribu-
tion w(r) = 1) does not change the results in the more
sensitive region, near the singular points.

It follows that the ‘‘bare’’ crystal structure only
determines the spectral structure and the distribution
of the singularities for ¢ — 0, but does not appear at
all for ¢ ~ 1. This can be seen even from the fact that
when the initial Hamiltonian is isotropic (e.g., I:IO
= —A/2u = k¥/2i1) the character of the structure and
of the singularities of the spectrum is the same. How-
ever, since this investigation is carried out sufficiently
thoroughly only for small concentrations, or small per-
turbations U, it is interesting to find other models of
disordered or amorphous structure which allow a sim-
ple analysis.

In some respects a contrasting model of an aperi-
odic (amorphous) structure is a system which is al-
most crystalline in each small region, but whose pa-
rameters (size and direction of the lattice vectors,
potential distribution, etc.) vary slowly from point to
point, Such a model allows essentially different inter-
pretations:

(a) There exists ‘‘topologically’’ a single crystal
lattice which we can take as the fundamental (integer-
valued) coordinate grid; this grid however, is curvi-
linear and not isometric, and changes appreciably at
large distances (cf. Fig. 9a). Point defects (vacan-
cies, extra atoms, etc.) which do not violate the topol-
ogy, can exist in such a system. A system of this type
is essentially a deformed crystal and is not of special
interest as a model for an amorphous solid.

(b) —(c) The point-to-point variation of the crystal
structure is due to violation of the ‘‘topology’’ of the
crystal (coordinate) grid. Such violations can be pro-
duced by one-dimensional defects like dislocation loops
(b) or by two-dimensional defects like discontinuity
surfaces between regions differing somewhat in orien-
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FIG. 9. Models of ‘slow’ variation of a crystal structure.
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tation and parameters (¢c) (cf. Figs. 9b,c). The first
of these two types is qualitatively closer to an imitation
of an amorphous structure; a gradual transition to the
general case of an amorphous structure is obtained by
increasing the density and decreasing the diameter of
the dislocation loops. The second type of violation is
characteristic of a finely-dispersed polycrystal with
small disorientation of the neighboring crystallites. As
the size of these ‘‘crystallites’’ is reduced, the distinc-
tion between the two cases, of course, disappears. It is
precisely cases (b) and (c) which are of interest as
models of an ‘‘amorphized’’ structure.

The small parameter in this model is the quantity
1/% where % is the characteristic length over which
an appreciable variation in structure occurs. There-
fore in the zeroth approximation in this parameter the
Hamiltonian of an elementary excitation for all three
cases (a)—(c), can be written in the form

H=e(p, r), p=k (h=1), (7.1)

where e(p,r) is a dispersion law periodic in p for a
quasi-particle in the crystalline lattice existing in the
vicinity of the point r. The dependence on the coordi-
nate r enters through the lattice-period vectors and
the other parameters characterizing the crystal struc-
ture near r. We shall not analyze the many interesting
properties of such particles, but we shall formulate
certain simple results which we need and which are
evident practically without any calculation.

For p >» 1/%, p and r can be regarded in the
zeroth approximation as c-numbers. Therefore the
possible energy levels of such a system are determined
by the range of values of the function e(p,r ) (cf. Fig.
10), and the states are determined by the classical
mechanics of a particle with the Hamiltonian (7.1)

e oe
V=r=—— P=

o x —. (7.2)

In the first (quasi-classical) approximation the
wave functions are also defined by the classical form
of e(p,r) and the order of writing the non-commuting
operators p and r in the complicated function €(p,r)
does not matter. Thus, for example in the one-dimen-
sional case, it is easy to integrate the classical equa~
tions (7.2) and we obtain

e (p, z)= E=const,

dz

oxr = E), 7.3
s =4 P=r E) (7.3)

the wave function in the first approximation is evidently
Pp=c(z)es,

c@=v""(p E), 3 S={p B)de (1.9

(S is the action). This equation is the result of the
fact that probability |¢|? in the classically allowed
region is

|pi? dx ~ dt,
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from which (7.4) follows. For example, if

e(p, r)=A+Bcosap; A, B, a=A(z), B(z), a(z), [(7.5)
then
v(p, 2)=al)/B®— (E — A)?,
whence
¥~ 0=V (2) (B @) — (B — A (2)) e eiS,
S= K arccos (E_BA (7.6)

The level density, is determined, in accordance with
the quasi-classical character of motion, by the volume
of phase space for a given energy interval (cf. Fig. 10).
Therefore, if for a given crystal structure (o) the
density is vg (E), then in the averaged spectral den-
sity

v(E)=vo(E)=

S ve (E) ¢ (a)da = lim - S v(E, ) dr

Vo Ty
vg (E) has a weight p(«), equal to the relative volume
of the regions occupied by this structure. Upon aver-
aging over the volume (i.e., over a), the initially split
bands may remain split, or may overlap.

It is clear from the equation e(p,r) = E that both
finite and infinite classical motion can exist (cf. Fig.
10). For finite motion the rules of quantization in the
first (quasi-classical) approximation also do not re-
quire precise specification of the non-commuting op-
erators in e€(p,r) (generally this follows from the fact
that the energy levels are real, but h enters in the
commutation conditions in pure imaginary combina-
tions ). This quantization turns out to be important in
practice only near states corresponding to extrema of
the energy in the bands. In the mean, the contribution
from these levels is vanishingly small everywhere ex-
cept around the true boundary of the spectrum. The
behavior of the spectral density at this boundary is
linked with the finite motion at the bottom of the band
in the section where this band lies deepest. For the
determination of v(E) at this boundary we need to
make definite assumptions about the distribution of
the regions with a given crystal ordering. Thus, if
Eg is the boundary (i.e., the bottom of the lowest
band), and V ~ L% ig the size of the region with a
structure corresponding to such a band, then the cor-
responding level is, as indicated before,

E—Egm -

£

; ///////////// T

,IIIIIIIII/////////////
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FIG. 10. Band of allowed energy values as a function of one of
the coordinates (for ‘slow’ variation in crystal structure) E, and
E, correspond to finite motion.
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Therefore if p(V) is the probability that the region of
the required structure has a volume V, then near Eg
we have as before, in order of magnitude,

V(E)~p(n(Eg—E)~30),
and for p(V) ~ eV

v(EYy~exp{—AM(E;—E)~%2}, A=wuny.

Thus the whole program formulated above for the
study of classical motions and quasi-classical states
and for the determination of the averaged spectral den-
sity can be carried out in the zeroth approximation and
partially in the first approximation in 1/£, provided
that there is a concrete definition of the structures («)
and definite assumptions are made concerning the dis-
tribution of these structures [i.e., concerning the
probabilities p(a)].

So far we have dealt only with consequences result-
ing only from a ‘‘classical’’ specification of the Hamil-
tonian €(p,r), connected with a local structure, with-
out requiring an explanation of either the microscopic
variation of this structure [variants (a), (), and (c)]
or the genesis of this local dispersion law. Both are
necessary to define more precisely the operator
€(p,r) and the corrections to it in the non-quasi-
classical approximation. Such a refinement is needed
for the determination of the scattering and damping of
waves corresponding to quasi-classical motion, and is
quite important when one is interested not only in ther-
modynamic but also in kinetic problems. Of course,
variants (a), (), and (c¢) differ radically with respect
to scattering and damping: variant (a), which describes
a deformed crystal, corresponds fo an ‘‘adiabatic’’
variation (with respect to the small parameter 1/%)
of the periodic field and leads to exponentially small
damping. The damping in the more interesting models
() and (c) has a power-law order and needs a separate
investigation.

A unique case, apparently one of the most interest-
ing, occurs when the crystal structure in the zeroth
approximation differs at different points only in orien-
tation, and rotations result from the one-dimensional
and two-dimensional defects already considered. Inas-
much as the spectral density cannot depend on the
crystal orientation, v(E,r) does not depend in the
zeroth approximation on r and coincides with the
spectral density vy(E) of an ideal crystal. Therefore
in this case the difference between v(E) and v (E)
is wholly determined precisely by the difference be -
tween the Hamiltonian A and the quasi-classical
Hamiltonian €(p,r).
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The entire content of this section is extremely
schematic and is aimed principally at clarifying the
situation connected with the application of such a model
of an amorphous body, and not at all at constructing a
detailed theory of the model. We therefore restrict
ourselves in this paper to what has already been said
and we abstain from any further analysis of either this
or any other possible model.
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