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INTRODUCTION

xiLTHOUGH the interference phenomena considered
in this review are intimately related to some of the fun-
damental principles of quantum mechanics, it is only
relatively recently that they have been investigated in
any detail. This field has been developing rapidly be-
cause interference methods are found to be unusually
precise, in addition to being simple and sensitive. Be-
cause they are very general, interference methods are
not limited to atomic physics, but can be used to study
the properties of nuclei and elementary particles as
well. Moreover, the scope and generality of these
methods is such that the same general approach can
be applied to situations that appear to be unrelated at
first galnce. For example, the relation between the
decay of the 2S metastable state in the hydrogen atom
and the conversion of K° and K° particles is not im-
mediately obvious. Similarly, the relation between the
magnetic depolarization of resonance radiation of
atoms and the determination of the nuclear quadrupole
moment by superposition of levels or, say, the rela-
tion between the Mossbauer effect and certain details
of specular reflection of light etc. are not directly
apparent.

It is therefore desirable to compare various inter-
ference methods and to try to interpret them from a
single point of view. This approach assumes, obvi-
ously, that although the effects are already more or
less familiar, it is still useful to find a unified ap-
proach to this general kind of problem. We cannot hope
to delineate all, or even only the important, interfer-
ence effects that occur in quantum transitions. The
scope of the present review also makes it impossible
for us to consider various technical details, although
these are extremely important. For this reason the
review does not contain a full bibliography; the refer-
ences are primarily to work of general nature and to
other review papers.

1. INTERFERENCE TRANSITIONS BETWEEN STATES
OF NONRADIATING SYSTEMS

Atoms which exhibit hyperfine structure or nuclei
with nonzero spin located in an external magnetic field
are examples of systems with split energy levels. Such
systems can occupy close-lying energy states. Unless
the contrary is indicated, we assume for simplicity
that the splitting is double splitting. The wave function
and energy of one of the states are denoted by ψί and
w t; the same quantities for the other state are denoted
by 1рг and w2. In large ensembles it can usually be a s -
sumed that some systems are in one of these states
and the remainder in the other. This approach yields
correct results only when used to describe effects a s -
sociated with each of the states individually and may
not be accurate under certain circumstances; this is
the case when one considers various interference ef-
fects, the analysis of which is the subject of the pres-
ent review.

The state of each of the systems is described by a
wave function

where coj = Wj/K and ω2 = w2/fi while the complex
numbers a t = | a t | e i ( 5i and a2 = | a21 ei<52 are deter-
mined by the conditions of formation of the system
(| a t | 2 + | a 2 1 2 = 1). In addition to treating the inco-
herent mixing of two stationary states, we shall be
interested in treating the superposition of such states
corresponding to nonstationary situations. We wish to
emphasize that the nonstationarity is the most impor-
tant feature of the entire analysis that follows. It
means that the properties of the system change with
time.

We can introduce, in addition to ψι and ψ2, any
other pair of orthonormal functions, for example,

(2)
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The wave functions ψ-^ and ψ2 are eigenfunctions of the We now assume that the system is stable, that is to

energy operator W corresponding to the eigenvalues
w t and w2. The wave functions φγ and φ 2 are eigen-
functions of some other operator Ε whose physical
significance depends on the actual form of the system.
We denote its eigenvalues by e t and e2. The relations
in (2) can also be written in the form

(2')
/2 ' T i γι -

Substitution of this relation in (1) yields

ΐ'

It follows from (1) that the probabilities

that the energy assumes the value
by

,
and

or w2 are

(3)

p™
given

(4)

Each of these probabilities is independent of time. The
analogous probabilities p e and p e , on the other hand,
depend on time. It follows from (3) that

(4')
+ Ι α2 Γ — 2 | й 1 j |a21 cos (Ω/ + δ)},

where Ω = ω^ — ω2 and δ = 6j — <52.
The expression in (4') means that the system makes

periodic transitions from state φ^ to state φ 2 and vice
versa; Μ this feature appears especially clearly when
I aj | = I a21 = V2. * Analogous transitions will obviously
occur for any other quantity whose operator does not
commute with the energy. It should be remembered
that the nature of the splitting can be modified by phys-
ical conditions; for example, if the nature or direction
of an external field is changed, then a quantity that
commutes with the energy can become a nonstationary
quantity and undergo transitions from one state to an-
other as described above.

Assume that the system exhibits a doubly degener-
ate level which is easily split by "switching on" a per-
turbation 3C. Suppose that the time-independent wave
functions ψι and ip2 correspond to two orthonormal
states of the system. An arbitrary state of the system
can then be written in the form

As is well known, the functions bj(t) and b 2 ( t ) , which
describe the change of χ in time, satisfy the equations

. db.
l I = ,

^ (5)

*In actual cases this process may be suppressed by various ran-
dom interactions that will be discussed below.

say, that it cannot decay into another state. Then the
perturbation operator 3C is Hermitian, the quantities
a n and a 2 2 are real, and ai2 = а2±. In this case the
stationary solutions of (5) are

(6)

«12
α 2 2 — ο

The corresponding energies are

и*, = «Η±α» ±

The nature of the stationary states depends on the r e -
lations between allt a22, and a 1 2, If a 1 2 = 0, then
R = 0 and the original states ipi and ψ2 a re stationary.
If Оц = a22 and a12 * 0, then R = 1 and the states
given below are stationary:

φΐ2 = τ = ( Ψ ι ± Ψ ί ) ·

The states ψ^ and ф2 are already nonstationary and
the system makes transitions from one to the other
with frequency R/ | οΐχ2 \.

We now consider some examples. The energy of a
nucleus with spin V2 located in an external magnetic
field Η can assume the two values а ц = μΗ and α 2 2

= — μΗ, where μ is the magnetic moment ( a 1 2 = a2t

= 0). The eigenfunctions

* - « ) · * - ( ! )

correspond to definite projections of the spin (+ У2 and
-V2) on the ζ axis, which are conserved in time. The
operator associated with the projection of the spin in
any other direction, say the χ axis, is not an integral
of the motion. The corresponding wave functions

ι / ι л l / i

are related to ψι and φ 2 in accordance by (2) and the
projection of the spin on the χ axis varies periodic-
ally from + V2 to -V2. If the field is now directed
along the χ axis the projection of the spin on this axis
is conserved in time while the projection on the ζ
axis varies in the manner indicated above.*

The decay of π+ mesons results in the appearance
of μ+ mesons that are fully polarized in the direction
of the momentum (z axis). After it slows down the μ+

meson and an electron of the moderator material form

*In these cases one usually talks about precession of the nuclear
spin in the magnetic field. This effect has been investigated in de-
tail in connection with nuclear magnetic resonance and nuclear quad-
rupole resonance (cf. for example, [2>3]). The precession of atomic
angular momentum is discussed in [*].
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a so-called muonium atom, which is the analog of the
hydrogen atom with the role of the proton being played
by the μ+ meson. The electrons of the moderator are
not polarized. Hence, in half of the cases muonium is
formed with the projection of the total momentum on the
ζ axis equal to + 1 . In the remaining cases the projec-
tion of the total momentum is zero. The appropriate
wave function is

where φ1 is the wave function for the singlet state
(total momentum 1 = 0 ) , and φ2 is the wave function
for the triplet state ( 1 = 1 , I z = 0). The singlet and
triplet states are stationary states in this case; the
energies of the two states are somewhat different be-
cause of the interaction of the magnetic moments of
the μ+ meson and the electron. Hence, in time the
original wave function ψ^ is converted into the func-
tion

ι ,,

which is then converted back into φ^ and so on. The
state φ 2 is also characterized by I z = 0, but the mo-
ments of the electron and μ+ meson are in opposite
directions, in contrast with φ ι . This process results
in depolarization of the μ+ mesons but does not affect
μ+ mesons which form muonium with I z = 1.*

If there is a very strong magnetic field parallel to
the moment of the μ+ meson the interaction.between
the spins of the μ+ meson and the electron can be
neglected. Under these conditions, in addition to the
states with definite total momentum (i/ij and ф2) there
are stationary states characterized by fixed projections
of the spins of the individual particles (ψι and φ2).
The depolarization vanishes completely and φ ι ^ φ 2

transitions are replaced by periodic transitions of the
singlet state into the triplet state and vice versa
Ψι ̂  Ψι· Ь1 the general case the stationary states and
the corresponding energies are determined by the r e -
lations in (6) and (7), in which огц = Ej, a22 = E2 and
a i2 = a 2i = (Mi + Мг)Н- Here E t and E2 are the ener-
gies of the singlet and triplet states while μι and μ2

are the magnetic moments of the electron and μ
meson.

Another pertinent example is furnished by the NH3

molecule. Roughly speaking the hydrogen atoms are

•Under actual conditions there are complications associated with
the possibility of several successive substitutions of the electrons
that make up the muonium (cf. [s~"·121]). The degree of depolari-

zation of the μ meson also depends on the magnitude and sign of

the polarization of the electrons in the moderator. It is possible that

this effect could be used as an additional method for determining

the direction of the spin of μ mesons formed in πμ decay processes.

Slowing down of μ' mesons in matter results in an analogous de-

polarization associated with the interaction of the spins of the μ"

meson and the nuclei in the mesic atom.

located at the vertices of an equilateral triangle while
the nitrogen atom is located along the normal to the
plane of this triangle which passes through its center.
There are two states of stable equilibrium with the
nitrogen atom located on one or the other sides of the
plane; these states are separated by a "potential bar-
r i e r , " Let one state be denoted by the wave function
ф ! and the other by ψ 2. If the barr ier were impene-
trable both states would be stationary and have the
same energy. However, there is some barr ier pene-
tration and this results in a small splitting of the
levels (an = α2 2> α 1 2 * 0). The states

are stationary while the states φχ and ip2 are period-
ically converted into each other. L'3

If the hydrogen atoms are replaced by three differ-
ent singly-valent complexes we obtain a molecule with
spatial properties similar to those of ammonia. In gen-
eral such a molecule will be optically active; if it r o -
tates the plane of polarization to the left in the ψί state
it will rotate it to the right in the ψ2 state. Assume
that at the initial time the molecule is in the left-
handed state 0j; it follows from what has been said
that it will rapidly be converted into the right-handed
state ip2 and then back. The actual observation of
these transitions may be difficult because of an i r r e -
versible transition into the thermodynamically more
stable state in which the right and left-handed states
are mixed in equal parts.

2. EFFECT OF RADIATION ON INTERFERENCE
TRANSITIONS

Let the level splitting we have been considering be
associated with an excited state of some system. Tran-
sition to the ground state is then possible via the radi-
ation of a photon, β decay etc. Two questions then
arise: 1) what is the effect of radiation on the inter-
ference properties of the original excited state, and
2) what are the interference properties of the radiation
itself?

Consider the first question. According to (6) [ de-
pending on the type of perturbation] the excited state
is split into two or more pairs of basis states χ4 and
χ2. It can be shown that the radiation mechanism and
the mean life time τ = λ"1 are essentially the same
for all of these states. As examples consider Zeeman
or hyperfine splitting in an excited nucleus, quadrupole
or Zeeman splitting of an excited nucleus, the splitting
of muonium into the triplet and singlet states, and so
on. * It is clear that all of the results obtained above

*In the cases listed above the fact that the lifetime does not
depend on the structure of the excited state is a direct consequence
of the isotropy of space: the emission mechanism in the atom or
nucleus or the decay mechanism in the μ meson cannot depend on

orientation in space.
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hold in cases of this kind, with the further requirement
that the probability of finding the system in any of the
considered states must fall off exponentially with time.
Mathematically this conclusion follows directly from
the fact that the relations in (5) are replaced by

^
(5')

A more interesting case is the one in which the life-
time and decay mode depend on the structure of the ex-
cited state. They thus become, in certain respects,
characteristic features of the state much in the same
way as the total momentum of the system or its pro-
jection in some preferred direction. This is best ex-
plained by concrete examples.

We start with the excited state of the hydrogen atom
in which the principal quantum number is η = 2. To
eliminate certain unimportant details we assume that
the electron and proton are spinless point particles
(a more exact analysis can be found in ^ 1 0 ^) . There
then is a degeneracy since the 2P and 2S states have
the same energy. The orbital momentum of the first
of these states is unity and the state is characterized
by a rapid one-photon transition (т^ ~ 10 ~9 sec) to
the IS ground state. The 2S and IS states do not have
orbital momenta and the one-photon transition 2S —• IS
is forbidden. The only allowed transition from the 2S
state is via a two-photon process corresponding to a
life time т2 ~ 10"1 sec.

In the excitation process hydrogen is formed in a
state which, in general, will be a superposition of the
2S state (wave function ψ1) and the 2P state (wave
function фг). In the course of time the 2P state van-
ishes rapidly via one-photon decay leaving only excited
atoms in the metastable 2S state. Further decay can
occur only via the emission of two photons.

The degeneracy is lifted if account is taken of the
fact that the proton is not a point particle but is of
finite size. The 2S and 2P states remain character-
istic states as before but now correspond to different
energy values w t and w2. It is evident that in prac-
tice this situation will not be described by the process
of successive decay alone. The general form the wave
function of the system can be written

* т г ' - й * '

(1')

whence it follows that the probabilities of finding the
system in the 2S and 2P states

(8)

are different decaying function of time.
We now consider the wave functions φ 1 and φ 2 ,

which are related to # t and ψ2 by (2) and (2').* Ob-

*The 2P state is triply degenerate in terms of the projection of
the angular momentum m. In what follows we only consider states
characterized by m = 0.

viously, the corresponding states are not character-
ized by definite values of the orbital momentum or a
definite mode of decay. On the other hand, in contrast
with the #j and ф2 states (2S and 2P), these states
have, as is well known, an electric dipole moment q
which is of the order of magnitude of the product of
the electron charge by the linear dimensions of the
hydrogen atom.* In the ψ^ state the dipole moment
is along the ζ axis and in the φ 2 state it is in the
reverse direction.

In this case, expanding the wave function character-
izing an arbitrary state in terms of the wave functions
φ j and φ 2 we have

+ аге
~ - * ' }

(3')

Hence, the probability of finding the system in a state
with positive or negative projection of the electric di-
pole moment along the ζ axis is given by

+1 a21 a1\\a2\e 2 cos (Ωί + δ)},

λι+λ2

О)

T h e e l e c t r i c d i p o l e m o m e n t i s n o t c o n s e r v e d i n t i m e ;

i t s p r o j e c t i o n o b e y s t h e r e l a t i o n t h a t d e s c r i b e s a

d a m p e d o s c i l l a t i o n . F o r e x a m p l e , a s s u m e t h a t a t

t = 0 the atom is in the φ ι state, that is to say, a t

= a2 = 1/V~2. In this case (9) becomes

Pp - i i e - W + r - W - j - ^ ' c o e Q t } ' I ( 9 °

At the initial time p q - = 0, pq+ = 1; in the course of
time the φ χ and <p2 states then periodically exchange
places and the entire process gradually decays in time.

There is another noteworthy point. We first neglect
decay and again assume that the proton is a point par-
ticle. The system is degenerate: the 2S and 2P states
are stationary, as is any linear combination of these
states; in particular, φ χ and φ 2 are stationary. Taking
account of the finite dimensions of the proton leaves
the 2S and 2P states as stationary states but makes
the ψι and <p2 states nonstationary. However, if the
proton is a point particle and the atom is in an electric
field E, the degeneracy is lifted in a different way. The

*The electron wave function is even in the 2S state and odd in
the 2P state. In both cases the charge density is an even function
so that the dipole moment vanishes. These considerations obviously
do not apply to the φ ί and φ2 wave functions, each of which has
both an even and odd part.
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ψι and φ2 states remain stationary with the cor re-
sponding characteristic energies differing from the un-
perturbed value by ±qE. The 2S and 2P states be-
come nonstationary and exchange places periodically.
In the general case, i.e., a hydrogen atom with a pro-
ton of finite dimensions located in an external electric
field, both pairs of states (the φ ί and φ 2 states as
well as the ^ and ф2 states) are nonstationary. The
behavior and properties of this atom are given by Eqs.
(5) —(7) with α 1 2 = «2ΐ = qE, while a t l and cn22

 a r e

equal to the characteristic energies of the 2S and 2P
states with the external field switched on. If we now
take account of decay the original equation (5) be-
comes somewhat more complex:

I —тг" = <Ϊ210χ ""Γ Ct2202 — ^ ~~п~ 2· Ιdt Ζ J

To avoid a rather lengthy but completely straight-
forward analysis of the general behavior of the solu-
tions of (10) we consider a particular case qualita-
tively. If there is no Ε field only one metastable state
will remain after a short time no matter what the ini-
tial conditions are. If an external electric field is ap-
plied, this state is no longer stationary but makes a
transition to the 2P state, after which a rapid one-
photon transition to the IS ground state is allowed.
Thus, switching on a sufficiently strong electric field
causes a rapid quenching of the 2S metastable state
via a decay mode which is not a natural one (emission
of a single photon!). This result has recently been
verified experimentally. E11^

Although we have considered in detail the behavior
of the excited hydrogen atom, the effect in question is
found in other systems. Similar properties are ex-
hibited, for example, by positronium in the ground
state (a detailed review is given in ^12H). Depending
on the mutual orientation of the spins of the electron
and positron we can distinguish orthopositronium
(spins parallel, total spin equal to unity) and para-
positronium (spins antiparallel, total spin equal to
zero) . Both states are stationary with characteristic
energies differing somewhat because of the interaction
of the magnetic moments of the electron and positron.
The orthopositronium is quickly annihilated, producing
two γ photons (τ ~ 10~10 sec); the parapositronium
annihilates much more slowly (τ ~ 10~7 sec) and then
only by decay into three γ photons. The application
of an external magnetic field causes an additional in-
teraction between this field and the moment of each
particle. As a consequence the ortho and para states
of positronium are no longer stationary and the system
makes periodic transitions from one state to the other.*

*In a very strong field the interaction between the electron and
positron spins can be neglected and the stationary states are those
whose wave functions are proportional to the sum and difference of
the wave functions for ortho- and parapositronium (here we consider
only positronium with zero projection of the spin in the field
direction).

It follows from what has been given above that there
is a rather far-reaching analogy between the behavior
of positronium and the excited hydrogen atom. The
ortho and para states correspond to the 2S and 2P
states; the spin-spin splitting is analogous to the split-
ting associated with the finite dimensions of the proton;
the application of a magnetic field corresponds to the
application of an electric field. Qualitatively all the
properties of positronium follow from Eq. (10) in which
an and a 2 2 equal the characteristic energies for ortho
and parapositronium (without an external field) while
αί2 = α2ΐ = ΜΗ, where μ is the magnetic moment of the
electron. In particular, one expects that the application
of a magnetic field will cause long-lived parapositro-
nium to rapidly annihilate into two γ photons. It has
been shown experimentally that this actually happens.
[12,126]*

A similar, very important example is furnished by
the neutral К meson, f22^ The K° and К° mesons
formed in collisions of high-energy particles have
definite values of the so-called strangeness number
(S = +1 and S = — 1) and, as a consequence, interact
differently with matter. On the other hand, definite
kinds of pion decays are attributed to the so-called Kj
and K2 particles rather than the K° and K° mesons;
the wave functions of the former are related to the
wave functions for the K° and K° mesons by expres-
sions similar to those in Eqs. (2) and (2'):

(11)
V2

1 / 2

V2

V'2
(11')

The K° particle decays rapidly into two π mesons
(TJ ~ 10"1 0 sec) while the decay of the K2 particle,
which decays into three π-mesons, is much slower
( T ~ 10~7 sec) t .

It follows from PCT invariance that the K° and K°
mesons cannot have different masses. This statement
does not apply to Kj and K2 particles, whose masses
mi] and m2 can differ from each other. Thus, in a c -
cordance with Eq. (11) the K° and K° mesons should
be converted into each other periodically. For ex-
ample, if a K° meson is formed in the original nuclear
reaction, the probability that it will remain a K° meson
or that it will be converted into a K° meson is given
[by analogy with Eq. (9')1 by the expressions

*In the formation of positronium it is possible that the 2S excited
state will be produced in addition to the IS ground state. In this
case the analogy with the properties of the hydrogen atom becomes
still stronger. In particular, the application of the electric field
causes a transition to the 2P state with a subsequent radiative
transition to the IS state. This process increases the number of
fast two-quantum annihilation events and can evidently be used for
experimental observation of positronium in the 2S state.

tFor simplicity we neglect neu or πβμ decays; these will be
considered below.
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, |
(12)

w h e r e Aj = l / T t , λ 2 = 1/τ2, Ω = ( m j - т 2 ) / Й с 2 . *

T h e t r a n s i t i o n c o n s i d e r e d h e r e c a n b e o b s e r v e d b y

studying nuclear interactions of neutral К mesons: for
example, hyperons are formed only by virtue of the
presence of K° mesons and the probability of genera-
tion of these particles is proportional to pgo. Another
method relates to the observation of πβν and τμν de-
cays since the K° mesons can decay only via v~e*v
and π"μ+ν while the K° mesons can only decay via
π*β~ν and v+μ~ν. Experimental observation of
K° 5= K° transitions allows us to determine the mag-
nitude of Am = | m t - m21 which, as has been explained,
is approximately 1013 times smaller than the mass of
the К meson, t

It is evident that the picture for the neutral К
meson is very much the same as that of the excited
hydrogen atom. The K° and K2 particles are analo-
gous to the 2P and 2S states while the K° and K°
mesons are analogous to the states of hydrogen with
definite values of the projection of the electric dipole
moment (φι and φ2). In the hydrogen case the appli-
cation of an external electric field leads to a splitting
of the characteristic energies φι and <p2 and to the
nonstationarity of the 2P and 2S states. The question
is whether similar relations hold for К mesons. In
principle the answer is yes. If the K° and K° mesons
had magnetic moments μ their characteristic ener-
gies would be different in an external magnetic field;
the Kj particle would be converted into a K2 particle
and decay rapidly into two pions. Actually, a magnetic
field does not affect decay of the K2 particle and from
this result we can make a fairly accurate estimate of
the upper limit of the magnetic moment of the К meson
(μ is less than 0.04 of the appropriate magneton;
cf. t 1 7 ' 1 8 ^ ) . This result is in good agreement with con-
temporary ideas, according to which the spin of the К
meson is zero.

If, the requirements of PCT invariance notwith-
standing, the inertial masses of the K° and K° mesons
differ by some amount Am, this would also lead to a
two-pion decay of the KJj meson. The fact that the ef-
fect is not observed allows us to state that | Д т |

*The relations in (12) apply if we consider К mesons at rest

observed at the same point in space. Actually we always deal

with moving К mesons. Simple analysis indicates that t must then

be replaced by t y/ 1 — vVc2, where ν is the meson velocity

(cf. ["]). It should also be noted that Eq. (12) applies to the case

in which only one neutral К meson is formed in the nuclear reaction.

Specific effects associated with the generation.of a K°K°— pair

are treated in ["».»»].

t T h e determination of the sign of Am is discussed below. This

determination can not be made using Eq. (12) because Ot is an even

function of Am.

& 1 0 ~ 1 7 (cf . E 1 9 ' 2 «3). i n r e c e n t y e a r s t h e r e h a s b e e n a

r e n e w e d i n t e r e s t i n t h e q u e s t i o n of t h e p o s s i b l e e x i s t -

e n c e of a n t i g r a v i t a t i o n . I n t h i s c o n n e c t i o n w e n o t e t h a t

a d i f f e r e n c e i n t h e s i g n s of t h e h e a v y m a s s e s of t h e

K° a n d K ° - m e s o n s w o u l d a l s o l e a d t o t w o - p i o n d e c a y

of the Kg -particle (cf. С20.21]).

The last examples are academic because in each
case the effect has not been observed or the appropri-
ate experiments have not yet been carried out. The
following example is of interest because the expected
effects have been investigated in detail experimentally
(cf. E22^). We have seen that conversion of the K2 par-
ticle into the Kj particle requires that there be some
interaction which is different for the K° and K° me-
sons. This difference, as we have already noted, is
found in nuclear interaction of К mesons.* Hence, in
the passage of K2 particles through matter one finds
that two-pion decays are actually observed. This ef-
fect has a number of interesting features, a detailed
analysis of which would go beyond the scope of the
present review (cf. for example, ^ 2 3 ^) . We note, in
particular, that experiments on the passage of neutral
Ki!-mesons through matter make it possible to deter-
mine the sign of the quantity m t - m 2 (cf. C24'25^).

In concluding this section it is appropriate to note
the analogy that exists between the properties of K°
and K° mesons on the one hand and the properties of
muonium and antimuonium, that is to say, systems
consisting of μ~ and e+, on the other hand (cf.'-28"32-').

3. BEATS

We now consider radiation effects that appear when
an excited level is split. Since the transition to the
ground state can occur via two or more channels, it
is possible in general for various interference effects
to arise. By definition effects of this kind can arise
only when it is impossible to specify the particular
channel by means of which a transition has occurred.

It thus follows that interference effects cannot ap-
pear if the lower level of a radiating system is split,
because after a radiation event the channel used in the
transition is specified uniquely by the final state. This
consideration also applies to the case in which each of
the channels corresponds to a particular radiation
mechanism—one-photon or two-photon transitions in
the hydrogen atom, two-pion or three-pion decay of
neutral К mesons, and so on. Evidently interference
effects cannot occur in such cases.

The situation is different if the radiation mechanism
is the same for all channels, a situation that is fre-

*The K° and K° mesons are not absolutely neutral particles.[2S·27]
Although their total electric charge is zero, the charge density is
different from zero and the spatial distribution in the K° meson is not
the same as in the K° meson. Hence, a Coulomb interaction with the
electrons in any medium could also cause the conversion of the K°
particle into the Kj.
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quently encountered. As examples we cite the decay
of the μ meson, which goes into a state of muonium,
the decay of K? and K2 -particles according to the
scheme π+β~ν (or Tt~e*v), various kinds of atomic
and nuclear transitions in Zeeman or quadrupole split-
ting of excited levels and so on. In all cases below we
will be considering electromagnetic transitions unless
some other mechanism is specified.

Let the wave function for the excited state be of the
form given in Eq. (1). The amplitude of the electro-
magnetic field radiated in some direction is

A = (13)

where the real parts Aj, A2, щ, and η 2 are related to
aj and a2 and depend upon the direction of the radia-
tion and the type of transition.* The intensity I ~ | A | 2

i.e.,

where

Ω = α)ι — ω2, x = ki — кг, η = 1ι — Яг-

It follows from Eq. (14) that the intensity is periodic in
space and time. ^ These variations in space and time
are completely analogous to the " b e a t s " familiar in
radio engineering which appear at the output of a quad-
ratic detector when two signals at approximately the
same frequency are applied to the input (cf. for ex-
ample, E33H). In the case at hand the "quadratic detec-
t ion" is intimately associated with the very nature of
the effect since the probability of observing a particle
is proportional to the square of the corresponding am-
plitude. The "space beat s " are intimately related to
the " t ime beat s " and it may be assumed that the latter
are a consequence of the geometric displacement of the
former, which occurs with the velocity of light (in
general, the group velocity). Hereinafter we will con-
sider time beats only.

The relation in Eq. (14) holds when only two fre-
quencies a re mixed. If several frequencies are pres-
ent, cosine terms corresponding to all possible com-
binations of differences of the original frequencies will
appear. In this case the beat pattern becomes much
more complicated. In this connection we note that the
exponential reduction in the intensity of radiation of a
singlet excited level can be described as the result of
complex beats associated with that distribution of fre-
quencies that corresponds to the dispersion shape of
the line (cf. [ 3 4 ] ) .

The actual observation of beats requires that sev-
eral important conditions be satisfied. First of all the
measurement device must be characterized by a low
inertia so that it can follow the variation in intensity.
If this condition is not satisfied, the relation in Eq. (14)
is averaged in time and the term that describes the

beats disappears. The time constant of the device
must be small compared with the period of the beats
1/Ω. As a consequence the resolving power will be
inadequate for separating the frequencies o)j and ω2.
In other words, such a device cannot be used to deter-
mine by which channel the transition in a given event
has taken place. It thus follows that any device (in-
cluding any spectrometer) capable of resolving the two
lines being studied is in principle not suitable for the
observation of beats.* On the other hand, simple de-
vices such as photomultipliers or sufficiently fast
counters are completely suitable.

By its very meaning the time that appears in Eq.
(14) is computed from the time at which the excited
state is produced. It is thus necessary to fix this
time with an accuracy greater than 1/Ω. If this can
be done it is impossible to observe the beats because
of the time averaging that occurs. Technically this
measurement can be made by many methods, for ex-
ample, pulsed excitation of the system by a beam of
suitable particles or electronic determination of the
time at which the particle that produces a nuclear r e -
action of interest passes through the system. In many
cases the excited state being studied is formed as a
result of a preceding decay, the time of which is eas-
ily determined. For example, beats can appear in the
decay of μ-mesons, which themselves are formed as
a result of the decay of π mesons or К mesons. An-
other example is β decay accompanied by a γ t rans i-
tion or two successive γ transitions. In this case, the
observation of beats is based on a delayed β-γ coin-
cidence or a delayed γ-γ coincidence. We shall con-
sider this second example in greater detail. A simple
level diagram and the appropriate experimental appa-
ratus are shown in Fig. 1. It is assumed that the upper
counter records only photons that are emitted in the
first transition and the lower counter only those from
the second transition.

We have seen above that when beats a re produced
it is impossible to determine the channel used to t e r -
minate the intermediate state. At first glance it would
appear possible to use an accurate measurement of the
energy of the γ photon radiated in the transition from

Counter

Counter

FIG. 1. Observation of beats in γ-γ transitions.

•The relation in Eq. (13) applies if damping i s neglected, in

which case the natural line width i s small compared with the split-

ting, that is to say, the condition Γ Ω « 1 i s satisfied.

•The situation may be stated as follows: any "resolut ion" i s

essentially the separation of the two channels and this eliminates

the possibility of interference.
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the upper level to the intermediate level. This, how-
ever, is obviously not the case. The determination of
the time of formation of the intermediate state, neces-
sary for observing beats, requires a corresponding de-
termination of the detection time of the first γ photon
and this leads to an uncertainty in its energy greater
than the splitting Δ.

After successive emission of both γ photons the
nucleus acquires some recoil momentum q. It is evi-
dent that the quantity q is somewhat different for each
of the channels being considered, specifically

2Δ
| oq I = — sin у = 2ft | κ | (15)

Is it possible to use the difference oq to determine the
channel by which emission has occurred in each con-
crete event of the γ transition? To answer this ques-
tion we return to the original relation (14). In partic-
ular, it follows from this relation that beats can be ob-
served only when the spatial position of the radiating
nucleus is determined with an accuracy better than
l//c. Under these conditions its momentum cannot be
known with an accuracy better than K| к |, so that this
technique cannot be used to distinguish channels.

It has been tacitly assumed above that the first
counter operates precisely at the moment the inter-
mediate state is formed. This is obviously not neces-
sarily so; in principle there can be a delay. If the first
counter is further from the source than the second it
may even operate after the second. Under these con-
ditions it is possible to investigate the number of de-
layed coincidences as a function of the time between
the operation of the second counter and the subsequent
operation of the first counter. It is easy to show that
beats, completely analogous to those considered ear-
lier, also appear in this case. *

In general, the amplitudes Al and A2 appearing in
Eq. (14) depend on the angle of observation θ and the
integration over θ usually causes the term containing
AtA2 to vanish. This occurs for example when levels
with different quantum number m are split (Zeeman,
quadrupole splitting etc.) and the total transition prob-
ability does not depend on m. Thus to observe beats
it is necessary to fix the angle θ with respect to any
preferred direction characteristic of the process that
leads to the appearance of excited state. For instance,
one could use the direction of the particle beam pro-
ducing the nuclear reaction, the direction of emission
of the first γ photon in γ-γ coincidences and so on.
If this direction is not fixed as, for example, in ther-
mal excitation of atoms, then interference effects do
not appear.

•Since we are discussing beats in the detection of the first
γ photon it might be said that they are related to the splitting of the
lower level. However, it is important to note that at the end of the
process, i.e., after radiation of the second у photon, the split s tate
has disappeared and thus cannot be used to determine the transition
channel.

T h e a b o v e o b v i o u s l y d o e s n o t a p p l y t o t h e c a s e i n

w h i c h e a c h of t h e s p l i t l e v e l s i s a s s o c i a t e d w i t h a d e f -

i n i t e l i f e t i m e . A n e x a m p l e i s t h e d e c a y of n e u t r a l K -

mesons according to the πβν and πμν schemes. Beats
are observed here in the integration over angle since
the к} and KJ> particles have different lifetimes.

4. EXPERIMENTAL APPLICATIONS OF BEATS

The observation of beats can be used to study split-
ting of quantum levels. ^ The method can be used to
determine the number of components and the spacing
between them. The upper limit for the application of
the technique is determined by the possibility of using
electronics to measure high frequencies. Thus, the
upper limit lies in the range Ω ~ 109 sec""1, that is to
say, Δ ~ 10"6 eV.*

In contrast with conventional spectroscopy, which
becomes more difficult at smaller splitting, the beat
method becomes more useful as Ω is reduced.

The lower limit is determined primarily to the nat-
ural width of the excited state Γ , which must obviously
be smaller than the splitting Δ. This has always been
assumed implicitly above; in particular, Eq. (13) and
(14) hold only when Δ » F. t It should also be noted
that in general a radiating system is not completely
isolated. It is subject to random effects of various
kinds and these change the phase η appearing in Eq.
(14). Beats can be observed only when the variation
in η over a beat period 1/Ω can be neglected. In other
words, the broadening associated with the random
processes must be smaller than the splitting Δ.

The magnitude of the broadening depends on the
actual circumstances. For example, in the case of
γ-γ transitions in crystalline sources one speaks of
the relatively small width associated with the magnetic
interaction of the nuclear spins (Г/fi ~ 105 sec" 1 ) . In
principle this broadening is analogous to the so-called
collisional broadening in optics. However, it should be
noted that not all kinds of collisional broadening are
dangerous in this case. For example, consider an atom
with an excited state with spin J = 1. In an external
magnetic field this state is split into three states with
different values of m. It is assumed that the beats of
interest here are associated with levels corresponding
to m = + 1 and m = - 1 . If there are many ions in the
medium there can be a considerable broadening due to
the Stark effect; however, this does not change the dis-
tance between two of the indicated levels since both are
displaced in the same direction in the electric field.
Consequently, this particular kind of broadening does
not disturb the beat pattern.

*In the K° χι K° process one can determine values Am ~ 10 6

eV/c2 by observing space beats.

tAn analysis of the appropriately modified relations that takes

account of the finite width Γ shows that this quantity can actually

be found experimentally (see below).
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The effect described just above i s always observed
when a given mechanism displaces the levels of inter-
est in the same direction. From the point of view of
possible application of the method it is important to
note that this i s the case for the Doppler effect, which
frequently causes large broadening. Fortunately, the
Doppler mechanism does not affect beats since it dis-
places all components by practically the same amount.
Another possible example is the change in energy of
a γ photon due to recoil. In this case, once again, the
various levels are displaced uniformly and the effect
as a whole has no bearing on beats even when hard γ
photons are observed. This feature is a great advan-
tage as compared with the widely used method of meas-
uring the splitting of γ lines based on the Mossbauer
effect (cf. С 3 5" 3 7 !), in the latter case, as is well
known, only soft γ photons can be used.*

Other examples can also be given. For example we
might include interactions between optical and molec-
ular transitions which lead to the formation of so-
called band spectra.

The interference phenomena being discussed here
were first observed experimentally in work on the ef-
fect of a magnetic field on the number of delayed γ-γ
coincidences.^3 8·3 9^ The application of an external
field results in Zeeman splitting of the intermediate
state and beats are produced; a measurement of the
beat frequency yields the magnitude of the splitting,
that is to say, the gyromagnetic ratio of the excited
nucleus.t For experimental reasons it is more con-
venient to investigate the number of γ-γ coincidences
as a function of Η for a fixed delay t rather than the
time dependence for a fixed H. In Fig. 2 we show a
typical curve obtained for Cd1 1 1 in t 3 8 ^.

Similar experiments can be carried out in gases.
In this case, however, a difficulty ar ises in that the
nuclear spin interacts with the internal field of the
atom as well as the external magnetic field. To mini-
mize the effect of this interaction one can place the
source in a rather strong magnetic field (H £ 1000 G)
parallel to the direction of emission of one of the γ

•Another advantage of the interference method, as compared
with the Mossbauer technique, is the fact that the former can be
used for у transitions that are not connected to the nuclear ground

state. On the other hand, the Mossbauer effect can be used to

measure displacement whereas beats arise only in the presence of

a splitting. A further difference stems from the fact that in the

Mossbauer effect one measures the splitting in the energy of the у

photons whereas in the beat technique, the beats derive only from

splitting in the upper level. As far a s the measurable magnitudes of

splitting are concerned, we note that the region of applicability is

approximately the same for both methods.

tWe recall that the nuclear magnetic resonance method usually

measures only the Zeeman splitting of the ground state of the

nucleus (cf. I 4 0" 4 2]); this i s also essentially the case for similar

experiments i n the determination of the gyromagnetic ratio of μ

mesons. t"]

KM

1,20

FIG. 2. The number of γ-γ
J BOcoincidences as a function of

magnetic field for a fixed delay

time. 0.90

0.80

p h o t o n s . I t c a n b e s h o w n t h a t s u c h a m a g n e t i c f i e l d

d o e s n o t p r o d u c e b e a t s . I t a l s o b r e a k s u p t h e c o u -

p l i n g b e t w e e n t h e n u c l e a r s p i n a n d t h e i n t e r n a l a t o m i c

f ie ld ( t h i s e f fec t i s t o b e c o m p a r e d w i t h t h e e f fec t of

a s t r o n g m a g n e t i c f i e l d o n m u o n i u m a n d p o s i t r o n i u m

w h i c h w e h a v e c o n s i d e r e d a b o v e ) . If a n a d d i t i o n a l

m a g n e t i c f i e ld i s n o w a p p l i e d p e r p e n d i c u l a r l y t o t h e

plane formed by the directions of emission of the γ
photons, it will produce the same Zeeman splitting as
in the case of a free spin.

An interesting interference effect has been inves-
tigated in detail in many experiments on ττμβ decay.
[44,120] ^ ^ g c a g e t j j e f i r s t transition in Fig. 1 cor-
responds to the πμ decay and the second to the μβ-
decay. Beats are observed in the number of electrons
detected at different times following the formation of
the μ meson. When an absorber is inserted (the ab-
sorber causes ionization of the residual μ mesons)
the energy levels are split in the magnetic field be-
cause of the interaction of the magnetic moment of
the μ meson with the field; this mechanism produces
the beats that are observed. Using this method it was
possible to determine the spin of the μ meson for the
first time in direct experiments. It was also possible
to measure its gyromagnetic ratio with high accuracy.

It should b'e noted that in the interpretation of these
experiments the word beats is frequently not even
mentioned. In the literature it has become conventional
to discuss these effects in terms of semi-classical
ideas based on the Larmor precession of the spin (cf.
for example, C**-*«3).

In the present case this latter approach is actually
very convenient. For example, consider the effect of
a magnetic field on μβ decay. It is known that the μ
mesons formed in πμ decay are fully polarized. Fur-
ther, it is known that under these conditions the angu-
lar distribution of the electrons formed in the subse-
quent μβ-decay is anisotropic. If a magnetic field is
now applied perpendicularly to the direction of polari-
zation, the spin and the angular distribution of elec-
trons will precess. Thus, the number of electrons
emitted in any given direction will vary periodically
in time at the precession frequency.

Similarly, one can treat the effect of a magnetic
field on the frequency of γ-γ coincidences. By these
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means it is easy to explain many particular features
of the effect. An example is the disappearance of the
periodic changes in intensity in integration over angle,
the zero spin of the lower state, and so on.

The Larmor precession frequency coincides with
the beat frequency and it can be shown in general
that both points of view lead to the same result as far
as the interaction of a spin with an external field is
concerned. However, there is a limitation on the p r e -
cession picture. In a number of cases this picture
must be stretched a great deal; in other cases it has
no meaning at all. Cases of the first kind are repre-
sented by quadrupole splitting; ^46^ cases of the second
kind are represented by beats in the K° *^ K° process,
beats in the emission of photons by excited hydrogen
atoms in an electric field, and so on. For this reason,
hereinafter we prefer to use the term beats since it is
universal, precise, and provides a common term for
explaining different kinds of general relations and
analogies.

We now consider the γ-γ coincidence for a gaseous
source in the case in which the atom has a nonzero
magnetic moment. As we have already noted, the in-
teraction between the nuclear spins and the atomic
shell in this case is usually regarded as a background
effect which is to be removed (cf. C40»5M53). This in-
teraction causes a hyperfine splitting in the atom-
nucleus system and consequently causes correspond-
ing beats in the delayed γ-γ coincidences. The beat
frequency Ω ~ 108 sec" 1 ; this frequency depends on
the gyromagnetic ratio of the nucleus and can be used
to determine this ratio experimentally. Actually, beats
can only be observed in rather slow transitions, for
which ( Γ « ΙιΩ). It is evident that this condition must
be satisfied if the atom and nucleus are to be consid-
ered as a single system. If this condition is not satis-
fied the effect of the electronic shell is unimportant
and the nucleus radiates as it would if it were isolated.

A number of recent papers are concerned with the
investigation of the properties of the Mossbauer com-
ponents of the γ radiation transmitted through a reso-
nance filter. Π37.4Τ—50Ц д £[ i a g r a m of such experiments
is shown in Fig. 3. The crystalline source contains
Co57 which decays according to the scheme

Co" Л Fe"**

The first γ photon is detected by the left-hand counter
and the second γ photon strikes the crystalline ab-

Source Counter

sorber, which contains Fe S 7 in the ground state. It is
known that the MSssbauer effect is very strong in the
second γ transition being considered. Some part of
the Mossbauer component of the γ radiation experi-
ences resonance absorption and the γ photons t rans-
mitted through the filter are detected by the right-hand
counter. One of the problems studied by means of this
arrangement is that of determining the dependence of
the number of delayed γ-γ coincidences on the delay
time.

With no filter the usual exponential relation (with a
mean life time τ ~ 10~7 sec) is obtained. This same
pattern is observed with a filter if measures are taken
to eliminate the possibility of resonance absorption of
the Mossbauer component. This can be achieved by
varying the distance between the source and the filter
slowly; with a relative velocity as small as ν £ 0.1
cm/sec the Doppler shift exceeds the natural line width
and the resonance absorption disappears. The situation
is different when ν = 0, and resonance absorption oc-
curs. The absorption coefficient is largest for the cen-
tral part of the Mb'ssbauer line and with a filter of suf-
ficient thickness this point corresponds to the minimum
intensity of the transmitted γ radiation (this effect is
to be compared with the formation of Fraunhofer lines
in the atmosphere of the sun).

As a result the γ line acquires a shape given by the
lower curve in Fig. 4 (the upper curve shows the line
shape without the filter). The similarity to double
splitting is evident and one expects some kind of inter-
ference phenomenon. Both components of the "dou-
blet" are highly smeared out and the beats will obvi-
ously be smeared out in corresponding fashion. In any
case, one cannot talk about an exponential dependence
of the number of γ-γ coincidences on time. The effect
described is precisely what is observed experimen-
tally although it is usually considered from a some-
what different point of view (cf. C48-50D)

At the present time photon counters have been de-
veloped that are suitable for practical utilization.
Hence, successive optical transitions can be investi-
gated by means of photon-photon coincidences (cf.
[51,52]) j n f-ne s a m e w a y a s γ-γ coincidences. Here
we are considering the measurement, by beats, of the
hyperfine splitting as well as Zeeman and Stark split-
ting of excited atoms. Μ Since the Doppler broaden-
ing is unimportant here we can use fields that are
smaller than those used in ordinary investigations.

FIG. 3. Beats in FIG. 4. Change in line shape due to
resonance absorption. resonance absorption.

Counter
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Thus, in the case of the Zeeman effect a magnetic
field of the order of 10 Gauss results in a splitting
that exceeds the natural width.

Experiments of this kind would encounter formi-
dable technical difficulties. It is obviously simpler
to determine the time of formation of the interme-
diate state by pulsed excitation with subsequent de-
tection of the delayed radiation by means of a photo-
multiplier or counters. йз-бв,т] Excitation can be
accomplished by means of an electron beam or by
pulsed illumination. In the latter case one is essen-
tially investigating the resonance scattering of light.
An appropriate diagram for the transitions is given
in Fig. 5. In contrast with the case of successive
transitions, the initial state is the same as the final
state. It is evident that this does not cause any fun-
damental change.

FIG. 5. Beats in resonance
scattering.

The literature contains references to so-called
Righi beats (cf. for example, £33>57^). If a beam of
monochromatic light is divided into two coherent
beams and these beams are combined a screen lo-
cated in the proper position will, as is well known,
exhibit interference fringes. If the frequency of one
of the beams is now changed, for example, by reflec-
tion from a moving mirror, the fringes move along
the screen and the intensity at a fixed point varies
periodically in time.

Since the fringe pattern at any time uniquely c o r r e -
sponds to the instantaneous position of the moving m i r -
ror all the effects can be predicted rather trivially. '-33-'
However, it is important to emphasize the following:
two radiation components at different frequencies can
be regarded as coherent in some sense if a well de-
fined (not random!) phase relation exists between
them. This "hidden" coherence can, under certain
conditions, be made evident in the form of beats. ^57^
This is the situation in all the cases we have consid-
ered up to this point since both interference compo-
nents are produced by the same radiator (atom, nu-
cleus, etc.).

We turn now to a very interesting observation first
made a long time ago by G. S. Gorelik and by other
authors; this concerns the possibility of observing
beats in interference between two completely inco-
herent (independent) light sources ( cf. B8-65] ^ g ^ .
pose that a gas source radiates light at frequency ω
and that the line has some definite width (not neces-
sarily the natural width!). The resultant amplitude
is made up of the partial amplitudes contributed by the
various excited atoms. Since each atom is excited and
radiates independently of the others the resultant field

at a given moment of time is a random quantity. How-
ever, its values at different moments of time are highly
correlated. This follows because the field can be r e -
garded as an almost-periodic function A cos (ωί + δ)
whose amplitude and phase change appreciably over a
time interval τ ~ fi/Γ. This interval is very large
compared with the period of the oscillations if, as is
usually the case in optics, ω » Γ/R.

It is now clear that if beams from two such inde-
pendent sources with somewhat different frequencies
ω 4 and ω 2 are allowed to interfere the intensity of the
light will be given by Eq. (14) but with A l f A2 and η
now becoming slowly varying functions of time. Beats
can be produced if the condition Ω » Γ/Κ is satisfied,
that is to say, if the splitting is appreciably greater
than the line width. It is evident that the two light
sources can be replaced by a single source if the r a -
diated light contains two components whose frequen-
cies are somewhat different, say because of the Zee-
man effect. In this case, as in the case of separate
sources, the following relation must be satisfied

ίΔΘ < λ, (16)

where ΔΘ is the angular spread of the beam, λ is the
wavelength, and Ζ is a linear dimension of the surface
of the device being used to detect the beats (cf. for ex-
ample, [58,60,62,65] )

The relation in (16) shows that in practice it is im-
possible to observe such beats in the case of γ rays
although the situation is not clearcut for visible light,
for which the wavelength is several orders of magni-
tude greater. This rather difficult experiment has, in
fact, been carried out successfully. C58>651 A schematic
diagram of the apparatus is shown in Fig. 6. A gas
light source is located in a magnetic field Η which
produces a Zeeman splitting. The light is detected
by means of a photoelectric cell, the output of which
is applied to a tuned amplifier tuned to a frequency Ω .
At the appropriate field strength H5 the magnitude of
the Zeeman splitting equals the resonance frequency
Ω and the voltage at the output of the amplifier in-
creases sharply. This effect is not observed at val-
ues of Η higher or lower than the resonance value.*

If the light radiated by the gas source were due to
independent photons it is evident that the beats de-
scribed above would not appear. In this respect this

FIG. 6. Observa-
tion of beats in
visible light.

C ^ W X A H I — 1 1

I ^~
I Light source Photoelectric cell

Tuned
amplifier

*In contrast with the beats considered above, in this case it is
important to take account of the splitting of the lower level. A fur-
ther difference lies in the fact that the process is affected by all
forms of broadening, including Doppler broadening. Finally, it is
not necessary to predict the time at which the excited state is
formed to observe the beats described here.
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phenomenon is related to the well-known fact that the
correct magnitude of the energy fluctuations of black-
body radiation cannot be obtained if one assumes inde-
pendent photons. E66^ The macroscopic electromag-
netic field must be considered as a single entity; the
exchange of energy with matter proceeds by means of
individual photons but the overall process is deter-
mined by the field as a whole (cf. also t6 7>6 8^). in
practice this remark is important only if the wave-
length is sufficiently long; as the photon "hardness '
increases, the notion of individual photons (or par-
ticles of other kinds) becomes increasingly valid.

5. RADIATION INTERFERENCE IN LEVEL CROSSING

We now consider coherent beats. We have assumed
above that the lifetime of the intermediate state is
large compared with 1/Ω. If the finite lifetime is now
introduced, by analogy with Eqs. (13) and (14) the r a -
diation amplitude can be written in the form

e 2 ,

while the intensity is given by

[A\ + A\ + 2AtA2 cos (Ωί + η)} е-*'.

(17)

(18)

When Eq. (14) is averaged in time the cosine term dis-
appears; this does not occur in Eq. (18). Integration
from t = 0 to t = » corresponds to averaging over a
finite time period of order l/λ and the interference
term does not vanish completely. It thus follows that
it should be possible to observe interference effects
without requiring the determination of the time at which
the excited state is formed. From the methodological
point of view this feature means that pulsed excitation
can be replaced by continuous excitation and that the
delayed coincidences can be replaced by ordinary
coincidences.'-1-'

Quantitatively we must compute the following quan-
tity with an accuracy to within a normalizing factor:

it is evident that

cos η г-sin η

Ϊ+Ω2/Ρ (19)

The result that has been obtained can easily be gener-
alized to the case in which interference occurs between
several levels. Each of the components appearing in
Eq. (17) has a natural width under these conditions.
This leads to a partial overlap which is the larger, the
smaller the ratio Ω/λ. It is evident from Eq. (14) that
the interference pattern does not depend on time if the
partial frequencies coincide. Hence a partial overlap
causes the appearance of an interference effect which
does not vanish when averages are taken over time.
It is easily shown (cf. for example, '-69-') that in this
way we can again obtain Eq. (19).

The described effects can possibly be observed in
optical experiments on resonance scattering in which
the spectrum of scattered light is so wide that its in-
tensity is uniform over the frequency range of inter-
est. * As in the earl ier case, integration over angles
causes the effect to vanish. For this reason interfer-
ence effects cannot be observed in transmitted light;
in experiments with scattered light it is necessary to
determine the scattering angle.

The intensity of the scattered light must depend on
the magnitude of the external field Η in which the
scattering atom is located. ^ The general nature of
this dependence is obtained from an expression such
as Eq. (19), that takes account of all Zeeman compo-
nents. The corresponding amplitudes (A l t A 2 , . . . ) are
determined not only by the scattering angle, but by the
polarization as well. It thus follows that the polariza-
tion properties of the scattered light also depend on
H. Using this approach it is a simple matter to formu-
late a quantitative theory for the depolarization of
scattered radiation in a magnetic field; this effect has
been investigated in detail by many workers (cf. Е70~73И).
Such processes should occur in the excitation of atoms
by a beam of electrons, but to the best of our knowledge
this effect has not yet been observed experimentally.

It should be noted that an investigation of splitting
caused by a magnetic field (or any other similar kind
of splitting) makes it possible, in principle, to deter-
mine the number of split components. It is also pos-
sible to measure the lifetime since the intensity de-
pends on the quantity Ω/λ. We shall not consider this
question further here as a simpler case is analyzed
below (cf. t 7 "]) .

We now turn to the γ-y transition, assuming for
simplicity that the radiating nucleus appears in the
makeup of a crystal in which there is no internal mag-
netic field. The application of an external field causes
Zeeman splitting of the levels of the intermediate state
and, as a consequence, affects the number of γ-γ coin-
cidences and the polarization of the γ photons, t The
resolving time of the coincidence unit must be high
compared with the lifetime of the intermediate state ;t
in contrast with the delayed γ-γ coincidences con-
sidered above, in this case the resolution of coinci-
dences does not require the determination of the time
of formation of the intermediate state, but only a de-
termination of the direction of emission of the two γ
photons.

With no magnetic field the number of coincidences
obviously depends on the angle θ between the direction

*If this is not the case, the light scattering occurs only via one
of the channels (cf. Fig. 5) and no interference effect occurs.

tin principle the situation here is the same as in resonance
scattering of light. On the other hand, similar effects should ob-
viously be observed in the successive radiation of optical photons
by atoms.

tlf this condition is not satisfied the effects still occur but Eq.
(19) is now replaced by a more complicated expression.
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of the detected γ photons. Hence, one usually dis-
cusses γ-γ coincidences and the effect of the mag-
netic field and the consequent Zeeman splitting on γ-γ
coincidences (cf. for example, C38,40,46,74-76,m,i24])>

Similar effects are found in other kinds of splitting of
intermediate states, for example, quadrupole splitting
in crystals'-44»46·74'77-' and hyperfine splitting in atoms
due to the interaction of the nuclear spin with the elec-
tronic shell. ['4>75>78.79] in contrast with Zeeman split-
ting the spacing for these mechanisms is fixed and the
experimenter is deprived of the possibility of following
the gradual change in the pattern due to increasing
splitting.

We have considered above the case in which the en-
ergy level is split into several sublevels. We now turn
to a related problem, that of level crossing. For ex-
ample, assume that the intermediate state is split into
three sublevels with energies Wj, W2 and W3, which
correspond to amplitudes Aj, A2 and A3. If the r e -
cording device has a long time constant the beats a re
averaged and the intensity is given by

7~Al + Al + A\. (20)

We now assume that under the effect of some external
agency the quantities Wj, W2 and W3 vary in such a
way that the difference Wt—W2 becomes smaller,
vanishes, and then changes sign. Then, the value of
the intensity is that given by (2) before and after
"cross ing" ; at the intersection point the intensity is
obviously given by

7~(Ai+A2y + Al, (20')

which differs from Eq. (20) by the quantity 2AjA2.
For simplicity we assume that there is no phase

difference η between the amplitudes and that the life-
time of the intermediate state is very long. It is evi-
dent that in the general case the dependence of the in-
tensity on the spacing between levels will be given by
the earlier relation (19). When η = 0 the dependence
exhibits a resonance nature with width equal to twice
the largest natural level width. When η * 0 this shape
becomes the sum of the intensities taken for the points
symmetric with respect to Ω = 0. As the magnitude of
the external effect is increased it is possible to rea-
lize successive intersections of the various sublevels
in turn. Each of these will, in general, provide its
own resonance change in intensity.

The above considerations can serve as the basis
for a relatively simple method of studying the struc-
ture of quantum levels, the interaction of these levels
with various external fields, and the lifetimes of var i-
ous quantum transitions. C1,73.80"8*] in contrast with
the magnetic depolarization of resonance radiation
that we have considered above, here we are concerned
with only two levels, rather than many. This means
that the intensity variation being studied is much more
pronounced. In contrast with the beat method the ob-
servation of level crossings does not require that we

remain " t i e d " to the time at which the excited state
is produced in order to record the delayed coincidences
and so on. One can use a detection system that is a r -
bitrarily slow; for example, photographic film. On the
other hand, as in the other interference methods, many
kinds of displacements and broadening effects do not
operate here; for example, recoil in the radiation of
γ photons, Doppler broadening etc. In optical applica-
tions it has been found that the possibility of determin-
ing the lifetime is very important because this quan-
tity is usually determined by indirect methods which
require absolute measurements and a knowledge of the
detection efficiency and the number of excited atoms
(cf. for example, t 8 5 ^) .

We now consider an example. Suppose that the in-
termediate state of a nucleus has spin J = 1. In the
inhomogeneous electric field inside a crystal there
will be a quadrupole splitting as shown in the diagram
in Fig. 7 by the solid lines. With the application of an
external magnetic field Η the levels characterized by
m = + 1 and m = - 1 are split (dashed lines). At some
value of Η the levels corresponding to m = — 1 and
m = 0 coincide and then again diverge. At the cross-
ing point the number of γ-γ coincidences exhibits a
resonant peak, thus, making it possible to measure the
quadrupole splitting more precisely by comparing it
with the known Zeeman splitting. Ci,77,80,i253

Now suppose that the source of γ rays is a gas,
that the spin of the intermediate nucleus is unity, and
that the spin of the electron shell is also unity. There
will then be a hyperfine splitting and the system as a
whole will be characterized by three states with angu-
lar momentum J = 0,1, 2 (cf. solid lines inJTig. 8).
A weak magnetic field causes an additional splitting
in te rms of m and as Η increases it is possible to
have level crossing. By investigating the dependence
of the number of γ-γ coincidences on Η it is possible
to determine the gyromagnetic ratio of the excited nu-
cleus. t1»80] It is important to note that crossing is
achieved at very small magnetic fields (of the order
of several times ten Gauss). This is due to the mech-
anism for secondary splitting in m, the magnitude of
which is not determined by the magnetic moment of
the nucleus, but by the magnetic moment of the atom,
which is approximately a thousand times greater. This

F I G . 7 . E n e r g y l e v e l d i a g r a m i n t h e

p r e s e n c e o f e l e c t r i c a n d m a g n e t i c f i e l d s .
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FIG. 8. Splitting of hyperfine levels in
a magnetic field.
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effect has not yet been observed experimentally. It is
possible that it has not been observed because in the
investigation of γ-γ coincidences one usually attempts
to destroy completely the coupling between the atomic
and nuclear moments by using much stronger magnetic
fields. Thus, the fields of interest in the present con-
nection are eliminated by the experimental setup it-
self.*

This discussion of the possible applications of split-
ting in γ transitions can be brought to a close approx-
imately by comparing it with the Mossbauer technique.
Here we simply reproduce the comparison which was
carried out above in connection with the analysis of
beats. It should be recalled that the experimental in-
vestigation of crossing is much simpler than the ob-
servation of beats. In the second of the examples we
have considered there is a rather important short-
coming in the crossing method in that the gas source
must be operated at low pressure. This requirement,
which also holds for beat experiments, follows from
the need for avoiding reorientation of the orbital mo-
mentum of the system during the lifetime of the inter-
mediate state.

Optical experiments involving γ-γ coincidences
correspond to analogous experiments involving the de-
tection of photon coincidences. However, from the
point of view of method it is much simpler to obtain
direct excitation of atoms by a beam of electrons or
photons (resonance scattering). For example, con-
sider the resonance scattering of light by atoms hav-
ing a hyperfine structure. With the application of a
magnetic field it is possible to produce crossings
similar to those described above (Fig. 8). Hence the
intensity of the scattered light can go through reso-
nance changes, making it possible to determine the
hyperfine splitting. C1.83,84,81,86] ^ favorable eases
this technique can be used to investigate the fine s t ruc-
ture^ 8 3^ but this generally requires much higher mag-
netic fields.

*It should be kept in mind that every crossing does not lead to a
resonance effect. In particular, it can be shown that if the magnetic
field is parallel to the direction of radiation of one of the γ photons,

the crossing is not accompanied by a resonance change in intensity.

In this case the intensity is a monotonic function of magnetic

field. This circumstance can obviously be used to determine the

gyromagnetic ratio of the excited nucleus.[7 S]

It i s of i n t e r e s t t o i n v e s t i g a t e t h e p o s s i b i l i t y of

s t u d y i n g t h e q u a d r a t i c S t a r k e f f e c t . ll,*Q,n,wi A s s u m e

f o r d e f i n i t e n e s s t h a t t h e e x c i t e d a t o m h a s a s p i n of

unity. The application of an electric field Ε will then
cause a splitting similar to that shown in Fig. 7. The
application of a magnetic field Η causes an additional
splitting of the levels characterized by m = + 1 and
m = - 1 (cf. dashed line in Fig. 7). The problem con-
sists of investigating the dependence of the intensity of
the scattered light on Η for a fixed value of Ε (or vice
versa) . The position of the resonance peak allows us
to determine the magnitude of the original Stark split-
ting.

As we have already noted, in all cases there is the
additional possibility of determining the lifetime of the
intermediate state. ΠΜΜΜΟ,βι,ω,Μ] From this point
of view it is especially important to note that many
sources of broadening do not play a role in the cross-
ing method. However, certain kinds of so-called col-
lision broadening are important and the lifetime can
be determined only when this effect is small. This is
the case, for example, in an interaction between col-
liding atoms which leads to a reorientation of spin. It
should also be kept in mind that the crossing method
can be used for investigations of broadening of this
kind.

In the field of optical applications it is interesting
to compare the crossing method with a method widely
used at the present time, that developed by Kastler
(cf. for example, M ) . The essence of this method is
the determination of the effect of an alternating mag-
netic field on the intensity of the scattered light. If
the level of the excited atom is split in any way (hy-
perfine splitting, Stark splitting, etc.) the alternating
magnetic field causes a redistribution of the popula-
tions of the sublevels when its frequency is equal to
the splitting frequency. In turn the redistribution of
populations causes a change in the intensity of the
scattered light which thus exhibits a resonance peak.
The position of a resonance can be used to determine
the magnitude of the splitting and its width character-
izes the lifetime of the excited state.

It is evident from the above discussion that the r e -
gion of applicability as well as the basic advantages
and disadvantages are approximately the same for the
two techniques, with the exception of one very impor-
tant difference: the crossing method does not require
an alternating magnetic field and is thus free from the
difficulties encountered with such fields. On the other
hand, level crossing can be achieved only when there
are at least two splitting mechanisms available. The
Kastler method does not suffer from such a limitation
and, for example, can be used to measure the magni-
tude of a pure Zeeman splitting. *

*In this case the magnetic field can be regarded as a second
source of splitting (cf. the discussion of modulation of radiation
given below).
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6. MODULATION

In communication theory frequent use is made of the
concept of modulated radiation—amplitude or frequency
modulation. Amplitude modulation is directly related to
periodic changes in the intensity of radiation, that is to
say, beats. On the other hand, any modulation leads to
the appearance of sidebands, that is to say, splitting of
quantum levels. Thus it is clear that level splitting,
modulation, and beats are intimately related and are
actually different aspects of the same effect. Μ

We recall that from the quantum point of view the
appearance of sideband frequencies in modulation is
associated with the quantization of the periodic process
lying at the basis of the operation of the modulator. E46^
For example, suppose that the modulator is a heavy
shield on a piston executing harmonic oscillations at
a frequency Ω and thus capable of varying a light flux.
In the interaction with the light the possible energy
states of the shield can change by an amount пйй,
where η is a whole number. This leads to a cor re-
sponding change in the energy of the optical photons,
i.e., the appearance of sideband frequencies. These
are located symmetrically with respect to the carr ier
if the modulator executes harmonic oscillations. In
the general case anharmonic oscillations are possible
and the symmetry can be violated, for example, if the
modulator is a rotating molecule in a state character-
ized by a low quantum number (cf. below).

An optical example of modulation is widely known—
combination scattering of light in which the appearance
of sideband frequencies is associated with a change in
the vibrational state of the molecule. A similar ex-
ample is the rotation of a molecule containing a nucleus
that radiates γ photons. П87>88И This rotation arises by
virtue of recoil if the moment of inertia I of the mole-
cule differs from zero. The frequency of the radiated
γ photon ω is related to the basic frequency ω0 by the
relation

(21)

where I' and I" are the orbital momenta of the mole-
cule before and after the γ transition. *

In γ-γ transitions (and also in resonance scattering
of γ rays) this process can occur twice. If the width
of the intermediate state of the nucleus is very small
compared to the spacing between the rotational levels
of the molecule, there will be two independent impulses,
which will cause two successive changes in the angular
momentum. In the other limiting case the molecule

*In the radiation of а у photon the molecule not only rotates

but also acquires a translational velocity. As is well known,[ae]

this leads to an additional change in the у photon energy Wy by

an amount of Wy/mc2, where m is the mass of the molecule. It is

evident that both of these mechanisms can change the y-photon

energy by approximately the same amount.

cannot rotate through an appreciable angle. Hence, it
experiences only one impulse, the magnitude of which
is determined by the sum of the momenta of both γ
photons participating in the process.C 8 9^

In resonance scattering of γ rays in the same lim-
iting case there is obviously a difference in momenta.
The effect is found to be completely analogous to the
combination scattering of light. The sole difference
lies in the mechanism responsible for coupling the
electromagnetic radiation and the intramolecular mo-
tion. In scattering of γ rays the coupling is provided
by recoil while in combination scattering the coupling
is provided by the dependence of the polarizability of
the electron shell on the vibrational state of the mole-
cule.

We now consider the possibilities of artificial mod-
ulation of quantum transitions. The frequency that
can be achieved by most modulation devices is not high.
Hence we shall treat only the narrowest lines because
observation of modulation effects requires that the mod-
ulation frequency exceed the line width. *

We are concerned here chiefly with frequency mod-
ulation because of the fact that it can lead to the ap-
pearance of rather intense sideband components even
when the depth of modulation is small, t

If the frequency of the radiated field is

ω = (Oo (1 + g cos Ωί), (22)

the field itself

A = Aae
J <D(

°
T)dT

= Aoe
=̂p sin at

can be written in the form

(23)

It is important to note that the argument of the Bessel
function is the quantity (ω 0 / Ω )q. It thus follows that
the amplitudes of the sideband components can be large
even for a negligibly small depth of modulation q, pro-
vided the ratio ωο/Ω is large.

Frequency modulation can be realized by means of
alternating fields since the magnetic and electric fields
split and displace quantum levels. С1·89"91] As far as
practical applications are concerned we can only dis-
cuss the effect of an alternating magnetic field on an
atom. It should be kept in mind that all states charac-
terized by m * 0 are modulated at the same frequency
and are split in the same way. Hence, if the magnetic
field does not contain a fixed component the positions

•In contrast with the interference effects described above, in
observation of modulation it is the full width that is generally
important.

tCf. for example, [*'"]. In particular, in [4] there are described
interesting experiments on amplitude modulation of light trans-
mitted through a gas whose atoms precess in an external magnetic
field.
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of t h e s i d e b a n d s w i l l i n g e n e r a l b e i n d e p e n d e n t of t h e

t o t a l a n g u l a r m o m e n t u m of t h e s y s t e m . *

S u p p o s e n o w t h a t t h e m a g n e t i c f i e l d a l s o h a s a f i x e d

c o m p o n e n t p a r a l l e l t o t h e a l t e r n a t i n g c o m p o n e n t a n d

t h a t i t p r o d u c e s s o m e i n i t i a l Z e e m a n s p l i t t i n g of t h e

levels Ω ο . Under the effect of the alternating compo-
nent each of these levels characterized by m ^ 0 is
split into three sublevels if the depth of modulation
is assumed to be small. As a result we obtain a pat-
tern similar to that shown in Fig. 9. The intensity of
the radiated light does not depend on the modulation
frequency Ω so long as it does not become equal to
Ω ο . In this case the levels cross and one finds that it
is possible to have an interference in the intensity
which disappears when Ω is increased further.! The
present effect can evidently be observed in resonance
scattering of light; the appropriate theory has been
given briefly in E1»91]. it is easy to show ^ that when
Ω ο = 0 this phenomenon includes effects such as the
depolarization of radiation under the effect of an al-
ternating magnetic field (cf. for example, С7О,Э2-951)_

An important case of frequency modulation is a s-
sociated with the Doppler effect. For example, suppose
that the excited nucleus executes harmonic oscillations.
The radiated γ photon can then be characterized by the
basic frequency or any of the sideband frequencies. As
we have already indicated, from the quantum point of
view the appearance of sideband frequencies must be
accompanied by a change in the oscillatory state of
the nucleus. It is known that the Doppler effect is in-
timately related to recoil in the radiation of a γ pho-
ton; this, then, is the mechanism responsible for the
change.t

The situation can be described quantitatively as fol-

_ _ _ _ _ _ ^

""*' \ •

ιη·>ΰ •———-———— I FIG. 9. Splitting of levels by modulation.

> ' .
S!

•Obviously another point of view is possible: according to this
viewpoint the alternating magnetic field splits a level with mo-
mentum / into 21 + 1 components; the spacing between these com-
ponents then changes periodically with time. The usefulness of one
or the other of these approaches is determined, as is always true
in such cases, by the properties of the analyzer (cf. ["'β9·'Ι])-

flt should be emphasized that in this case there is no change in
the populations of the levels with different m. In this respect the
effect considered here differs from the widely used radio-frequency
resonance effect in which the alternating field causes transitions
between levels.

tin this sense there is an almost complete analogy with the
change in the rotational state of a molecule upon radiation or
absorption of а у photon which we have noted above.

lows: if the velocity of the radiator is ν = ν β cos Ωί,
then the quantity q = v0 /c appears in Eq. (22) and, in
accordance with Eq. (23), the intensity of the n-th side-
band is given by ^ ( ω 0 ν 0 / Ω ο ) . This intensity can be
appreciable even at small values of v o /c so long as
the ratio ωο/Ω is large. It should also be noted that
in general the frequency ω 0 remains unshifted even
with strong modulation; this feature will be found to
be important in the discussion below.

We assume that the excited nucleus is in a crystal
and consider the MBssbauer component of the radiation.
If the crystal executes mechanical oscillations which
are excited say, by a supersonic generator, then side-
bands are produced because of the frequency modula-
tion. С1»96'98] An an example we consider the nucleus

Zn b T* in which ω0 - 1ГГи sec" 1 and for which the life-
time τ ~ 10~5 sec. For clear observation of the effect
it is necessary that the modulation frequency exceed
the natural width 1/τ. Whence it follows that the ratio
ωο/Ω can be 1015, that is to say, the sideband compo-
nents will have an appreciable intensity even when
v o /c ~ 10~ l s (v0 ~ 10"5 c m / s e c ! ) . Experimental in-
vestigations have completely verified these predic-
tions £92,93,951] д. m a y ь е a s s u m e ( j that the frequency

modulation will find important application in the future
practical utilization of the Mossbauer effect. *

It is interesting that the existence of the Mossbauer
line itself is also intimately related with the frequency
modulation associated with the Doppler effect. I36>sa~ml
The excited nucleus executes thermal oscillations in-
side the crystal and its motion can be represented as
a sum of periodic oscillations of different frequencies
(Debye waves). Each of the partial waves produces a
corresponding frequency modulation and the ensemble
of modulation components determines the shape of the
emission line (in particular, its Doppler width). It is
important to note here that each such partial modula-
tion component produces an undisplaced component;
the amplitudes of these components add up to give the
amplitude of the undisplaced Mossbauer line.

This approach allows us to understand such fine
points of the MSssbauer effect as the thermal shift
associated with the quadratic Doppler effect. С3 6.1 0 0"1 0 2]
It is completely in agreement with the usual interpre-
tation based on those γ-radiation events in which the
internal vibrational state of the crystal remains un-
changed. The equivalence of both points of view is
evident since the appearance of the fundamental fre-
quency in modulation is related to precisely those r a -
diation events that do not change the vibrational state
of the modulator.

The modulation point of view yields a very simple
and direct relation between the Mossbauer effect and
other related effects. Here we might include the

*It is reasonable to expect that similar effects will be produced
in the optical region by means of lasers, which can produce very
narrow optical lines.
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Mandel'shtam-Brillouin splitting in scattering of light
by Debye waves, C104-106H coherent scattering of x-rays
by crystals with an intensity that is determined by the
same Debye-Waller factor on which the probability for
the appearance of MSssbauer lines depends, t 3 6 · 1 0 4 " 1 1 1 .
128,129] ада s o o n д а ад example we may consider the
problem of reflection of light from a mir ror treated by
G. S. Landsberg. ^110^ It is known that the frequency of
the reflected light corresponds to the frequency of the
incident light in spite of the thermal motion of the
atoms at the surface of the mirror . In other words,
the Doppler effect, which might be expected to affect
the macroscopic motion of the mir ror , does not appear.
It is evident that in its nature this effect is very closely
related to the Mb'ssbauer effect.

The short presentation of the theory of the M5ss-
bauer effect we have given above is a particular case
of the general modulation approach to Doppler broad-
ening of radiation and absorption lines.* Suppose that
some system (atom, nucleus, etc.) which appears in
the makeup of a macroscopic body radiates electro-
magnetic waves of frequency ω 0. It is usually a s -
sumed that motion with a directed velocity ν causes
a frequency change Δω = ω^/c and that the line shape
reproduces the distribution of directed velocities, i.e.,
that the line shape is given by

7(Ω) = (24)

where Ω = ω - ω0, ν 0 = VV2" . This picture is open to
question. It holds only when each of the radiators
moves uniformly; actually the motion occurs along
some complicated trajectory with discontinuities and
turns.

For simplicity we will assume that the discontinui-
ties in the trajectory are not reflected in the internal
state of the radiator, a mechanism that would lead to
collision broadening.! However, under these condi-
tions the motion along the complicated trajectories
means that each radiator emits a nonmonoehromatic
wave which, in general, has a continuous spectrum.
To obtain the correct solution to the problem it is
necessary to carry out a statistical averaging of these
spectra taking account of the motion of the radiating
system. It can be shown that this approach leads to
an expression that differs from Eq. (24); specifically,

dxe (25)

where χ 2 ( τ ) is the mean-square displacement of a

•Basically, collision broadening is also a case of modulation of
radiation. This question is treated in the review in [112].

tThis is certainly the case for nuclear transitions because the
collisions only affect the atomic shells. It is also true in certain
types of atomic interactions (cf. for example, [112> i"-1"·*]).

radiator in a time τ (cf. [«з.ш.
The relation in (25) is of general value since all

the features of the motion of the radiator are contained
in the quantity х г ( т ) . In particular, by computing the
quantity х 2 (т) for a nuclear radiator appearing in a
crystal lattice we can rapidly obtain the theory of the
MSssbauer effect (cf. for example, ι"»1 0 3]). In the
case of a gas or liquid the calculation of х г (т) is car-
ried out most conveniently by means of the Langevin
equation. In D>6,99,iO3,m-ii8] it is shown that the final
result depends on KL, where к is the wave number
and L is the mean free path. If KL » 1 the relation
in (25) becomes (24) because under these conditions
all of the radiators move practically uniformly. If this
condition does not hold then

/(Ω)- (26)
where D is the diffusion coefficient. The line shape
is found to be dispersive and the width is (KL)"1 times
smaller than the usual Doppler width. The reduction
in width is explained by the strong diffusion: the radi-
ator changes its position in space very slowly and the
Doppler effect is much weaker.

In the case of a liquid it is possible that one might
have to take account of longitudinal Debye waves which
would lead to some analogy with the Mo'ssbauer line,
which is smeared out in accordance with Eq. (26). This
situation occurs in crystals if the excited nuclei can •
diffuse from one site to another. C103>109H
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