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## INTRODUCTION

TLHE study of the superfluidity of helium II gave rise to the question of the properties of quantum fluids, that is, of systems of interacting particles in whose behavior quantum effects play a major part. The theory of superfluidity given by L. D. Landau was at the same time the first theory of a quantum fluid. It described the properties of socalled Bose fluids, i.e., quantum systems of interacting particles for which the excitations obey Bose statistics.

Besides such fluids, however, there also exist others, forming a much more numerous class; these are the so-called Fermi fluids, whose excitations have spin $1 / 2$ and obey Fermi statistics. These include liquid helium 3, the electrons in metals, and possibly heavy nuclei, although to be sure this last case is a quite special one. Until very recently there was no theory of the Fermi fluid. The theoretical calculations were usually confined to an approach analogous to that used for Bose fluids; some sort of energy spectrum was postulated, and this was then substituted into the Fermi distribution formula.

In view of the fact that in metals the situation was decidedly complicated by the anisotropy of the spectra, it was hard to test the correctness of such an approach. As for liquid helium 3 at low temperatures, the experimental data made it very clear that in this case such an approach could not be completely successful.

A consistent theory of Fermi fluids was developed by L. D. Landau in $1956 .{ }^{1}$ He showed that the situtation is very different from that in Bose fluids, since in Fermi fluids a very important part is played by the interaction of the excitations, so that the excitations in a Fermi fluid cannot be regarded in all cases as an ideal gas.

In the present article we expound the theory of the Fermi fluid in its application to the isotropic model and show how the Landau theory provides an explanation of the various properties of liquid helium 3. In an appendix we present a recently completed research of L. D. Landau, which shows
how the basic propositions of the theory of the Fermi liquid follow from a microscopic treatment of the interaction, and we also present there the theory of a rarefied Fermi gas. In this case one can obtain the basic quantities of the theory of the Fermi fluid by an actual calculation.

Before passing to the exposition of the theory, we recall for convenience in later applications, the main properties of liquid helium 3. The helium isotope of atomic weight 3 liquefies at $3.2^{\circ} \mathrm{K}$ (critical point $\mathrm{T}_{\mathrm{c}}=3.3^{\circ}, \mathrm{p}_{\mathrm{C}}=845 \mathrm{~mm} \mathrm{Hg}$ ), and remains liquid down to the lowest temperatures at which it has been studied ( $\sim 0.2^{\circ} \mathrm{K}$ ) and at pressures up to 30 atmos. The explanation is the same as in the case of helium 4: the weakness of the interaction between the atoms, and the smallness of the atomic mass. Owing to the latter circumstance the deBroglie wavelength corresponding to the motion of helium 3 atoms at low temperatures can be larger than the distances between atoms; that is, the liquid becomes a quantum fluid.

Down to the lowest temperatures that have been used liquid helium 3 does not become a superfluid. Since according to the Landau theory every Bose liquid must possess superfluidity, while a Fermi liquid does not have this property, helium 3 must be regarded as a Fermi fluid. It must be stated that this fact is not trivial and does not follow automatically from the fact that helium 3 atoms have spin $1 / 2$. A system of such atoms might have exclusively Bose excitations. Moreover, as we shall see later, such excitations actually exist, although they do not play any important part in determining the properties of helium 3. It is only the absence of superfluidity that enables us to conclude with assurance that helium 3 is a genuine Fermi fluid.

## 1. THE ENERGY OF THE EXCITATIONS

The possibility of describing an excited state of liquid helium 3 by means of a gas of quasi-particles and a corresponding distribution function in the energy scale is based on the fact that the interaction of the particles of a Fermi gas decreases rapidly as the temperature is lowered. In fact, it
is clear from general considerations that the time between collisions is proportional to the square of the diffuseness of the Fermi distribution, that is, to the mean square of the temperature. At the same time the mean energy of the Fermi particles in the diffuse part of the distribution (measured from the limit energy) is itself proportional to the first power of the temperature, and it is these particles that determine the macroscopic properties of the system. Owing to this, the "energy uncertainty" arising from the collisions will, at low enough temperatures, be small in comparison with the mean energy itself. It can also be said that at sufficiently low temperatures the damping of the excitations, described by an imaginary term added to their energy, will be small in comparison with the excitation energy.

Two fundamental assumptions lie at the foundation of the Landau theory. The first is that the classification of the levels of the Fermi fluid corresponds to the classification of the levels of noninteracting atoms. This means that as one gradually turns on the interaction the atoms gradually go over into ''quasi-particles', each of which has a definite energy. Thus the number of quasi-particles is equal to the number of atoms.

The second assumption is that the interaction of the quasi-particles can be taken into account by means of a self-consistent field of the surrounding particles, which manifests itself in the fact that the energy of the system is not the sum of the energies of the quasi-particles, but instead is a functional of their distribution function. The energy of the quasi-particles must be defined as the variational derivation of the energy density in momentum space, i.e.,

$$
\begin{equation*}
\bar{\partial} E=\int \Sigma \delta \partial n d \tau \tag{1.1}
\end{equation*}
$$

where $\mathrm{d} \tau=2 \mathrm{dp}_{\mathrm{x}} \mathrm{dp}_{\mathrm{y}} \mathrm{dp} \mathrm{z}_{\mathrm{z}} /(2 \pi \mathrm{~h})^{3}$. The factor 2 in $\mathrm{d} \tau$ arises from the fact that the quasi-particles have $\operatorname{spin} 1 / 2$.

In some cases it is necessary to include a spin dependence of the particle energy. Owing to the fact that the spin is a quantum-mechanical quantity, we must regard the distribution function in this case as a statistical operator, and replace (1.1) by a definition of $\epsilon$ in the form

$$
\begin{equation*}
\grave{\delta} E=\frac{1}{2} \operatorname{Sp}_{J} \int \varepsilon \bar{i} n d \tau . \tag{1.2}
\end{equation*}
$$

The definition of the particle energy by Eq. (1.2) has the consequence that the equilibrium distribution function is in fact the Fermi function. To prove this it is most convenient to use the expres-
sion for the entropy*

$$
\begin{equation*}
S=-\frac{1}{2} \operatorname{Sp}_{\sigma} \int\{n \ln n+(1-n) \ln (1-n)\} d \tau \tag{1.3}
\end{equation*}
$$

since this formula is of purely combinatorial origin. From the condition that the entropy be a maximum for constant number of particles and constant energy,

$$
N=\frac{1}{2} \mathrm{Sp}_{\sigma} \int n d \tau=\text { const }, \quad E=\mathrm{const}
$$

we can find the distribution function by taking the variation with respect to n :

$$
\begin{equation*}
n(s)=n_{F}(s)=\frac{1}{e^{\frac{E-\mu}{T}}+1} . \tag{1.4}
\end{equation*}
$$

The energy $\epsilon$, being a functional of $n$, depends on the temperature. This dependence can be put in the following form. If we denote by $\epsilon_{0}(p, \sigma)$ the equilibrium energy of the quasi-particles for $T=0$, then for a small departure from equilibrium or for small values of T it will be given by the formula

$$
\begin{gather*}
\varepsilon=\varepsilon_{0}(\mathbf{p}, \sigma)+\delta \varepsilon(\mathbf{p}, \sigma)=\varepsilon_{0}(\mathbf{p}, \sigma) \\
+\frac{1}{2} \operatorname{Sp}_{\sigma^{\prime}} \int f\left(\mathbf{p}, \sigma ; \mathbf{p}^{\prime}, \sigma^{\prime}\right) \delta n\left(\mathbf{p}^{\prime}, \sigma^{\prime}\right) d \tau^{\prime} \tag{1.5}
\end{gather*}
$$

Here $\delta \mathrm{n}=\mathrm{n}-\mathrm{n}_{\mathrm{F}}(\mathrm{T}=0)$, and f is an operator depending on the momenta and spin operators of two particles. In view of its definition, as the second variational derivative of $E$ with respect to $\delta \mathrm{n}$, the function f must be symmetric under interchange of $p, \sigma$ with $p^{\prime}, \sigma^{\prime}$. The function f is a very important quantity characterizing the Fermi fluid. As was shown by Landau, it is related to the forward scattering amplitude of two quasi-particles (cf. Appendix 2).

## 2. THE EFFECTIVE MASS

Because we are concerned here with very low temperatures, the energy $\epsilon_{0}$ in the absence of an external field can be written in the form

$$
\begin{equation*}
\varepsilon_{0}-\mu(0)=v\left(p-p_{0}\right) \tag{2.1}
\end{equation*}
$$

where $p_{0}$ is the Fermi limiting momentum and $v$ is the velocity at the Fermi limit. This velocity can be written in the form

$$
\begin{equation*}
v=\frac{p_{0}}{m^{*}}, \tag{2.2}
\end{equation*}
$$

where $m^{*}$ is the effective mass. As has been shown by Landau, there is a definite relation between $\mathrm{m}^{*}$

[^0]and $f$, which is a consequence of the Galilean principle of relativity.

According to this principle the momentum per unit volume must be equal to the mass flux of the fluid. Because the velocity for the quasi-particles can be defined as the derivative $\partial \epsilon / \partial \mathrm{p}$, and the number of quasi-particles is equal to the number of atoms, we get:

$$
\begin{equation*}
\frac{1}{2} \mathrm{Sp}_{s} \int \mathrm{p} n d \tau=\frac{1}{2} \mathrm{Sp}_{\sigma} \int m \frac{\partial \xi}{\partial \mathbf{p}} n d \tau \tag{2.3}
\end{equation*}
$$

where $m$ is the mass of an atom.
Let us take the variation of this relation with respect to n :

$$
\begin{gathered}
\frac{1}{2} \mathrm{Sp}_{J} \int \operatorname{pon} n d \tau=\frac{1}{2} \mathrm{Sp}_{\sigma} \int m \frac{\partial z}{\dot{\sigma} \mathbf{p}} \mathrm{o} n d \tau \\
+\frac{1}{2} \mathrm{Sp}_{5} \mathrm{Sp}_{s^{\prime}} \iint m n \frac{\partial}{\partial \mathbf{p}} f\left(\mathbf{p}, \sigma, \mathbf{p}^{\prime}, \sigma^{\prime}\right) \dot{\partial} n^{\prime} d \tau d \tau^{\prime}
\end{gathered}
$$

Interchanging $p, \sigma$ and $p^{\prime}, \sigma^{\prime}$ in the last term and using the fact that $\delta \mathrm{n}$ is arbitrary, we get:
$\frac{\mathbf{p}}{m}=\frac{\partial \boldsymbol{z}}{\epsilon \mathbf{p}}+\frac{1}{2} \mathrm{Sp}_{\boldsymbol{s}^{\prime}} \int \frac{\partial f}{\epsilon \mathbf{p}^{\prime}} n^{\prime} d \tau^{\prime}=\frac{\partial \xi}{\epsilon \mathbf{p}}-\frac{1}{2} \mathrm{Sp}_{\sigma^{\prime}} \int f \frac{\partial n^{\prime}}{\epsilon \mathbf{p}^{\prime}} d \tau$
If the system is not in an external magnetic field, the relation (2.4) does not lose its generality when we take its trace with respect to the unprimed spin variable ( $1 / 2 \mathrm{Sp} \mathrm{p}_{\sigma}$ ). In the case of equilibrium at $\mathrm{T}=0, \epsilon$ in Eq. (2.4) can be taken in the form (2.1), and $\partial \mathrm{n} / \partial \mathrm{p}$ can be replaced by $-\delta\left(\mathrm{p}-\mathrm{p}_{0}\right)$. We then find:

$$
\begin{equation*}
\frac{1}{m}=\frac{1}{m^{*}}+\frac{p_{0}}{\left(\frac{p_{0}}{2 \pi /)^{3}}\right.} \mathrm{Sp}_{\sigma} \mathrm{Sp}_{\mathrm{s}^{\prime}} \int f(\chi) \cos \not \chi_{\mathrm{L}} d Q \tag{2.5}
\end{equation*}
$$

where $f(\chi)$ is the value of the function $f$ for $|p|$ $=\left|\mathbf{p}^{\prime}\right|=p_{0}$. Naturally, apart from a small correction, this relation also holds for temperatures near $T=0$ and for small departures from equilibrium.

## 3. THE HEAT CAPACITY AND ENTROPY

Here we shall assume no external magnetic field, so that the quantities will not depend on the spin. A knowledge of the energy spectrum makes it possible to determine the heat capacity of the Fermi fluid. ${ }^{2}$ It can be found in the usual way, by differentiating the energy with respect to the temperature for a prescribed number of particles.

An important point here is that the change of the energy density is given by Eq. (1.1); owing to this we can write

$$
C=\left(\frac{\partial E}{\partial T}\right)_{N}=\int=\left(\frac{\partial n}{\partial T}\right)_{N} d: \simeq \int \varepsilon_{0}\left(\frac{\partial n}{\partial T}\right)_{N} d \tau . \text { (3.1) }
$$

In the present case the replacement of $\epsilon$ by $\epsilon_{0}$ is
justified by the fact that whereas the main term in the heat capacity is linear in $T$ the correction in Eq. (1.5) gives only cubic terms.

In fact, the $\delta \mathrm{n}$ in Eq. (1.5) can be put in the form

$$
\begin{gathered}
i n=n(T)-n(0)=\int_{0}^{T} \frac{\partial n}{\partial T} d T \\
=\int_{U}^{T} \frac{\partial n}{\partial z}\left(-\frac{z--\mu}{T}+\frac{\partial s}{\partial T}-\frac{\partial \mu}{\partial T}\right) d T .
\end{gathered}
$$

As is well known, at low temperatures the derivative of the Fermi function has the form

$$
\frac{\partial n}{\partial \xi} \approx-\bar{j}(\varepsilon-\mu)-\frac{\pi^{2}}{6} T^{2} \frac{\partial^{2} \delta(\xi-\mu)}{\hat{\partial}^{2}} .
$$

In view of this we have

$$
\begin{align*}
i \varepsilon= & \int f i n^{\prime} d \tau^{\prime}=\frac{\pi^{2}}{6} T^{2}\left[-\frac{\partial}{\partial \varepsilon^{\prime}}\left(f \frac{d \varepsilon^{\prime}}{d \varepsilon^{\prime}}\right)\right]_{\varepsilon^{\prime}==\mu} \\
& -\int_{0}^{T}\left[f\left(\frac{\partial s}{\partial T}-\frac{\partial \mu}{\partial T}\right) \frac{d \varepsilon^{\prime}}{d \bar{z}^{\prime}}\right]_{\varepsilon^{\prime}=\mu} d T . \tag{3.2}
\end{align*}
$$

The derivative $\partial \mu / \partial \mathrm{T}$ is equal to the entropy, which, as we shall see, is linear in T. As for the term in $\partial \epsilon^{\prime} / \partial \mathrm{T}$, its order of magnitude can be established by Eq. (3.2). Differentiating this formula with respect to T , we find without difficulty that $\partial \epsilon / \partial \mathrm{T}$ is of the first order in T , and consequently $\delta \epsilon$ is of the second order.

Because of the replacement $\epsilon$ by $\epsilon_{0}$ the energy can be calculated simply from the integral

$$
E=\int s_{0} n d \tau \text { with } N=\int n d \tau=\text { const }
$$

where, again to within an error of cubic terms in $T$, we can replace $\epsilon$ by $\epsilon_{0}$ in the functions $n$ appearing in the integrals for $E$ and $N$. After this the calculation of the integrals does not differ from that for the usual case of a Fermi gas.

In this way we find:

$$
\begin{equation*}
c=\frac{C}{N}=\gamma^{T} ; \quad \because=\frac{\pi^{2}}{3 N}\left(\frac{d E}{d E}\right)_{n}=\left(\frac{\pi}{3 N}\right)^{\frac{2}{3}} \frac{m^{*}}{h^{2}} \tag{3.3}
\end{equation*}
$$

Because of the linear dependence on the temperature the entropy is equal to the heat capacity.

By comparing Eq. (3.3) with the experimental data on the entropy of liquid $\mathrm{He}^{3}$ at low temperatures we can find the parameter $\gamma$, and consequently can also determine the effective mass. Unfortunately, at present the experimental curve has only been found as far as the beginning of the linear part. ${ }^{3}$ From these data we can obtain only an approximate value of $\gamma$, which turns out to be about 3 cal mole ${ }^{-1}$ $\mathrm{deg}^{-2}$. Because of the equality of the number of
quasi-particles to the number of particles, we can find the Fermi limit momentum from the density of liquid $\mathrm{He}^{3}\left(\rho=0.078 \mathrm{~g} / \mathrm{cm}^{3}\right)$. In this way we get:

$$
\begin{equation*}
m^{*}=1.43 m_{\mathrm{He}^{3}}, \quad \frac{p_{0}}{h}=0.76 \cdot 10^{8} \mathrm{~cm}^{-1} \tag{3.4}
\end{equation*}
$$

## 4. THE MAGNETIC SUSCEPTIBILITY

Because particles possessing spin necessarily have a magnetic moment, the Fermi fluid must be magnetic. In the isotropic case there are only two possibilities. The fluid can be paramagnetic or ferromagnetic. Antiferromagnetism in an isotropic Fermi fluid is impossible. We present here only the case of the paramagnetic Fermi liquid, which corresponds to liquid $\mathrm{He}^{3}$. A calculation of the susceptibility of such a liquid was given by Landau in reference 1 (cf. also reference 2).

When the system is in a magnetic field $H$, the particles naturally have an additional energy depending on their spins. If they were free particles, the change of the energy would be $-\beta(\sigma \cdot \mathrm{H})$. In the Fermi fluid, however, we have to take into account also the fact that there is a change in the distribution function. Thus we get

$$
\begin{equation*}
\delta_{s}=-\beta(\sigma \cdot \mathbf{H})+\frac{1}{2} \mathrm{Sp}_{\sigma}, \int f o n^{\prime} d \tau^{\prime} . \tag{4.1}
\end{equation*}
$$

In the present case the spin dependence of the function $f$ is important. This dependence can be written in the general case in the form

$$
\begin{equation*}
f\left(\mathbf{p}, \sigma_{;} \mathbf{p}^{\prime}, \sigma^{\prime}\right)=f\left(\mathbf{p}, \mathbf{p}^{\prime}\right)+\zeta_{i k}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \sigma_{i} \sigma_{k}^{\prime} \tag{4.2}
\end{equation*}
$$

It is natural to assume, however, that the spin interaction is mainly of exchange origin. In this case f takes the form

$$
\begin{equation*}
f\left(\mathbf{p}, \boldsymbol{\sigma} ; \mathbf{p}^{\prime}, \sigma^{\prime}\right)=f\left(\mathbf{p}, \mathbf{p}^{\prime}\right)+\zeta\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \sigma \cdot \sigma^{\prime} . \tag{4.3}
\end{equation*}
$$

The change of the distribution function appearing in Eq. (4.1), $\delta n$, is due only to the change of the energy $\epsilon$, since the chemical potential changes only in the second order in $H$. Because of this we can set $\delta \mathrm{n}=. \partial \mathrm{n} / \partial \epsilon \delta \epsilon$ in Eq. (4,1). This gives

$$
\begin{equation*}
\grave{\delta} s=-\beta(\sigma \cdot \mathbf{H})+\frac{1}{2} \mathrm{Sp}_{\sigma^{\prime}} \int f \frac{\partial n^{\prime}}{\partial \varepsilon^{\prime}} \delta \varepsilon^{\prime} d \tau^{\prime} \tag{4.4}
\end{equation*}
$$

This is the equation for $\delta \epsilon$, which can be assumed to have the form

$$
\begin{equation*}
\delta s=-\xi(\sigma \cdot \mathbf{H}) . \tag{4.5}
\end{equation*}
$$

Substituting this into Eq. (4.4), we get the equation

$$
\begin{equation*}
\xi=\beta+\frac{1}{4} \int \zeta \frac{\partial n^{\prime}}{\partial \varepsilon^{\prime}} \xi^{\prime} d \Xi^{\prime} . \tag{4.6}
\end{equation*}
$$

In view of the fact that $\partial n^{\prime} / \partial \epsilon^{\prime} \cong-\delta\left(\epsilon^{\prime}-\mu\right)$, the integration is taken over the surface of the Fermi sphere. We shall see below that only the value of $\xi$
taken on the surface of the Fermi sphere is of importance for the magnetic susceptibility. In this case both the arguments of $\zeta$ ( $p, p^{\prime}$ ) have the absolute value $p_{0}$, and $\zeta$ depends only on the angle between them. Denoting $\int \zeta(\theta) \mathrm{d} \Omega / 4 \pi$ by $\bar{\zeta}$, we get from Eq. (4.6):

$$
\begin{equation*}
\xi=\frac{\beta}{1+\frac{1}{4} \bar{\zeta}\left(\frac{d \tau}{d_{\delta}}\right)_{\mu}} . \tag{4.7}
\end{equation*}
$$

The susceptibility is found from the formula

$$
\chi=\frac{\partial}{\partial \mathbf{H}} \frac{1}{2} S p \int n_{3} \sigma d \tau .
$$

The value of this expression is of course determined by just the spin-dependent change of $n$. Thus we find:

$$
\begin{equation*}
\chi=\frac{1}{4} \beta \xi\left(\frac{d \tau}{d_{\sigma}}\right)_{\mu}=\frac{\frac{1}{4} \beta^{2}\left(\frac{d \tau}{d \xi}\right)_{\mu}}{1+\frac{1}{4} \bar{\zeta}\left(\frac{d \tau}{d \xi}\right)_{\mu}} . \tag{4.8}
\end{equation*}
$$

The quantity $(\partial \tau / \partial \epsilon) \mu$ can be expressed in terms of the coefficient $\gamma$ in the linear law of the heat capacity; this gives

$$
\begin{equation*}
\frac{1}{\chi}=\beta^{-2}\left(\bar{\zeta}+\frac{4 \pi^{2}}{3 \gamma^{N}}\right) . \tag{4.9}
\end{equation*}
$$

Equation (4.9) can be compared with the experimental data on the magnetic susceptibility of $\mathrm{He}^{3} ;{ }^{4}$ this shows that $\bar{\zeta}$ is negative and is of magnitude 0.85 times the second term. Thus the exchange interaction has a decided effect on the magnitude of the magnetic susceptibility of liquid $\mathrm{He}^{3}$. The sign of the effect is such that the exchange interaction facilitates parallel orientation of the spins. It does not lead to ferromagnetism, however, since the Fermi tendency toward an antiparallel arrangement of the spins prevails. It is possible that at higher pressures the parameters change in such a way that ferromagnetism becomes possible. There are no experimental data up to the present, however, to support such a conclusion.

## 5. THE KINETIC EQUATION

The kinetic equation for the distribution function in the absence of a magnetic field has the usual form

$$
\begin{equation*}
\frac{\partial n}{\partial t}+\frac{\partial n}{\partial \mathbf{r}} \cdot \frac{\partial s}{\partial \mathbf{p}}-\frac{\partial n}{\partial \mathbf{p}} \cdot \frac{\partial \xi}{\partial \mathbf{r}}=I(n), \tag{5.1}
\end{equation*}
$$

where $I(n)$ is the collision integral. Here, however, we have to take into account the fact that the energy $\epsilon$ is a functional of the distribution function, and thus also depends on the coordinates. By means of this kinetic equation Landau ${ }^{1}$ obtained expressions for the fluxes of energy and momentum.

To find the momentum flux one must multiply (5.1) by $\mathrm{p}_{\mathrm{i}}$ and integrate over the phase space. Conservation of momentum in the collisions makes the integral $\int p_{i} I(n) d \tau$ vanish, and we have the equation

$$
\frac{\partial}{\partial t} \int p_{i} n d \tau+\int p_{i}\left(\frac{\partial n}{\partial x_{k}} \cdot \frac{\partial \mathrm{~s}}{\partial p_{k}}-\frac{\partial n}{\partial p_{k}} \cdot \frac{\partial \mathrm{~s}}{\partial x_{k}}\right) d \tau=0
$$

This expression in parentheses in the second integral can be written

$$
\frac{\partial}{\partial x_{k}}\left(n \frac{\partial \xi}{\partial p_{k}}\right)-\frac{\partial}{\partial p_{k}}\left(n \frac{\partial \Sigma}{\partial x_{k}}\right) .
$$

Substituting this into the integral and integrating the second term by parts, we get:

$$
\frac{\partial}{\partial x_{k}} \int p_{i} \frac{\partial \xi}{\partial p_{k}} n d \tau+\int n \frac{\partial s}{\partial x_{i}} d \tau .
$$

The last term can be put in the form

$$
\frac{\partial}{\partial x_{i}} \int n s d \tau-\int \varepsilon \frac{\partial n}{\partial x_{i}} d \tau
$$

But in view of the fact that $\delta \mathrm{E}=\int \epsilon \delta \mathrm{nd} \tau$, the last term here is equal to $\partial \mathrm{E} / \partial \mathrm{x}_{\mathrm{i}}$. Thus we get the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \int p_{i} n d \tau+\frac{\partial \Pi_{i k}}{\partial x_{k}}=0 . \tag{5.2}
\end{equation*}
$$

This equation expresses the law of conservation of momentum. The tensor $\Pi_{i k}$ is the flux of momentum. It is given by

$$
\begin{equation*}
\Pi_{i k}=\int p_{i} \frac{\partial \varepsilon}{\partial p_{k}} n d \tau+\grave{\delta}_{i k}\left[\operatorname{Sp} \int n s d \tau-E\right] \tag{5.3}
\end{equation*}
$$

In a similar way we also get the law of conservation of energy. To do this we multiply the kinetic equation by $\epsilon$ and integrate with respect to $\mathrm{d} \tau$. $\mathrm{Be}-$ cause of the conservation of energy in the collisions the integral $\int \in I(n) d \tau$ vanishes, and we get:

$$
\int \varepsilon \frac{\partial n}{\partial t} d \tau+\int \varepsilon\left(\frac{\partial n}{\partial \mathbf{r}} \frac{\partial \varepsilon}{\partial \mathbf{p}}-\frac{\partial n}{\partial \mathbf{p}} \cdot \frac{\partial \boldsymbol{s}}{\partial \mathbf{r}}\right) d \tau=0
$$

Writing the term in $\partial \mathrm{n} / \partial \mathrm{r}$ in the form

$$
\frac{\partial}{\partial \mathbf{r}} \int n s \frac{\partial \mathbf{s}}{\partial \mathbf{p}} d \tau-\int n \frac{\partial \mathbf{s}}{\partial \mathbf{r}} \frac{\partial z}{\partial \mathbf{p}} d \tau-\int n \frac{\partial 2_{\mathbf{s}}}{\partial \mathbf{r} \partial \mathbf{p}} \varepsilon d \tau
$$

and integrating by parts with respect to $p$ in the term in $\partial \mathrm{n} / \partial \mathrm{p}$, we get the law of conservation of energy

$$
\begin{equation*}
\frac{\partial E}{\partial t}=\int \varepsilon \frac{\partial n}{\partial t} d \tau=-\operatorname{div} \mathbf{Q} \tag{5.4}
\end{equation*}
$$

where the flux of energy is given by

$$
\begin{equation*}
\mathbf{Q}=\int n \varepsilon \frac{\partial s}{\partial \mathbf{s}} d \tau \tag{5.5}
\end{equation*}
$$

## 6. THE VISCOSITY

From (5.1) and the expressions (5.2) for the momentum flux and (5.5) for the energy flux we can
determine the coefficients of viscosity and thermal conductivity of the Fermi fluid. ${ }^{5}$

We begin by finding the viscosity. To do this, suppose that there occurs a motion in the liquid with a certain velocity $u$ which is a slowly varying function of position. In this case the distribution function will differ only slightly from the equilibrium value:

$$
\begin{equation*}
n=n_{0}+i n \tag{6.1}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{0}=\frac{1}{e^{\frac{B_{0}-n \cdot u-\mu}{T}+1}} ; \mid \text { òn } \mid \ll n_{0} \tag{6.2}
\end{equation*}
$$

The quantity $\delta \mathrm{n}$ is found from the kinetic equation (5.1). As usual, we must insert the function $n_{0}$ in the left member of the kinetic equation. Furthermore we shall assume that at the point considered $u=0$. Substituting Eq. (6.2) into (5.1) we find:

$$
\begin{gather*}
\frac{\partial n_{0}}{\partial t}-\frac{1}{3} \frac{\partial n_{0}}{\partial \xi} \mathbf{p} \frac{\partial \varepsilon}{\partial \mathbf{p}} \operatorname{div} \mathbf{u}-\frac{1}{2} \frac{\partial n_{0}}{\partial s}\left(p_{i} \frac{\partial s}{\partial p_{h}}-\frac{1}{3} p_{l} \frac{\partial s}{\partial p_{l}} \dot{i}_{i k}\right) \\
\times\left(\frac{\partial u_{i}}{\partial x_{k}}+\frac{\partial u_{k}}{\partial x_{i}}-\frac{2}{3} \grave{o}_{i k} \frac{\partial u_{l}}{\partial x_{l}}\right)=I(n) . \tag{6.3}
\end{gather*}
$$

We now transform $\partial n_{0} / \partial t$ and show that this expression also does not depend on the term in $f$ in Eq. (1.5). According to Eq. (6.2) we can write

$$
\begin{equation*}
\delta n_{0}=\frac{\partial n_{0}}{\partial \varepsilon_{0}}\left(\partial \varepsilon_{0}-\delta \partial \mu-\frac{\varepsilon_{0}-\mu}{T} \hat{\delta} T-\mathbf{p} \cdot \hat{\delta} \mathbf{u}\right) . \tag{6.4}
\end{equation*}
$$

Since the derivative $\partial n_{0} / \partial \epsilon_{0}$ in Eq. (6.4) is different from zero in a small neighborhood of the point $\epsilon_{0}=\mu$, and is a rapidly changing function in this region, we can suppose the quantities in the parentheses evaluated at that point (the error will be of the relative order $\left.(\mathrm{T} / \mu)^{2}\right)$. The variations $\delta \epsilon_{0}$ and $\delta \mu$ are arbitrary and are by no means equal to each other. On the other hand, the distribution function is normalized by the relation

$$
\int n_{0} d \tau=N
$$

where N is the number of atoms in unit volume. Taking the variation of this relation, we find:

$$
\begin{align*}
& \dot{\partial} N=\int \frac{\partial n_{0}}{\partial s_{0}}\left(\partial s_{0}-\hat{\delta}_{\mu}-\frac{\varepsilon_{0}-\mu}{T} \partial T-\mathbf{p} \cdot \grave{\jmath}_{\mathbf{u}}\right) d \tau  \tag{6.5}\\
& \approx-\left[\left(\delta_{0_{0}}-\delta_{i \mu}-\mathbf{p} \Delta \delta \mathbf{\delta}\right) \frac{d \tau}{d s_{0}}\right]_{z_{0}=\mu},
\end{align*}
$$

since $\int\left(\partial n_{0} / \partial \epsilon_{0}\right) d \epsilon_{0}=-1$. Comparing (6.5) and (6.4), we get:

$$
\frac{\partial n_{0}}{\partial t}=--\frac{\partial N}{\partial t} \cdot \frac{\partial n_{0}}{\partial z} \cdot\left(\frac{d \xi_{0}}{d \tau}\right)_{\varepsilon_{0}=\mu}
$$

The number of atoms N satisfies the equation of continuity

$$
\begin{equation*}
\frac{\partial N}{\partial l}+N \operatorname{div} \mathbf{u}=0 \tag{6.6}
\end{equation*}
$$

Thus the term in $\partial n_{0} / \partial t$ gives an addition to the term in div $u$, which as a result now takes the form

$$
\begin{equation*}
-\frac{\partial n_{0}}{\partial s_{s}}\left(\frac{1}{3} \mathbf{p} \frac{\partial s_{0}}{\partial \mathbf{p}}-N\left(\frac{d s_{0}}{d \tau}\right)_{s_{0}=\mu}\right) \operatorname{div} \mathbf{u} \tag{6.7}
\end{equation*}
$$

Using Eq. (2.1) and the equality of the number of excitations to the number of particles, which makes $p_{0} / h=\left(3 \pi^{2} N\right)^{1 / 3}$, we find that the expression just written vanishes. Thus apart from small corrections of the order $(T / \mu)^{2}$ there are no terms in div $u$ in the left member of the kinetic equation.

The right member of Eq. (5.1) is the collision integral

$$
\begin{gather*}
I(n)=-\int w\left[n_{1} n_{2}\left(1-n_{1}^{\prime}\right)\left(1-n_{2}^{\prime}\right)-\left(1-n_{1}\right)\left(1-n_{2}\right) n_{1}^{\prime} n_{2}^{\prime}\right] \\
\quad \times \delta\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{p}_{1}^{\prime}-\mathbf{p}_{2}^{\prime}\right) \delta\left(\varepsilon_{1}+\varepsilon_{2}-\varepsilon_{1}^{\prime}-\varepsilon_{2}^{\prime}\right) d \tau_{2} d \tau_{1}^{\prime} d \mathbf{p}_{2}^{\prime} \cdot(6.8) \tag{6.8}
\end{gather*}
$$

Here we must keep in mind that the $\delta$ function of the energies has as its arguments the actual energies, i. e., the energies as given by Eq. (1.5). Owing to this, substitution of the function $n_{0}\left(\epsilon_{0}\right)$ into the collision integral does not make it vanish. The integral vanishes only when we substitute in it the true equilibrium function, i. e., $n_{0}(\epsilon)$. The total distribution function can be written

$$
\begin{equation*}
n=n_{0}(s)-\frac{\hat{o} n_{0}}{\hat{\sigma}_{\varepsilon}} \int f \dot{f} d \tau+i n \tag{6.9}
\end{equation*}
$$

We introduce the notation

$$
\begin{equation*}
\sigma n=-\frac{n_{0}\left(1-n_{0}\right)}{T} \nu=\frac{\partial n_{0}}{\hat{\partial} \mathrm{~s}_{0}} \nu \tag{6.10}
\end{equation*}
$$

Substituting this in Eq. (6.9), we find that the term added to the equilibrium distribution function also has the form (6.10). Instead of $\nu$ however, it contains the quantity

$$
\begin{equation*}
\psi=\nu+\left(\frac{d \tau}{d s_{0}}\right)_{\mu} \int f(\chi) \vee \frac{d \Omega}{4 \pi} \tag{6.11}
\end{equation*}
$$

Substitution of Eq. (6.9) in the collision integral, with neglect of terms quadratic in $\psi$, gives:

$$
\begin{gather*}
I(n)=\frac{1}{T} \int w n_{01} n_{02}\left(1-n_{01}^{\prime}\right)\left(1-n_{02}^{\prime}\right)\left(\psi_{1}+\psi_{2}-\psi_{1}^{\prime}-\psi_{2}^{\prime}\right) \\
\times \grave{\sigma}\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{p}_{1}^{\prime}-\mathbf{p}_{2}^{\prime}\right) \grave{o}\left(\varepsilon_{1}+\varepsilon_{2}-\varepsilon_{1}^{\prime}-\varepsilon_{2}^{\prime}\right) d \tau_{2} d \tau_{1}^{\prime} d \mathbf{p}_{2}^{\prime} . \tag{6.12}
\end{gather*}
$$

In general the collision probability $w$ depends on all four momenta. The momenta of importance here, however, are those with magnitudes close to the limit value on the Fermi surface. We can therefore assume that $w$ depends only on $\theta$, the angle between $p_{1}$ and $p_{2}$, and $\varphi$, the angle between the planes ( $p_{1}, p_{2}$ ) and ( $p_{1}^{\prime}, p_{2}^{\prime}$ ).

Let us make use of the fact that the momenta of the particles in the main region of the integration differ little in magnitude from the limit momentum $p_{0}$. If we rotate the plane of the vectors ( $p_{1}^{\prime}, p_{2}^{\prime}$ )


FIG. 1
through the angle $\varphi$ relative to the axis in the direction $p_{1}+p_{2}$, so that this plane coincides with the plane ( $p_{1}, p_{2}$ ), we get the diagram shown in Fig. 1. It is clear that the vector $f$ will be small in magnitude and that the angles between all the momenta and the axis $p_{1}+p_{2}$ will be approximately equal to $\theta / 2$ or $-\theta / 2$. Thus we get
$p_{1}^{\prime} \approx p_{1}+f_{z} \cos \frac{\theta}{2}+f_{r} \sin \frac{\theta}{2}, \quad p_{2}^{\prime} \approx p_{2}-f_{z} \cos \frac{\theta}{2}+f_{r} \sin \frac{\theta}{2}$, where $f_{Z}$ is the component of $f$ along the axis $p_{1}+p_{2}$ and $f_{r}$ is the perpendicular component. We get rid of the $\delta$ function by integrating over $\mathrm{dp}_{2}^{\prime}$, and replace the integral over $d \tau_{1}^{\prime}$ by that over $d f_{r} d f_{\mathrm{Z}} \mathrm{d} \varphi$, introducing a system of cylindrical coordinates with axis along $p_{1}+p_{2}$ :

$$
\begin{equation*}
d \tau_{1}^{\prime}=2 p_{0} \sin \frac{\theta}{2} d f_{r} d f_{z} d \rho \frac{1}{(2 \pi h)^{3}} \tag{6.14}
\end{equation*}
$$

We now introduce the following notation:

$$
\begin{equation*}
x=\frac{\varepsilon_{1}^{\prime}-\mu}{T}, \quad t=\frac{\varepsilon_{1}-\mu}{T}, \quad x=\frac{\mu}{T}, \quad y=\frac{\varepsilon_{2}^{\prime}-\mu}{T} ; \tag{6.15}
\end{equation*}
$$

with the values of $\epsilon_{\mathrm{i}}$ from Eq. (2,1). The change from the variables $f_{r}$ and $f_{z}$ to $x$ and $y$ is accomplished very easily by means of Eq, (6.13). Then we get:

$$
\begin{equation*}
d \tau_{1}^{\prime} \int d \tau_{2}^{\grave{\partial}}(\varepsilon)=\frac{m^{* 3} T^{2} d x d y\left(\frac{d Q}{2 \pi}\right)\left(\frac{d \varphi_{2}}{2 \pi}\right)}{8 \pi^{4} \hbar^{6} \cos \left(\frac{\theta}{2}\right)} \tag{6,16}
\end{equation*}
$$

where we have denoted the angular differential $\sin \theta \mathrm{d} \theta \mathrm{d} \varphi$ by $\mathrm{d} \Omega$, which involves the arguments of $\mathrm{w}(\theta, \varphi)$. We note that because of the indistinguishibility of the particles the angle $\varphi$ varies only from zero to $\pi$.

From considerations of symmetry it is clear that $\psi$ must have the form
$\psi=\frac{1}{2} q(t)\left(p_{i} \frac{\partial s}{\partial p_{k}}-\frac{1}{3} p_{i} \frac{\partial s}{\partial p_{l}} \delta_{i k}\right) \cdot\left(\frac{\partial u_{i}}{\partial x_{k}}+\frac{\partial u_{k}}{\partial x_{i}}-\frac{2}{3} \delta_{i k} \frac{\partial u_{m}}{\partial x_{m}}\right)$.
When this expression is substituted in the collision integral the second factor can be transformed by means of the addition theorem for spherical harmonics. After the integration over the angle $\varphi_{2}$ only the first terms remain, i.e.,

$$
P_{2}\left(\theta_{1}+\theta_{2}\right) \rightarrow P_{2}\left(\theta_{1}\right) P_{2}\left(\theta_{2}\right), \text { where } P_{2}(\theta)=\frac{3}{2} \cos ^{2} \theta-1
$$

As the result we get from Eq. (6.3) the following equation for $q$ :

$$
\begin{align*}
& n_{0}(t)\left[1-n_{0}(t)\right]=\frac{m^{* 3} T^{2}}{8 \pi^{4} h^{6} \cos \frac{0}{2}} \int \frac{d \Omega}{2 \pi} \int_{-x}^{\infty} d x \int_{-x}^{\infty} d y w(\theta, \vartheta) \\
& \times n_{0}(t) n_{0}(x+y-t)\left[1-n_{0}(x)\right]\left[1-n_{0}(y)\right](6.18)  \tag{6.18}\\
& \times\left[q(t)+q(x+y-t) P_{2}\left({ }^{\prime}\right)-q(x) P_{2}\left(0^{\prime}\right)-q(y) P_{2}\left(0_{2}^{\prime}\right)\right] .
\end{align*}
$$

In view of the fact that in the range of temperatures we are considering only values of $x, y$, and $t$ much smaller than $\kappa$ are of importance, we can take the lower limit of the integration in Eq. (6.12) to be $-\infty$. Under these conditions, assuming that $q$ is a symmetric function (as is confirmed by the results) we easily verify that all the terms with different q's can be reduced to the same form as regards the dependence on $x$ and $y$. Thus the bracketed expression takes the simple form

$$
q(t)+q(x)\left[P_{2}(f)-P_{2}\left(I_{2}^{\prime}\right)-P_{2}\left(f_{2}^{\prime}\right)\right] .
$$

The change from the angles $\theta_{1}^{\prime}$ and $\theta_{2}^{\prime}$ to the angles $\theta$ and $\varphi$ is easily obtained from Fig. 1. Integrating over the variable $y$, on which $q$ no longer depends, after some manipulation we get the following equation:

$$
\begin{gather*}
\frac{8 \pi^{4} \hbar^{\theta}}{m^{* 3} T^{2}}=\frac{\overline{w(t, q)}}{\cos \frac{\theta}{2}} \cdot\left[\frac{3}{4}\left(1-\cos (1)^{2} \sin ^{2} \varphi-1\right)\right] \\
\times\left\{\int_{0}^{\infty} \frac{d x x[q(x+t)+q(x-t)]}{e^{x}-1}+2 \int_{0}^{\infty} \frac{d x x q(x)}{e^{x}+1}+\int_{0}^{t} d x \cdot x q(x-t)\right\} \\
\quad+\frac{\overline{w(\theta, \varphi)}}{\cos \frac{\theta}{2}} q(t) \cdot \frac{\pi^{2}+t^{2}}{2}, \tag{6.19}
\end{gather*}
$$

where the bar denotes averages over the solid angle.

The equation that has been obtained is complicated, but analysis shows that for arbitrary assumptions about the form of $w(\theta, \varphi)$ the error in the coefficient of viscosity will be smaller than 10 percent if we simply assume that the values we need satisfy $t^{2} \ll \pi^{2}$. Then $q$ is a constant, given by

$$
\begin{equation*}
q=\frac{64 \pi^{2} h^{6}}{3 m^{* 3} T^{2}}\left[\frac{\overline{w(u, \varphi)}}{\cos \left(\frac{0}{2}\right)}(1-\cos \theta)^{2} \sin ^{2} \varphi\right]^{-1} \tag{6.20}
\end{equation*}
$$

The flux of momentum is given by (5.3). Inserting in it $n=n_{0}+\delta n$ and Eq. (6.10), and using the fact that the energy is also a functional of the distribution function, we get:

$$
\begin{gather*}
\mathbf{U}_{i k}=\int p_{i} \frac{\partial \xi(p)}{\partial p_{k}}\left[i n-\frac{\partial n_{0}}{\partial s_{0}} \int f\left(\mathbf{p}, \mathbf{p}^{\prime}\right) i n^{\prime} \dot{\sigma} \tau^{\prime}\right] d \tau \\
=\int p_{i} \frac{\partial \xi(p)}{\partial p_{k}} \frac{\partial n_{0}}{d s_{0}}\left[\nu+\int f \nu\left(\frac{d \tau^{\prime}}{d s_{0}^{\prime}}\right)_{z}=\frac{d Q_{0}^{\prime}}{4 \pi}\right] d \tau  \tag{6.21}\\
=\int p_{i} \frac{\partial \xi(p)}{\partial p_{k}} \frac{\partial n_{0}}{\dot{\partial} s_{0}} \psi d \tau
\end{gather*}
$$

Thus it is seen that the expression for the momentum flux involves the same function $\psi$ that appears in the kinetic equation. Consequently, the function $f$ does not enter the expression for the momentum flux, and it has the same form as for a Fermi gas of particles with the mass $\mathrm{m}^{*}$ and the scattering law described by the function $w(\theta, \varphi)$.*

Substituting Eqs. (6.17) and (6.20) in Eq. (6.21) and defining the coefficient of viscosity as the proportionality coefficient between $\Pi_{i k}$ and $-\left(\partial u_{\mathrm{i}} / \partial \mathrm{x}_{\mathrm{k}}+\partial \mathrm{u}_{\mathrm{k}} / \partial \mathrm{x}_{\mathrm{i}}-2 / 3 \partial \mathrm{u}_{l} / \partial \mathrm{x}_{l} \delta \delta_{\mathrm{ik}}\right)$, we find

$$
\begin{equation*}
r_{1}=\frac{64}{45} T^{\cdots 2} \frac{\hbar^{3} p_{0}^{5}}{m^{* 4}}\left[\frac{\tilde{c}^{2}(u, p)}{\cos \frac{v}{2}}(1-\cos 0)^{2} \sin ^{2} \psi\right]^{-1} . \tag{6.22}
\end{equation*}
$$

The viscosity is proportional to $\mathrm{T}^{-2}$. This dependence was earlier predicted by Pomeranchuk ${ }^{6}$ on the basis of qualitative considerations. As for the numerical values of the viscosity, they depend on the definite form of the averaged function $w(\theta, \varphi)$ and therefore cannot be found precisely. But Eq. (6.22) makes it possible to determine the order of magnitude of $\eta$. To do this we make use of the fact, which will be proved in Appendix 2, that the function $f$ is of the order of magnitude of the scattering amplitude of the quasi-particles. Consequently $w \sim(2 \pi / \hbar) f^{2}$, and the value of f can be determined from experimental data on the speed of sound (cf. Sec. 8). Using the numerical values of $\mathrm{m}^{*}$ and $\mathrm{p}_{0}$ from Eq. (3.4), we get for $\mathrm{He}^{3}$

$$
\begin{equation*}
r_{1}=\frac{\alpha}{T^{2}}\left(x \sim 10^{-6} \therefore 10^{-5} \text { poise; } T_{B}^{\circ} \mathrm{K}\right) \tag{6.23}
\end{equation*}
$$

This order of magnitude corresponds to the experimental results found by K. N. Zinov'eva. ${ }^{7}$ Because her measurements went down only to $0.35^{\circ} \mathrm{K}$, it is indeed impossible to check the temperature dependence. Nevertheless the experimental results show an increase of the viscosity with decreasing temperature.

As already noted early in this section, apart from terms of order (T/ $/ \mu)^{2}$ there is no part pro-

[^1]portional to div $u$ on the left side of the kinetic equation. This means that the coefficient of second (dilatational) viscosity is smaller than $\eta$ by a factor $(\mathrm{T} / \mu)^{2}$ and plays no part in physical effects (for example, the absorption of sound).

## 7. THE THERMAL CONDUCTIVITY

We now go on to the calculation of the thermal conductivity. ${ }^{5}$ Assuming a small temperature gradiant, we get in the left side of the kinetic equation:

$$
\begin{equation*}
-\frac{\partial n_{0}}{\hat{\epsilon} \mathbf{\varepsilon}_{0}}\left(\frac{\varepsilon_{0}-\mu}{T}-s\right) \frac{\partial \varepsilon_{0}}{\partial \mathbf{p}} \nabla T . \tag{7.1}
\end{equation*}
$$

At the beginning the transformations of the collision integral are the same as those made in the preceding section [Eqs. (6.8) to (6.16)]. In the present case it is reasonable to try to find the function $\psi$ in the form

$$
\begin{equation*}
\psi=q(t) \frac{\partial \varepsilon_{0}}{\partial \mathbf{p}} \nabla T . \tag{7.2}
\end{equation*}
$$

Instead of Eq. (6.8) we now get a similar equation, but with $\cos \theta$ instead of $P_{2}(\cos \theta)$ in the collision integral and the factor $\left(\epsilon_{0}-\mu\right) / T-s$ in the left member. The presence of such a factor shows that the unknown function must contain parts both symmetric and antisymmetric in $t$, namely:

$$
\begin{equation*}
q(t)=q_{s}(t)+q_{a}(t) . \tag{7.3}
\end{equation*}
$$

Substitution in the collision integral gives the two equations

$$
\begin{gather*}
\frac{8 \pi^{4} h^{6}}{m^{* 3} T^{2}} s=\frac{\overline{w(t, \varphi)}}{\cos \frac{\theta}{2}}\left[q_{s}(t) \frac{\pi^{2}+t^{2}}{2}\right. \\
-\int_{0}^{\infty} d x \frac{x\left[q_{s}(x+t)+q_{s}(x-t)\right]}{e^{x}-1} \\
\left.-2 \int_{0}^{\infty} \frac{d x x q_{s}(x)}{e^{x}+1}-\int d x x q_{s}(x-t)\right],  \tag{7.4}\\
\frac{8 \pi^{4} \hbar^{6}}{m^{* 3} T^{2}}=\frac{\frac{w(\theta, \varphi)(1+2 \cos \theta)}{\cos \frac{\theta}{2}}\left[\int_{0}^{\infty} d x \frac{x\left[q_{a}(x-t)-q_{a}(x+t)\right]}{e^{x}-1}\right.}{\left.+2 t \int_{0}^{\infty} \frac{d x q_{a}(x)}{e^{x}+1}+\int_{0}^{t} d x \cdot x q_{a}(x-t)\right]+\frac{\frac{w(t, \varphi)}{\frac{0}{0}}}{\cos \frac{1}{2}} q_{a}(t) \frac{\pi^{2}+t^{2}}{2} .} \tag{7.5}
\end{gather*}
$$

In the present case, however, the kinetic equation does not completely determine the solution of the problem. One must use along with it a supplementary condition, which expresses the conservation of the flux of matter. This is

$$
\begin{gather*}
\partial \int n \frac{\partial \varepsilon}{\partial \mathbf{p}} d:=\int i n \frac{\partial \varepsilon_{n}}{\partial \mathbf{p}} d z+\int n_{0} \frac{\partial}{\partial \mathbf{p}}\left[\int f \delta n^{\prime} d \tau^{\prime}\right] d \tau \\
=\int \frac{\partial \varepsilon_{n}}{\partial \mathbf{p}}\left[i n-\frac{\partial n_{0}}{\partial s_{0}} \int f \delta n^{\prime} d \tau^{\prime}\right] d \tau=0 \tag{7.6}
\end{gather*}
$$

Here we have performed an integration by parts and have replaced $\epsilon$ by $\epsilon_{0}$ in the integrals that already contain $\delta \mathrm{n}$. Substituting the expressions (6.10), (6.11), and (7.2) in Eq. (7.6), we get

$$
\begin{equation*}
\int \frac{\partial n_{0}}{\partial \varepsilon_{n}}\left(\frac{\partial \varepsilon_{n}}{\partial_{\mathbf{p}}}\right)^{2} q(t) d \tau=0 . \tag{7.7}
\end{equation*}
$$

To find $q_{a}(t)$ we have only to solve (7.5) in a way like that used in the treatment of the viscosity. The situation is different for the even part $\mathrm{q}_{s^{\prime}}(\mathrm{t})$. First, we must note that $q_{S}=$ constant makes the right member of Eq. (7.4) vanish identically. Therefore the constant term $\mathrm{q}_{\mathrm{S}}(0)$ is to be determined not from this equation, but from the condition (7.7). Furthe rmore it is easy to show that the subsequent terms in $q_{S}(t)$, namely $a_{2} t^{4}+a_{4} t^{4}+\ldots$, make no contribution to the thermal conductivity. In fact, the occurrence of such a term as $a_{m} t^{2 m}$, for example, must change the constant term in $\mathrm{q}_{\mathrm{S}}(\mathrm{t})$ by a quantity $\mathrm{a}_{\mathrm{m}}^{0}$ which is such that

$$
\int \frac{\partial n_{0}}{\partial s_{0}}\left(\frac{\partial \varepsilon}{\partial p}\right)^{2}\left[a_{m} t^{2 m}+a_{m}^{0}\right] d \tau=0
$$

From this condition we get:

$$
a_{m}^{0}=-a_{m}(2 m)!R_{m}: R_{i n}=\int_{0}^{\infty} \frac{z^{2 m-1}}{e^{m}!1} d z
$$

To find the energy flux we have to calculate integrals of the form

$$
\begin{gathered}
\int \frac{\partial n_{0}}{\partial \varepsilon_{0}} F\left(s_{0}\right)\left(a_{m} t^{2 m}+a_{m}^{0}\right) d \tau \\
=\left(F \frac{d \tau}{d s_{0}}\right)_{=0=u}\left[a_{m}(2 m)!R_{m}+a_{m,}^{0}\right]=0
\end{gathered}
$$

Thus we get the result that to find the thermal conductivity coefficient we need only solve (7.5) and then choose the constant term so as to satisfy the condition (7.7). As in the case of the viscosity, it is enough for practical purposes to find the solution on the assumption $\mathrm{t}^{2} \ll \pi^{2}$. We then get:

$$
\begin{equation*}
q=\frac{24 \pi^{2} h^{6}}{m^{* 3} T^{-2}}\left(\ell-\frac{\pi^{2} T_{m}^{*}}{p_{0}^{2}}\right)\left[\frac{\omega(0, \varphi)(1-\cos \theta)}{\cos \frac{0}{2}}\right]^{-1} \tag{7.8}
\end{equation*}
$$

The energy flux is given by Eq. (5.5). Substituting Eq. (6.1) in that formula, we have:
$Q=\int s_{0}(\mathbf{p}) \frac{\partial \varepsilon_{0}(\mathbf{p})}{\partial \mathbf{p}} \delta \bar{n} d \tau-\int s_{0}(\mathbf{p}) \frac{\partial \varepsilon_{0}(\mathbf{p})}{\partial \mathbf{p}} \cdot \frac{\partial n}{\partial \varepsilon_{0}} \int f o ̀ n^{\prime} d \tau^{\prime} d \tau$.
Substituting Eqs. (6.10), (6.11), (7.2), and (7.8) we find the value of the thermal conductivity coefficient

$$
\begin{equation*}
x=\frac{8}{3} \frac{\pi^{2} \hbar^{3} p_{0}^{3}}{m^{* 4} T} \cdot\left[\frac{w(\theta, \varphi)(1-\cos \theta)}{\cos \frac{\theta}{2}}\right]^{-1} \tag{7.10}
\end{equation*}
$$

As in the case of the viscosity, the function $f$ does not appear in the coefficient $\kappa$.

The temperature dependence of the thermal conductivity coefficient is given by the $\mathrm{T}^{-1}$ law, which also agrees with the qualitative prediction of Pomeranchuk.

Estimating the numerical value of $\kappa$ for $\mathrm{He}^{3}$ in the same way as we did that of the viscosity, we get the relation
$x=\frac{\beta}{T}\left(\beta \sim 10^{2} \div 10^{3} \mathrm{erg} \mathrm{cm}^{-1} \mathrm{sec}^{-1} \mathrm{deg}^{-1} ; \mathrm{T}\right.$ in $\left.{ }^{\circ} \mathrm{K}\right)$.
In any case the expressions obtained for the viscosity and thermal conductivity coefficients cease to be valid for temperatures $\mathrm{T} \sim \mu$. In addition to this, however, there is a limitation that shifts the region of applicability of the theory toward conside rably lower temperatures. This is that the range of excitation energies with which we are concerned, of the order of $T$, must be much larger than the quantum uncertainty in the energy that arises owing to the collisions, i.e.,

$$
\begin{equation*}
\tau \gg \frac{\hbar}{T} \tag{7.12}
\end{equation*}
$$

where $\tau$ is the time between collisions. We note that the condition (7.12) is required not only for the calculation of the kinetic coefficients as it was done above, but also for the validity of the entire theory of the Fermi fluid. For $\mathrm{He}^{3}$ the quantity $\tau$ can be determined from the experimental values of the viscosity ${ }^{7}$ [cf. Eq. (9.12)]. If we use the point at the very lowest temperature, i.e., $\eta=4.8 \times 10^{-5}$ poise at $\mathrm{T}=0.35^{\circ} \mathrm{K}$, we get from Eq. (7.12)

$$
\begin{equation*}
T \ll 0,35^{\circ} \mathrm{K} \tag{7.13}
\end{equation*}
$$

It is clear, however, that this value is too high, since at $\mathrm{T}=0.35^{\circ} \mathrm{K}$ the viscosity is still not proportional to $\mathrm{T}^{-2}$, but follows a weaker law of variation.

## 8. THE PROPAGATION OF SOUND

The propagation of sound in a Fermi fluid has a number of quite specific peculiarities. If we consider sound of a prescribed frequency, then at not too low temperatures its propagation takes place according to the laws of ordinary hydrodynamics. In this case the damping of the sound is proportional to $\tau$. When the temperature is lowered the collision time will increase proportional to $\mathrm{T}^{-2}$, and finally, at temperatures such that $\omega \tau \sim 1$, the sound ceases to be propagated at all. It turns out,
however, that when the temperature is lowered still further the possibility of propagation of sound reappears. The velocity will then be different, and the sound is no longer simply a wave of compression and rarefaction. This phenomenon was also predicted by Landau, ${ }^{8}$ and was called by him the 'zeroth sound". Because only the relation between $\omega$ and $\tau$ is essential in fixing the nature of the sound, these two kinds of sound can be described as low-frequency sound ( $\omega T \ll 1$ ) and high-frequency sound ( $\omega \tau \gg 1$ ).

The speed of sound at low frequencies or not too low temperatures, for which the condition $\omega \tau \ll 1$ holds, is determined by the compressibility in the usual way. It was shown by Landau ${ }^{1}$
that there is an important dependence of the speed on the function f .

It is convenient to express the compressibility in terms of the derivative $\partial \mu / \mu \mathrm{N}$. Here N is the total number of particles. Using the fact that the chemical potential $\mu$ depends only on $\mathrm{N} / \mathrm{V}$, we find:

$$
\begin{equation*}
\frac{\partial \mu}{\partial N}=\cdots \frac{V \frac{\partial \mu}{\partial V}}{N}=-\frac{V^{2}}{N^{2}} \frac{\partial p}{\partial V} \tag{8.1}
\end{equation*}
$$

As is well known, the speed of sound is given by the relation

$$
\begin{equation*}
c^{2}=\frac{\partial p}{\partial \rho}=\frac{\partial p}{\partial\left(\frac{m N}{V}\right)}=\frac{1}{m}\left(N \frac{\partial \mu}{\partial N}\right) . \tag{8.2}
\end{equation*}
$$

The derivative $\partial \mu / \partial \mathrm{N}$ is calculated in the following way. Because $\mu=\epsilon\left(p_{0}\right)$, the change of $\mu$ occurs both on account of the change of $p_{0}$ and also because of the change of the form of the function $\epsilon(\mathrm{p})$ :

The changes $\delta \mathrm{N}$ and $\delta \mathrm{p}$ are connected by the relation

$$
\begin{equation*}
\dot{i} N=8 \pi p_{v}^{2} 3 \mu_{0} \frac{V}{(2 \pi h)^{3}} \tag{8.4}
\end{equation*}
$$

Since only changes $\delta$ n close to the Fermi limit are important in the integral of Eq. (8.3), the integration over the absolute value of the momentum can be performed. This gives

$$
\begin{equation*}
\int f i n^{\prime} d \tau^{\prime}=\frac{\partial N}{4 \pi V} \int f d Q \tag{8.5}
\end{equation*}
$$

Substitution in Eq. (8.3) gives [cf. also Eqs. (2.1) and (2.2)]:

$$
\begin{equation*}
\frac{\partial \mu}{\partial N}=\frac{1}{4 \pi V} \int f d \Omega+\frac{(2 \pi \hbar)^{3}}{8 \pi p_{0} n^{*} V} \tag{8.6}
\end{equation*}
$$

Equation (2.5) enables us to express the effective mass m* appearing here in terms of the actual
mass $m$ of the atoms. Substituting the resulting expression in Eq. (8.2), and using the fact that

$$
N=\frac{8 \pi p_{0}^{3} V}{3(2 \pi h)^{3}},
$$

we find:

$$
\begin{equation*}
c^{2}=\frac{p_{0}^{2}}{3 m^{2}}+\frac{2}{3 m}\left(\frac{p_{0}}{2 \pi h}\right)^{3} \int f(\chi)(1-\cos \chi) d Q . \tag{8.7}
\end{equation*}
$$

The formulas (2.5) and (8.7) make it possible to get some information about the function $f(\chi)$. If we introduce the notation

$$
\begin{equation*}
F(\chi)=f(\chi)\left(\frac{d \tau}{d \varepsilon}\right)_{\varepsilon=; i k}=f(\chi) \frac{p_{0} m^{*}}{\pi^{2} \hbar^{3}}=\sum_{k} F_{k} p_{k}(\cos \chi), \tag{8.8}
\end{equation*}
$$

the first coefficients of the expansion in Legendre polynomials can be found from Eqs. (2.5) and (8.7). Indeed, it is not hard to get the relations

$$
\begin{equation*}
\frac{1}{m}=\frac{1}{m^{*}}(1+\overline{F \cos \chi}), \quad c^{2}=\left(\frac{p_{0}^{2}}{3 m^{2}}\right) \frac{1+\bar{F}}{1+\overline{F \cos \chi}} \tag{8.9}
\end{equation*}
$$

Substituting the values of the parameters for $\mathrm{He}^{3}$ from Eq. (3.4) and the value of the speed of sound, ${ }^{9}$ $\mathrm{c}_{\mathrm{T}=0}=183 \mathrm{~m} / \mathrm{sec}$, we find: d :

$$
\begin{equation*}
F_{0}=\bar{F}=4.65, F_{1}=3 \overline{F \cos \chi}=1.3 . \tag{8.10}
\end{equation*}
$$

In view of the fact that the later coefficients cannot be determined in such a simple way, hereafter we shall confine ourselves in specific cases to the first two harmonic contributions to the function $F$ :

$$
\begin{equation*}
F=F_{0}+F_{1} \cos \chi . \tag{8.11}
\end{equation*}
$$

We now go on to the study of the "zeroth sound", i.e., the case in which $\omega \tau \gg 1$. The kinetic equation has the form (5.4). We substitute in it the distribution function in the form

$$
\begin{equation*}
n=n_{0}+\bar{i} n \tag{8.12}
\end{equation*}
$$

where the small deviation $\delta \mathrm{n} \sim \mathrm{e}^{\mathrm{i}(\mathrm{k} \cdot \mathbf{r}-\omega \mathrm{t})}$. Here, of course, we have to take into account the fact that, according to Eq. (1.5), the energy of the excitations also undergoes a change. Inasmuch as the collision integral has the behavior $I(n) \sim \delta n / \tau$, and $\omega \tau \gg 1$, we can neglect I (n).

Thus we find that

$$
(\mathbf{k} \cdot \mathbf{v}-\omega) \dot{i} n-\mathbf{k} \cdot \mathbf{v} \frac{\partial n_{0}}{\partial s} \int f^{\prime} n^{\prime} \delta_{-}^{\prime}=0
$$

From the form of this equation it follows that $\delta \mathrm{n}$ is proportional to $\partial n_{0} / \partial \epsilon$. Writing $\delta n=\partial n_{0} / \partial \epsilon \nu$, we get:

$$
\begin{equation*}
(\mathbf{k} \cdot \mathbf{v}-\omega) v+\mathbf{k} \cdot \mathbf{v} \int F v^{\prime} \frac{d \Omega^{\prime}}{4 \pi}=0 \tag{8.13}
\end{equation*}
$$

If we take $k$ as the polar axis and introduce the symbols $u=\omega / k$ for the speed of propagation of
the wave and $s=u / v$, then Eq. (8.13) takes the form:

$$
\begin{equation*}
(s-\cos \theta) \vee(\theta, \varphi)=\cos \theta \int F(\chi) \vee\left(\theta^{\prime}, \varphi^{\prime}\right) \frac{d Q}{4 \pi} \tag{8.14}
\end{equation*}
$$

From this we can determine $\nu(\theta, \varphi)$ and the characteristic value $s$. In view of the fact that the change of the distribution function, $\delta \mathrm{n}$, is proportional to $\partial n_{0} / \partial \epsilon$, it is clear that the essential point is the deformation of the Fermi surface. The shape of this deformation is determined by the function $\nu$. Equation (8.14) depends essentially on the function F .

Let us consider first as an example the simplest case, namely $F=F_{0}=$ const. With this we get from Eq. (8.14) (without the periodic exponential factor)

$$
\begin{equation*}
y=\frac{\operatorname{const} t \cdot \cos \theta}{s-\cos \theta} \tag{8.15}
\end{equation*}
$$

A displacement of the Fermi surface as a whole (this corresponds to ordinary sound) would be given by $\nu \sim \cos \theta$. Thus in the present case we have to do with an anisotropic deformation of the Fermi surface. As we shall see latter, s must be larger than unity. Thus the Fermi surface is stretched out in the direction of the motion.

Substituting Eq. (8.15) in Eq. (8.14) with $F=$ $\mathrm{F}_{0}$, we find the equation for s . Carrying out the elementary integration, we find:

$$
\begin{equation*}
\frac{s}{2} \ln \frac{s+1}{s-1}-1=\frac{1}{F_{0}} \tag{8.16}
\end{equation*}
$$

From this it can be seen that if $s$ is real (which corresponds to undamped waves) it must be larger than 1, i.e.,

$$
\begin{equation*}
u>v \tag{8.17}
\end{equation*}
$$

From Eq. $(8.14)$ it can be seen that this condition remains valid for any function $F$. Furthermore, since the left member of Eq. (8.16) is always positive, it is clear that the condition for the existence of zeroth sound is $F_{0}>0$.

If the function $F_{0}$ is large, $s$ is also large. From Eq. (8.16) we get. $s \rightarrow\left(F_{0} / 3\right)^{1 / 2}$ for $F_{0} \rightarrow \infty$. On the other hand, for $\mathrm{F}_{0} \rightarrow 0$ we have $s \rightarrow 1$, i. e., $u \rightarrow v$. This is the case of an almost free Fermi gas.

It is not hard to see that the conclusion that $s \rightarrow 1$ for $F \rightarrow 0$ does not depend on the form of $F$. In fact, it follows from Eq. (8.14) that for $F \rightarrow 0$, $s \rightarrow 1$, and $\nu$ is different from zero only for small $\theta$. According to Eq 。(8.7), in a weakly nonideal Fermi gas $c^{2} \approx p_{0}^{2} / 3 \mathrm{~m}$, i.e., $c \cong 3^{-1 / 2} u$. Thus the speed of the zeroth sound will exceed the ordinary speed of sound by a factor $3^{1 / 2}$.

Let us now consider the general case $F(\chi) .{ }^{10}$ We represent this function as a sum of spherical har-
monics as in Eq. (8.8). We substitute Eq. (8.8) in Eq. (8.14) and use the addition theorem of Legendre polynomials

$$
P_{n}(\chi)=\sum_{m=-n}^{n} P_{n}^{m}(0) P_{n}^{m}\left(\theta^{\prime}\right) e^{i m\left(\varphi-q^{\prime}\right)} \frac{(n--|m|)!}{(n+|m|)!},
$$

where $P_{n}^{m}=P_{n}^{-m}$ are the associated Legendre polynomials. After the indicated substitution we get:

$$
\begin{gather*}
(\cos \theta-s) \nu+\cos \theta \sum \frac{(n-|m| \mid!}{(n+|m|)!} P_{n}^{1 n}(\theta) F_{n} e^{i m \varphi}  \tag{8.18}\\
\times \int P_{n}^{m}\left(\theta^{\prime}\right) \vee\left(\theta^{\prime}, \varphi^{\prime}\right) e^{-i m \varphi^{\prime}} \frac{d Q^{\prime}}{4 \pi}=0 .
\end{gather*}
$$

We introduce the notation

$$
\begin{equation*}
F_{n} \frac{(n-|m|)!}{(n+|m|)!} \int P_{n}^{m}\left(\theta^{\prime}\right) \vee\left(\theta^{\prime} \varphi^{\prime}\right) e^{-i m \varphi^{\prime}} \frac{d Q^{\prime}}{4 \pi}=\Phi_{n m} \tag{8.19}
\end{equation*}
$$

and solve Eq. (8.18) for $\nu$ :

$$
\begin{equation*}
\nu=\frac{\cos \theta}{\cos \theta-s} \sum \Phi_{m m} P_{n}^{m}(\theta) e^{i m \varphi} . \tag{8.20}
\end{equation*}
$$

Substituting this expression into Eq. (8.19) and carrying out the integration over $\varphi$ we get:

$$
\begin{gather*}
\digamma_{n} \frac{(n--|m|)!}{(n+|m|)!} \int \sum_{k} P_{n}^{\prime n}\left(\theta^{\prime}\right) \frac{\cos \theta^{\prime}}{\cos \theta^{\prime}-s} \cdot P_{h}^{m i}\left(\theta^{\prime}\right) \frac{d \underline{Q}^{\prime}}{4 \pi} \Phi_{h m} \\
=\sum_{k}^{\prime} \Phi_{k, m_{k n}} \delta_{k} . \tag{8.21}
\end{gather*}
$$

Thus we have obtained a system of homogeneous equations for the quantities $\Phi_{\mathrm{km}}$. This system separates into independent subsystems corresponding to different values of m . From Eq. (8.21) it follows that in the Fermi fluid at absolute zero vibrations of several different types can be propagated, characterized by different dependences of the amplitude on the angles $\theta, \varphi$. The value $\mathrm{m}=0$ corresponds to vibrations in which $\nu$ is isotropic in the plane perpendicular to $k$. For $m \neq 0$ the vibrations are polarized in a definite way in this plane. The number of types of vibrations is determined by the number of possible values of $m(|m| \leq n)$. The speeds of propagation of the vibrations are determined by the requirement that the determinants of the corresponding subsystems of equations be equal to zero:

$$
\begin{gather*}
\left\|\delta_{k n}+F_{n} Q_{k n}^{m}(s)\right\|=0(N \geqslant n, k \geqslant|m|)  \tag{8.22}\\
\mathcal{Q}_{k n}^{m}(s)=\frac{(n-|m|)!}{(n+|m|)!} \int P_{k}^{m}\left(\theta^{\prime}\right) \frac{\cos \left(0^{\prime}\right)}{\cos {\theta^{\prime}}^{\prime}-s} P_{n}^{m}\left(\theta^{\prime}\right) \frac{d Q^{\prime}}{4 \pi} .
\end{gather*}
$$

Because $P_{n}^{-m}=P_{n}^{m}$, the coefficients $\Omega_{k n}^{m}$ do not depend on the sign of m , so that vibrations that differ only by the sign of $m$ are propagated with the same speed.

From Eq. (8.22) it can be seen that the equations for the speeds are transcendental equations.

In the general case they do not always have real roots. Cases are also possible, however, in which there are several real roots. Then.there are several types of vibrations with the same polarization in the plane perpendicular to k .

As an example let us consider the case in which the function $F(\chi)$ contains only the zeroth and first harmonics [the function (8.11)]. Here the coefficients $\Omega_{\mathrm{kn}}^{\mathrm{m}}$ are given by

$$
\begin{gathered}
\mathcal{Q}_{10}^{0}=\frac{1}{2} \int_{-1}^{1} \frac{x d x}{x-s}=1-\frac{s}{2} \ln \frac{s+1}{s-1}=-w \\
Q_{10}^{0}=Q_{01}^{0}=\frac{1}{2} \int_{-1}^{1} \frac{x^{2} d x}{x-s}=-s w \\
\bigcup_{11}^{1}=\frac{1}{2} \int_{-1}^{1} \frac{x^{3} d x}{x-s}=\frac{1}{3}-s^{2} w \\
Q_{11}^{1}=\frac{1}{4} \int_{-1}^{1} \frac{\left(1-x^{2}\right)}{x-s} d x=\frac{1}{2}\left[\left(s^{2}-1\right) w-\frac{1}{3}\right] .
\end{gathered}
$$

On substituting in the determinant (8.22) we get for the speed of propagation of vibrations of type $m=0$ the equation

$$
\begin{equation*}
w=\frac{1+F_{1} / 3}{F_{0}+F_{0} F_{1} / 3+F_{1} s^{2}} . \tag{8.23}
\end{equation*}
$$

For the case $m=1$ we get the equation .

$$
\begin{equation*}
w=\frac{F_{1}-6}{3 F_{1}\left(s^{2}-1\right)} . \tag{8.24}
\end{equation*}
$$

This equation has one real root for $\mathrm{F}_{\mathrm{i}}>6$.
Let us now look at the application of our formulas to the case of liquid $\mathrm{He}^{3}$. According to Eq. (8.10) there is one speed for the vibrations of type $m=0$ [the root of Eq. (8.23)]

$$
s=\frac{u}{r}=1.72 . \quad u=192 \mathrm{~m} / \mathrm{sec},
$$

The vibrations of type $m=1$ (and also all with $\mathrm{m}>1$ ) are absent. It is of course possible that this conclusion is a consequence of the crudeness of the approximation we have taken for $F(x)$, but we see no reasons for thinking so.

In addition to the vibrations that have been considered, waves of an entirely different type can be propagated in a Fermi fluid at absolute zero; these can be called spin waves. ${ }^{8}$ In the treatment of these vibrations one must take into account the spin part of the function $f$, which is given by Eq.
(4.3). We introduce a new symbol

$$
\begin{equation*}
\Phi(\chi)=f(\chi)\left(\frac{d z}{d=}\right)_{:=: x}=F(\chi)+Z(\chi) \sigma \cdot \sigma^{\prime} . \tag{8.25}
\end{equation*}
$$

The equation for zeroth sound now takes the form

$$
\begin{equation*}
(s-\cos \theta) v=\cos \theta \cdot \frac{1}{2} \operatorname{Sp}_{z^{\prime}} \frac{1}{4 \pi} \int \Phi v^{\prime} d \Theta^{\prime} . \tag{8.26}
\end{equation*}
$$

If we assume that $\nu$ does not depend on the spin, this goes over into Eq. (8.14). It is also possible, however, to assume a different form for the function $\nu$, namely to take

$$
\begin{equation*}
\nu=\nu \cdot \sigma \tag{8.27}
\end{equation*}
$$

For this function we get the equation

$$
\begin{equation*}
(s-\cos \theta) y=\cos \theta \int z \nu^{\prime} \frac{d Q^{\prime}}{16 \pi} . \tag{8.28}
\end{equation*}
$$

Thus we have for the components of the vector $\nu$ an equation that differs from Eq. (8.14) only by the replacement of $F$ by $Z / 4$. Therefore all the further developments must be the same as those carried out above.

According to the results of Sec. 4, for the case of $\mathrm{He}^{3}$ the quantity $\mathrm{Z}_{0}$ is approximately -3.4 , that is, a negative quantity. Although it is of course impossible to draw any rigorous conclusions from this, still it is most probable that no spin waves can be propagated in $\mathrm{He}^{3}$.

The possibility of the propagation of sound waves at $\mathrm{T}=0$ means that the Fermi fluid has a Bose branch of the energy spectrum, in the form of phonons with energy $\epsilon=$ up. But the contributions from this branch to the thermodynamic quantities involve higher powers of $T$ (heat capacity $\sim T^{3}$ ), which were not included in the approximate theory that has been considered.

## 9. THE DISPERSION AND ABSORPTION OF SOUND

In the preceding section we considered the two limiting cases $\omega \tau \ll 1$ and $\omega \tau \gg 1$. Let us now examine how the transition occurs from ordinary sound to zeroth sound, i.e., let us consider the dispersion of sound. ${ }^{10}$ Because the region of the dispersion, $\omega \tau \sim 1$, is at the same time the region of strong absorption, our treatment will also enable us to deal with the problem of the absorption of sound.

In the present case we have to find the solution of the kinetic equation, including the collision integral. Because the interaction law of the excitations is still unknown, however, we shall simplify the form of the collision integral.

For this purpose we could introduce a certain effective time $\tau$ and replace the collision integral I in Eq. (5.1) by the expression - $\delta \mathrm{n} / \tau$. With this replacement, however, the kinetic equation will not yield any conservation laws for the number of excitations, the momentum, and the energy, and this makes the transition to hydrodynamics impossible. Since both the second (dilatational) viscosity and
the effects of thermal conductivity (see.below) are negligibly small in our case, the collision integral contains no terms in the zeroth and first spherical harmonics. We therefore replace the collision integral by the following expression:*

$$
\begin{equation*}
I(n) \rightarrow-\tau^{-1}(o n-\bar{o} n-\sqrt{3} n \cos \theta \cos \theta) . \tag{9.1}
\end{equation*}
$$

It is easy to see that the integration over $d \tau_{p}$ makes this expression go to zero. It also goes to zero after multiplication by $\epsilon$ or by $p \cos \theta$ and integration over $\mathrm{d} \tau_{\mathrm{p}} . \dagger$ Thus the equations for the conservation of the number of particles, the momentum, and the energy are automatically satisfied. According to Eqs. (8.14) and (9.1) the basic kinetic equation now takes the following form:

$$
\begin{align*}
& (k v \cos \theta-\omega) v+k v \cos \theta \int F v^{\prime} \frac{d Q^{\prime}}{4 \pi} \\
& =-\frac{1}{i=}(v-\bar{v}-\overline{3 v \cos \theta} \cdot \cos \theta) . \tag{9.2}
\end{align*}
$$

Having in mind the application of the results to $\mathrm{He}^{3}$, in order not to complicate the problem we shall write the function $F$ in the two-term form of Eq. (8.11).

We introduce the notation

$$
\begin{equation*}
\bar{v}=v_{0} ; 3 \overline{3 v \cos \theta}=v_{1} ; \sigma=-i=k v ; 亏=\frac{i \omega z-1}{i \tau k v}, \tag{9.3}
\end{equation*}
$$

after which we get without difficulty from Eq. (9.2):
$(\cos \theta-\xi)+\cos \theta\left(F_{0} \nu_{0}+\frac{1}{3} F_{1} v_{1} \cos \theta\right)=\frac{1}{\sigma}\left(v_{0}+\nu_{1} \cos \theta\right)$.
We now solve the equation for $\nu$ and calculate $\bar{\nu}_{0}=\nu_{0}$ and $\overline{\nu \cos \theta}=\nu_{1} / 3$. We thus find two equations for the two quantities $\nu_{0}$ and $\nu_{1}$ :

$$
\begin{gather*}
\nu_{0}=F_{0} \nu_{0} w+\frac{1}{3} w F_{1} \nu_{1}-\frac{1}{\sigma} \frac{w+1}{亏} \nu_{0}-\frac{\nu_{1}}{\sigma} w,  \tag{9.5}\\
\frac{1}{3} \nu_{1}=F_{0} \nu_{0} \xi w-\frac{1}{3}\left(\frac{1}{3}-\xi^{2} w\right) F_{1} \nu_{1}-\frac{w}{\sigma} \nu_{0}-\frac{\xi w}{\sigma} \nu_{1}, \tag{9.6}
\end{gather*}
$$

where $\mathrm{w}=\frac{1}{2} \ln \frac{\xi+1}{\xi-1}-1$.
From the condition for compatibility of (9.5) and (9.6) we get an equation for the complex speed of sound

$$
\begin{gather*}
\left(1+\frac{1}{\xi_{0}}\right)\left(1+\frac{F_{1}}{3}\right)-w\left\{\left(1+\frac{F_{1}}{3}\right)\left(F_{0}-\frac{1}{\xi_{0}}\right)\right. \\
\left.+\dot{\xi}^{2}\left(F_{1}-\frac{3}{\xi_{0}}\right) \cdot\left(1+\frac{1}{\xi_{0}}\right)\right\}=0 . \tag{9.7}
\end{gather*}
$$

This is the desired equation for the frequency

[^2]dependence of the speed of sound or, in other words, for the dispersion of sound in the Fermi fluid. We first consider two extreme cases.
a) Low frequencies, $\omega \tau \ll 1$. Here we have $\sigma \rightarrow 0, \xi \sigma \rightarrow-1$, and $\xi \rightarrow \infty$. Expansion of $w$ in powers of $1 / \xi$ gives
$$
w=\frac{1}{3 \xi^{2}}+\frac{1}{5 \xi^{4}}
$$
and after simple manipulations Eq. (9.7) takes the form
\[

$$
\begin{gather*}
\left(1+\frac{1}{\xi_{3}}\right)^{2}=\frac{1}{3 \xi^{2}} \cdot\left(1+\frac{F_{1}}{3}\right) \cdot\left(F_{0}-\frac{1}{\xi_{3}}\right) \\
+\frac{1}{5 \xi^{2}}\left(1+\frac{1}{\xi_{3}}\right) \cdot\left(F_{1}-\frac{3}{\xi_{3}}\right) . \tag{9.8}
\end{gather*}
$$
\]

Recalling the relations (9.3), we have:

$$
\left(\frac{1+\xi \sigma}{\sigma}\right)^{2}=\left(\frac{\omega}{k v}\right)^{2} .
$$

From Eqs. (9.8) and (9.3) we find in first order in $i \omega \tau$

$$
\begin{equation*}
\left(\frac{\omega}{k v}\right)^{2}=\frac{1}{3}\left(1+F_{0}\right)\left(1+\frac{F_{1}}{3}\right)-\frac{4}{15} i \omega \tau\left(1+\frac{F_{1}}{3}\right) . \tag{9.9}
\end{equation*}
$$

The first term corresponds to the speed of ordinary sound in the Fermi fluid. The absorption of sound in the region $\omega \tau \ll 1$ is found by the elementary rule from Eq. (9.9) as the imaginary part of the wave vector:

$$
\begin{equation*}
\gamma=\operatorname{Im} k=\frac{2 \omega^{2} \tau v^{2}}{15 c^{\mathbb{y}}}\left(1+\frac{F_{1}}{3}\right) . \tag{9.10}
\end{equation*}
$$

In view of the fact that the present case corresponds to ordinary sound, we can use instead of Eq. (9.10) the more precise ordinary formula

$$
\gamma=\frac{\omega^{2}}{2 p c^{3}}\left\{\left(\frac{4}{3} \gamma_{i}+\zeta\right)+\frac{x}{c_{p}}\left(\frac{c_{p}}{c_{v}}-1\right)\right\}
$$

Noting that $\zeta \ll \eta$ and also that $\kappa / c_{p}$, which is a quantity of the order of $\eta$, is multiplied by the small factor ( $c_{p} / c_{V}$ ) - $\mathbf{1}$ [it is not hard to verify that it is of the order $(\mathrm{T} / \mu)^{2}$ ], we find:

$$
\begin{equation*}
\gamma=\frac{2 \omega^{2}}{3 \mu c^{3}} \gamma_{.} . \tag{9.11}
\end{equation*}
$$

Comparing this expression with Eq. (9.10), we can determine the time $\tau$ from experimental data:

$$
\begin{equation*}
\eta=\frac{1}{5} \rho \tau v^{2}\left(1+\frac{1}{3} F_{1}\right) . \tag{9.12}
\end{equation*}
$$

From the data of K. N. Zinov'eva on the viscosity ${ }^{7}$ we get

$$
\begin{equation*}
\approx \cong 2.3 \cdot 10^{-12} \cdot T \cdot \sec \left(T \operatorname{in}^{3} \mathrm{~K}\right) \tag{9.13}
\end{equation*}
$$

The corresponding value for the absorption coefficient is

$$
\begin{equation*}
\gamma \sim 1 \cdot 10^{-17}\left(\frac{\omega}{T}\right)^{2} \mathrm{~cm}^{-1} \tag{9.14}
\end{equation*}
$$

b) We now consider the second extreme case, that of high frequencies and low temperatures, $\omega \tau \gg 1$. In this case

$$
\sigma \rightarrow \infty ; \xi \sigma-\infty ; \xi=s+i \xi^{\prime},\left|\xi^{\prime}\right| \ll s .
$$

Equation (9.7) takes the form

$$
\begin{equation*}
\left(1+\frac{F_{1}}{3}\right)-w(s)\left\{\left(1+\frac{F_{1}}{3}\right) F_{0}+s^{2} F_{1}\right\}=0 \tag{9.15}
\end{equation*}
$$

This equation agrees exactly with the equation (8.23) that determines the speed of the zeroth sound.

As for the absorption of the zeroth sound, to calculate it we must find the imaginary part $\xi^{\prime}$ of the speed of sound. From Eq. (9.9) we get the equation

$$
\begin{align*}
& \because\left\{\frac{1}{w^{\prime}(s)}\left(1+\frac{F_{1}}{3}\right)\left(\frac{s}{s^{2}-1}-\frac{w(s)+1}{s}\right)-2 s w(s) F_{1}\right\} \\
& -\frac{1}{\omega \tau}\left\{\left(1+\frac{F_{1}}{3}\right)(1+w(s))+w(s) s^{2}\left(3-F_{1}\right)\right\}=0 . \tag{9.16}
\end{align*}
$$

By means of Eq. (9.3) we find the absorption coefficient

$$
\begin{equation*}
\gamma=\operatorname{Im} k=\frac{1}{s=v}-\frac{\omega \xi^{\prime}}{s^{2} c^{\prime}} . \tag{9.17}
\end{equation*}
$$

If we substitute here the values of the parameters for $\mathrm{He}^{3}\left(\mathrm{~s}=1.84, \mathrm{v}=1.13 \times 10^{4} \mathrm{~cm} / \mathrm{sec}\right)$, we get:

$$
\begin{equation*}
\xi^{\prime}=\frac{1.5}{\omega \tau}, \quad \gamma \sim 3 \cdot 10^{6} \cdot T^{2} \mathrm{~cm}^{-1} \tag{9.18}
\end{equation*}
$$

Thus the absorption of the zeroth sound does not depend on the frequency and increases with increasing temperature as $1 / \tau$, i.e., proportional to $\mathrm{T}^{2}$.

In this calculation the speed of sound has been treated classically. The validity of this treatment depends on the inequality $\hbar \omega \ll \mathrm{T}$. For the case $\hbar \omega \gtrsim T$ it is necessary to treat the problem by quantum theory. The decrease of the number of sound quanta per unit time, due to the collisions of the Fermi particles, is given by

$$
\begin{gather*}
\int w\left\{n_{1} n_{2}\left(1-n_{1}^{\prime}\right)\left(1-n_{2}^{\prime}\right)-n_{1}^{\prime} n_{2}^{\prime}\left(1-n_{1}\right)\left(1-n_{2}\right)\right\} \\
\times \delta\left(\mathbf{p}^{\prime}+\mathbf{p}_{2}^{\prime}-\mathbf{p}_{1}-\mathbf{p}_{2}-h \mathbf{k}\right)  \tag{9.19}\\
\times^{\delta}\left(z_{1}^{\prime}+\varepsilon_{2}^{\prime}-\varepsilon_{1}-\varepsilon_{2}-h w\right) d \tau_{1} d \tau_{2} d \tau_{1}^{\prime} d \mathbf{p}_{2}^{\prime} .
\end{gather*}
$$

The function $w$, which depends on the four momenta, is unknown. It is possible, however, to carry out the calculation in such a way that the absorption coefficient is expressed in terms of its classical value (9.17); this has been done in a paper by Landau. ${ }^{8}$

Making use of the fact that in the region in which the Fermi distribution falls off (which is the impor-
tant one for the problem) the only rapidly varying function is the occupation number $n(\epsilon)$, we can assume that the angular integrals give a certain constant, which does not change as we go from the classical region $\hbar \omega \ll \mathrm{T}$ to the quantum region $\hbar \omega \gg \mathrm{T}$. There then remains only the integral over the energies

$$
\begin{align*}
\prime= & \int\left(n_{1} n_{2}\left(1-n_{1}^{\prime}\right)\left(1-n_{2}^{\prime}\right)-n_{1}^{\prime} n_{2}^{\prime}\left(1-n_{1}\right)\left(1-n_{2}\right)\right. \\
& \ll \delta\left(\xi_{1}^{\prime}+\varepsilon_{2}^{\prime}-s_{1}-\varepsilon_{2}-\hbar \omega\right) d s_{1} d s_{2} d s_{1}^{\prime} d \varepsilon_{2}^{\prime} . \tag{9.20}
\end{align*}
$$

Substituting the Fermi function for n and extending the integration from $-\infty$ to $\infty$ (this is permissible because of the rapid convergence of the integrals), after a rather lengthy calculation we get

$$
\begin{equation*}
I=T^{3} \frac{2 \pi^{2}}{3} h \omega\left[1+\left(\frac{h \omega}{2 \pi T}\right)^{2}\right] . \tag{9.21}
\end{equation*}
$$

The absorption coefficient is proportional to the integral I. From the classical limiting case we can determine the proportionality factor. Since the classical value of $\gamma$ must be obtained for $\hbar \omega \ll T$, we have in the general case

$$
\begin{equation*}
\gamma=\gamma_{\mathrm{cl}}\left[1+\left(\frac{h \omega}{2 \pi \bar{T}}\right)^{2}\right], \tag{9.22}
\end{equation*}
$$

where $\gamma_{c l}$ is given by Eq. (9.17). In view of the fact that $\gamma_{\mathrm{cl}}$ is proportional to $\mathrm{T}^{2}$, in the quantum limiting case $\hbar \omega \gg \mathrm{T}$ the absorption coefficient $\gamma$ must be proportional to $\omega^{2}$.

## 10. THE SCATTERING OF LIGHT (FLUCTUATIONS OF THE DISTRIBUTION FUNCTION)

According to the foregoing, a particular condition for the possibility of the propagation of "zeroth sound"' is the inequality

$$
\begin{equation*}
\omega_{\text {sound }} \tau \gg 1 \tag{10.1}
\end{equation*}
$$

where $\tau$ is the time between collisions. For $\mathrm{He}^{3}$ this is of the order of $10^{-12} \mathrm{~T}^{-2} \mathrm{sec}$. If we take even a temperature $\sim 0.01^{\circ} \mathrm{K}$, a frequency higher than $10^{8} \mathrm{cps}$ is required for the direct observation of zeroth sound, and this makes the performance of such an experiment very difficult.

Besides the direct experiment, an indirect method can be proposed, which consists of the observation of the Rayleigh scattering of light in liquid $\mathrm{He}^{3}$.* As is well known, in Rayleigh scattering there appear, in addition to the main line, satellites that differ from it in frequency by

$$
\Delta \omega= \pm 2 \frac{u}{c} \omega \sin \frac{\theta}{2}
$$

where $u$ is the speed of sound and $\theta$ is the scatter-

[^3]ing angle. The speed of the zeroth sound in $\mathrm{He}^{3}$ is of the order of $2 \times 10^{4} \mathrm{~cm} / \mathrm{sec}$, that is, $\Delta \omega \sim 10^{-6} \omega$. Thus the observation of the frequency distribution of the scattered light provides in principle a possibility for measuring the speed of the zeroth sound. The condition (10.1) can be satisfied owing to the high frequency of visible light.

In addition to this side of the matter, the scattering of light in a Fermi fluid at sufficiently low temperatures has a number of specific features which give interest to the theoretical study of this phenomenon, in particular the frequency distribution of the intensity.*

As is well known, the frequency and angular distributions for the Rayleigh scattering of unpolarized light are given by the formula ${ }^{12} \dagger$

$$
d h=\left.\frac{\omega^{4}}{6 \pi c^{4}} \cdot \frac{1}{2 \pi V} \iint \delta D_{\Delta \omega}(\mathbf{r}) e^{-i \varphi \cdot \mathrm{r}} d V\right|^{2} \frac{3}{4}\left(1+\cos ^{2} \theta\right) \frac{d \Omega}{4 \pi} d \Delta \omega,
$$

where $\omega$ is the frequency of the incident light, $\theta$ is the scattering angle, $q$ is the change of the wave vector of the light, of magnitude $(2 \omega / \mathrm{c}) \sin (\theta / 2)$, and $\delta \mathrm{D}_{\Delta \omega}$ is the Fourier component of the fluctuation $\delta \mathrm{D}(\mathrm{t})$ of the dielectric constant:

$$
\begin{equation*}
\grave{i} D_{\Delta \omega}=\frac{1}{\sqrt{t_{0}}} \int_{0}^{t_{0}} \dot{\partial} D(t) e^{i \Delta \omega t} d \tau, \tag{10.3}
\end{equation*}
$$

where $t_{0}$ is a certain large value, which will be let go to infinity in the final formula.

The bar in Eq. (10.2) means averaging over the fluctuations. Hereafter we shall for simplicity take the volume of the system to be unity.

Because of the very small polarizability of helium atoms we can assume that the change of the dielectric constant occurs as a result of density fluctuations, i.e., $\delta \mathrm{D}=(\partial \mathrm{D} / \partial \mathrm{N}) \delta \mathrm{N}$, where N is the number of particles in unit volume. But according to the general theory of the Fermi fluid the number of excitations is equal to the number of atoms in the fluid. Thus we can write

$$
\begin{equation*}
\int \delta D_{\Delta \omega}(\mathbf{r}) e^{-i \mathbf{q} \cdot \mathbf{r}} d V=\frac{\partial D}{\partial N} \int \delta n_{\mathbf{q}, \Delta \omega}(\mathbf{p}) d \tau_{p} \tag{10.4}
\end{equation*}
$$

where $\delta \mathrm{n}_{\mathrm{q}}, \Delta \omega(\mathrm{p})$ is the Fourier component with respect to $r$ and $t$ [the latter in the sense of Eq. (10.3)] of the fluctuation of the distribution function of the excitations.

Before going on to further calculations, let us

[^4]note one important fact. In Eq. (10.2) the averaging is taken over all possible fluctuations. In the range of temperatures and frequencies in which $\hbar \Delta \omega \gtrsim \mathrm{T}$ we must take account of quantum effects in carrying out this averaging. For this, however, (cf. reference 12) it is enough to know the result for the purely classical case, that is, for $T \gg \hbar \Delta \omega$, and then introduce a certain correction factor. For scattering with increase of the frequency by the amount $\Delta \omega$ (anti-Stokes scattering) we must introduce the factor $(\mathrm{h} \Delta \omega / \mathrm{T}) \mathrm{N}(\Delta \bar{\omega})$, and for scattering with decrease of the frequency by $\Delta \omega$ (Stokes scattering) the factor is ( $\mathrm{h} \Delta \omega / \mathrm{T})[\mathrm{N}(\Delta \omega)+1]$, where $\mathrm{N}(\Delta \omega)$ is the Bose distribution function. If we use negative values of $\Delta \omega$ for the description of the Stokes scattering, then owing to the relation $\mathrm{N}(-\Delta \omega)+1=-\mathrm{N}(\Delta \omega)$ - it turns out that the correction factor for both cases has the form
\[

$$
\begin{equation*}
\frac{\hbar \Delta \omega}{T}\left[e^{\frac{\hbar \Delta \omega}{T}}-1\right]^{-1} \tag{10.5}
\end{equation*}
$$

\]

Thus we shall take $T \gg \hbar \omega$. To find the fluctuations of the distribution function we shall use the method proposed by Rytov ${ }^{13}$ and by Landau and Lifshitz ${ }^{14}$ for calculating fluctuations in electrodynamics and hydrodynamics.* By this method we find the fluctuation of the "random force" appearing in the kinetic equation; then by solving this equation we can also get the fluctuation of the distribution function.

For the case of the Fermi fluid we shall start with the kinetic equation, which we write in the form

$$
\begin{gather*}
\frac{\partial \delta n}{\partial t}+\frac{\partial \delta n}{\partial \mathbf{r}} \cdot \frac{\partial \varepsilon}{\partial \mathbf{p}}-\frac{\partial n_{0}}{\partial \mathbf{p}} \int f\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \frac{\partial \delta n\left(\mathbf{p}^{\prime}\right)}{\partial \mathbf{r}} d \tau_{p^{\prime}} \\
=I(\delta n)+y(\mathbf{p}, \mathbf{r}, t) \tag{10.6}
\end{gather*}
$$

Except for the "random force" $y(r, p, t)$ this equation is an approximation to the kinetic equation (5.1) that is linear in $\delta \mathrm{n}$.

In what follows we shall be concerned only with the case of frequencies and temperatures satisfying the relation (10.1), i.e., with the case in which the collisions can be neglected. The detailed form of the collision integral is then of no importance, since it plays the part of an auxiliary quantity in the calculations and can be set equal to zero in the final result. In view of this we set

$$
\begin{equation*}
I(\partial ̀ n)=-\frac{\delta n}{z} \tag{10.7}
\end{equation*}
$$

where $\tau$ is a large quantity. We have also to find the rate of change of the entropy. Recalling that

[^5]the number of particles and the total energy are prescribed, and using the relation
\[

$$
\begin{equation*}
\delta \Xi(\mathbf{p})=\int f\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \partial n\left(\mathbf{p}^{\prime}\right) d \tau_{p^{\prime}} \tag{10.8}
\end{equation*}
$$

\]

we find:

$$
\begin{gather*}
S=-\left\{\int \frac{\delta n[I(\delta n)+y]}{n_{0}\left(1-n_{0}\right)} d \tau_{p} d V\right.  \tag{10.9}\\
\left.+\frac{1}{T} \int f\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \grave{n} I\left(\delta n^{\prime}\right) d \tau_{p} d V d \tau_{p^{\prime}} d V^{\prime}\right\}
\end{gather*}
$$

Noting that $n_{0}\left(1-n_{0}\right) \approx T \delta(\epsilon-\mu)$, where $\mu$ is the chemical potential, we readily see that $\delta \mathrm{n}(\mathrm{p})$ must have the form

$$
\begin{equation*}
\grave{\delta} n(\mathbf{p})=\nu(\theta, \varphi) \cdot \grave{\delta}(\varepsilon-\mu), \tag{10.10}
\end{equation*}
$$

where $\theta$ and $\varphi$ are the polar angles of the vector $p$. This formula means that the fluctuations of the distribution function occur only in the neighborhood of the Fermi surface.

It is natural to take a similar form for $\mathbf{y}$, i.e.,

$$
\begin{equation*}
y(\mathbf{p})=y^{\varepsilon}(\theta, \varphi) \delta(\varepsilon-\mu) \tag{10.11}
\end{equation*}
$$

We now introduce the notation

$$
F(\chi)=\left[f\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \frac{d \tau}{d \varepsilon}\right]_{\mathrm{s}=\mathrm{s}^{\prime}=\mu}
$$

where $\chi$ is the angle between $p$ and $p^{\prime}$, and expand $\delta \mathrm{n}, \mathrm{y}$, and F in spherical harmonics

$$
\begin{align*}
v(\theta, \varphi) & =\sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{n}^{m} P_{n}^{m}(\cos \theta) e^{i m \varphi} \\
y^{\varsigma}(\theta, \varphi) & =\sum_{n=0}^{\infty} \sum_{m=-n}^{n} y_{n}^{m} P_{n}^{m}(\cos \theta) e^{i m \varphi}  \tag{10.12}\\
F(\chi) & =\sum_{n=0}^{\infty} F_{n} p_{n}(\cos \chi)
\end{align*}
$$

Since $\nu$ and $y^{\epsilon}$ are real quantities, we have

$$
A_{n}^{m}=\left(A_{n}^{-m}\right)^{*}, y_{n}^{m}=\left(y_{n}^{-m}\right)^{*}
$$

Using the expression (10.7) for the collision integral, we get the following formula for the rate of change of the entropy:

$$
\begin{align*}
\dot{S}= & \int d V\left(\frac{d \tau_{p}}{d s}\right)_{\mathrm{e}=\mu} \frac{1}{T} \sum_{n=0}^{\infty} \sum_{m=-n}^{n}\left(\frac{F_{n}}{2 n+1}+1\right)  \tag{10.13}\\
& \times \frac{1}{2 n+1}\left(\frac{(n+|m|)!}{(n-|m|)!}\right)\left(\frac{A_{n}^{n}}{\tau}-y_{n}^{m}\right) A_{n}^{-m}
\end{align*}
$$

Let us now introduce the notation

$$
\begin{equation*}
\dot{x}_{n}^{m}=\therefore \frac{A_{n}^{m}}{\tau}+y_{n}^{m} \tag{10.14}
\end{equation*}
$$

Then in order for the expression (10.13) to take the form (cf. reference 14)

$$
\dot{S}=-\sum_{i} X_{i} \cdot \dot{x}_{j}
$$

we must take as the generalized forces $X_{i}$ the expressions

$$
\begin{equation*}
X_{n}^{m}=\frac{1}{T}\left(\frac{d \tau_{p}}{d \varepsilon}\right)_{\varepsilon=\mu}\left(\frac{F_{n}}{2 n+1}+1\right) \frac{1}{2 n+1} \cdot \frac{(n+|m|)!}{(n-|m|)!} A_{n}^{-m} \tag{10.15}
\end{equation*}
$$

In the expression (10.14) the quantity $y_{n}^{m}$ plays the role of the "random force." Writing this relation in the form

$$
x_{n}^{m}=-\sum_{n^{\prime} m^{\prime}}, \gamma_{n, n^{\prime}}^{m, m^{\prime}} X_{n^{\prime}}^{m^{\prime}}+y_{n}^{m}
$$

where the coefficients $\gamma$ can be determined without difficulty from Eq. $(10.15)$, we have according to the general theory of fluctuations:

$$
\begin{gather*}
y_{n}^{m}(\mathbf{r}, t) y_{n^{\prime}}^{m^{\prime}}\left(\mathbf{r}^{\prime}, t^{\prime}\right)=\left(\gamma_{n, n^{\prime}}^{m, m^{\prime}}+\gamma_{\left.n^{\prime}, n_{n}^{m}\right) \delta\left(t-t^{\prime}\right) \dot{m}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}\right. \\
=\frac{2}{\tau} \grave{\iota}_{n, n^{\prime}} \dot{\partial}_{m,-m^{\prime}}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \dot{\partial}\left(t-t^{\prime}\right) \quad(10.16  \tag{10.16}\\
\times\left[T\left(\frac{d \Sigma_{p}}{d \vdots}\right)_{s=; \mu}\left(\frac{F_{n}}{2 n+1}+1\right) \frac{1}{2 n+1} \frac{(n+|m|)!}{(n-|m|)!}\right]^{-1} .
\end{gather*}
$$

Finally, using Eq. (10.12) and the relation

$$
\sum_{n}(2 n+1) P_{n}(\cos \chi)=2 \delta(\cos \chi-1)
$$

we get after some transformations the general relation

$$
\begin{gathered}
\overline{y(\mathbf{p}, \mathbf{r}, t) y\left(\mathbf{p}^{\prime}, \mathbf{r}^{\prime}, t^{\prime}\right)}=\frac{2 T}{\approx} \grave{o}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) \quad(10.17 \\
\times\left\{\frac{(2 \pi \hbar)^{3}}{2} \delta\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \delta(\varepsilon-\mu)+\delta(\mathbf{s}-\mu) \delta\left(\varepsilon^{\prime}-\mu\right)\left(\frac{d \varepsilon}{d \tau_{p}}\right)_{\varepsilon=\mu}\right. \\
\times \sum_{n=0}^{\infty} \frac{F_{n} P_{n}(\cos \gamma)}{1+F_{n} / 2 n+1} .
\end{gathered}
$$

By means of this formula and the kinetic equation (10.16) we can calculate the fluctuations of the distribution function, with which we are concerned here. Since in the general case of an arbitrary function f this is a rather complicated task, we confine ourselves to the case $f=$ const.

Making use of the fact that the fluctuations occur only at the Fermi surface, and referring to Eq. (10.6), we express $\nu_{\mathrm{q}}, \Delta \omega^{(\theta, \varphi)}$ in terms of the corresponding Fourier component of $\mathrm{y}^{\epsilon}(\theta, \varphi)$. This gives

$$
\begin{gather*}
\int v_{\mathbf{q}, \Delta \omega}(\theta, \varphi) \frac{d Q}{4 \pi} \\
\left.=\int \frac{y_{\mathbf{q}, \Delta \omega}^{\varepsilon}(\theta, \varphi) \frac{d Q}{4 \pi}}{-i \omega+\frac{1}{\tau}+i \mathbf{q} \mathbf{v}} \right\rvert\,\left(1+F_{0} \int \frac{i(\mathbf{q v}) \frac{d Q}{4 \pi}}{-i \omega+\frac{1}{=}+i \mathbf{q} \mathbf{v}}\right)^{(1} \tag{10.18}
\end{gather*}
$$

where $\mathbf{v}=(\partial \epsilon / \partial \mathbf{p}) \epsilon=\mu$. Averaging the square of the magnitude of this expression by means of Eq. ( 10.17 )[here we have to remember that the Fourier
components with respect to $t$ are taken according to Eq. (10.3)], we find:

$$
\begin{align*}
& \left|\int \nu_{q, \Delta \omega}(\theta, \varphi) \frac{d \varrho}{4 \tau}\right|^{2}  \tag{10.19}\\
& =2\left(\frac{d \varepsilon}{d \tau_{p}}\right)_{z=\mu} \frac{T}{=}\left[\frac{1}{2} \int_{-1}^{1} \frac{d x}{\left|q v x-\omega+\frac{i}{\tau}\right|^{2}}\right. \\
& \left.-\frac{F_{0}}{1+F_{0}}\left|\frac{1}{2} \int_{-1} \frac{d x}{q v x-\omega+\frac{i}{\tau}}\right|^{2}\right] /\left|1+\frac{F_{0}}{2} \int_{-1}^{+1} \frac{q v x}{\dot{q} v x-\omega+\frac{d x}{\tau}}\right|^{2} .
\end{align*}
$$

We are interested in the limit of the value of this expression for $\tau \rightarrow \infty$. In the case in which $q v>$ $|\Delta \omega|$, the denominator does not have any poles, and the important quantity is the residue in the integral in the numerator. We get as the result:

$$
\begin{gather*}
\frac{1}{2 \pi}\left|\overline{v_{q},-\omega(\mathbf{p}) d \tau_{n}}\right|^{2}=T\left(\frac{d \tau_{p}}{d \varepsilon}\right) \frac{1}{q v}\left\{\left[1+F_{0}(1\right.\right. \\
\left.\left.\left.-\frac{\Delta \omega}{2 q v} \ln \frac{q v+\Delta \omega}{q v-\Delta \omega}\right)\right]^{2}+\left(\frac{F_{0} \Delta \omega \pi}{2 q v}\right)^{2}\right\}^{-1} . \tag{10.20}
\end{gather*}
$$

In the opposite case, i.e., for $q v \ll \Delta \omega$, the pole in the denominator of the expression (10.19) is important. It is not hard to see that such a pole occurs. if $F_{0}>0$ and is given by $\Delta \omega= \pm$ sqv, where $s$ satisfies the equatior.

$$
\begin{equation*}
1+F_{0}\left[1-\frac{1}{2} \ln \left(\frac{s+1}{s-1}\right)\right]=0 \tag{10.21}
\end{equation*}
$$

This equation is identical with Eq. (8.16), which determines the speed of the zeroth sound. Using the relation

$$
\frac{1}{\pi} \lim _{\tau \rightarrow \infty} \frac{\vdots}{\vdots}\left(\omega-\omega_{0}\right)^{2}+\tau^{-2}=\grave{o}\left(\omega-\omega_{0}\right)
$$

we get without difficulty:

$$
\begin{gather*}
\frac{1}{2 \pi} \sqrt{\int \nu_{q},\left.\Delta \omega(\mathbf{p}) d \tau_{p}\right|^{2}}=T\left(\frac{d \tau_{p}}{d s}\right)_{\varepsilon=\mu} \frac{2\left(s^{2}-1\right)}{F_{0}\left(1+F_{0}-s^{2}\right)} \\
\times[\hat{\delta}(\Delta \omega-s q v)+\grave{ }(\Delta \omega+s q v)] . \tag{10.22}
\end{gather*}
$$

Thus the distribution of the scattered light in direction and frequency has the form [we have also introduced the quantum factor (10.5)]:

$$
\begin{gather*}
d h=\frac{\omega^{4}}{4 \pi c^{4}}\left(\frac{\partial D}{\partial N}\right)^{2}\left(\frac{d \tau_{p}}{d \varepsilon}\right)_{\varepsilon=\mu}\left(1+\cos ^{2} \theta\right) \cdot \frac{\hbar \Delta \omega}{e^{h \Delta \omega / T-1}} \\
\times\left[\frac{\theta(q v-|\Delta \omega|)}{2 q v} /\left\{\left\lceil 1+F_{0}\left(1-\frac{\Delta \omega}{2 q v} \ln \frac{q v+\Delta \omega}{q v-\Delta \omega}\right)\right]^{2}\right.\right. \\
\left.\quad+\left(\frac{F_{0} \Delta \omega \pi}{2 q v}\right)^{2}\right\}+\frac{s^{2}-1}{F_{0}\left(1+F_{0}-s^{2}\right)}[\delta \delta(\Delta \omega-s q v)  \tag{10.23}\\
\quad+\delta(\Delta \omega+s q v)]\rceil \frac{d Q}{4 \pi} d \Delta \omega,
\end{gather*}
$$

where

$$
G(y)= \begin{cases}1 & y>0 \\ 0 & y<0\end{cases}
$$

This result has a simple physical meaning. As
can easily be seen, the frequency spectrum consists of a central part - qv $<\Delta \omega<q v$ and two narrow lines at $\Delta \omega= \pm$ sqv. The central part corresponds to the Doppler broadening of the main line. Comparison of Eq. (10.21) with Eq. (8.16) shows that the side lines are the satellites of the Rayleigh scattering, which appear because of the possibility of the propagation of zeroth sound ( $\mathrm{sv}=\mathrm{u}$ ). The ratio between the intensities of the central part and the satellites in general depends on the scattering angle. In the two extreme cases, however, of high temperatures ( $T \gg \hbar \omega u / c$ ) and low temperatures ( $\mathrm{T} \ll \hbar \omega \mathrm{u} / \mathrm{c}$ ) this ratio does not depend on the angle. One can carry out numerical computations for $\mathrm{He}^{3}$, using unknown (sic) parameters. It then turns out that for the high-temperature case about 20 percent of the whole intensity is in the central part, and about 40 percent in each of the side lines. In the low-temperature case, owing to the quantum factor, the distribution is cut off on the side of positive $\Delta \omega$. In particular, the only one of the two satellites left is the Stokes line with $\Delta \omega=-u q$, which gets 90 percent of the intensity. In this case the central part receives only 10 percent of the whole intensity.

The total scattered intensity is obtained by integrating Eq. (10.23) over $d \Delta \omega$ and $d \Omega$. For the high-temperature case

$$
\left(T \gg \hbar J_{(1)} \sim \hbar \omega \frac{u}{c}\right)
$$

it is

$$
\begin{equation*}
h=\frac{\omega^{4} T}{6 \pi e^{4}}\left(\frac{\partial D}{\partial N}\right)^{2}\left(\frac{d \tau_{p}}{d \mathrm{~s}}\right)_{\mathrm{\varepsilon}=\mu} J_{1} \tag{10.24}
\end{equation*}
$$

where $J_{1}$ is a numerical integral, which in the case of $\mathrm{He}^{3}$ is about 0.5 . In the quantum limiting case ( $\mathrm{T}<\hbar \omega \mathrm{u} / \mathrm{c}$ ) we have:

$$
\begin{equation*}
h=\frac{h \omega^{5} v}{\left(i \pi c^{4}\right.}\left(\frac{\partial D}{\partial N}\right)\left(\frac{d \tau p}{d \varepsilon}\right)_{z=\{\lambda} J_{2} \tag{10.25}
\end{equation*}
$$

Here $J_{2}$ is a numerical integral, which in the case of $\mathrm{He}^{3}$ is about 0.2 . To carry out quantitative calculations from these expressions for the case of $\mathrm{He}^{3}$, we need to know the value of $\partial \mathrm{D} / \partial \mathrm{N}_{0}$. There are no measurements of this quantity; therefore we take $D-1$ to be proportional to $N$, and use the proportionality factor as given by the data on liquid $\mathrm{He}^{4}$. For wavelength $\lambda=5461 \mathrm{~A}$ the index of refraction of liquid $\mathrm{He}^{4}$ is 1.027 . This gives $\partial \mathrm{D} / \partial \mathrm{N}$ $=2.5 \times 10^{-24}$. Substitution in Eqs. (10.24) and (10.25) gives ( T in ${ }^{\circ} \mathrm{K}$ ):

$$
\begin{gathered}
h\left(\mathrm{He}^{3}\right)^{10^{-69} 9_{1,4}^{4}} \mathrm{~cm}^{-1} \text { for } \quad \omega \ll 2 \cdot 10^{17} T \mathrm{sec}^{-1} \\
h\left(\mathrm{Hc}^{3}\right) 10^{-87}()^{5} \mathrm{~cm}^{-1} \text { for } \quad\left(1 \geqslant 2 \cdot 10^{17} T \mathrm{sec}^{-1} .\right.
\end{gathered}
$$

It must be remembered that the frequency must
satisfy the relation (10.1) i.e., $\Delta \omega \gg 1 / \tau$, or

$$
(1) \gg 10^{18} T^{2} \mathrm{sec}^{-1}
$$

If this condition is not fulfilled, the line width will be too large. Thus in the visible range of frequencies we need temperatures below $0.05^{\circ} \mathrm{K}$. It is not hard to see that at temperatures of the order of $0.01^{\circ}$ and frequencies in the visible region we have $h\left(\mathrm{He}^{3}\right) \sim 10^{-9} \mathrm{~cm}^{-1}$, which is of course too small for the effect to be measurable.* But owing to the fact that $\omega$ occurs raised to a high power in the expression for $h$, it is possible that one may be able to measure the scattering in the ultraviolet region.

## APPENDICES

## MICROSCOPIC THEORY OF THE FERMI FLUID

## A 1. The Rarefied Fermi Gas

In this section we consider the properties of a non-ideal Fermi gas in which the dimensions of the particles are small in comparison with the mean free path. ${ }^{16}$ This model, a number of whose properties have been examined recently by Yang and Huang, ${ }^{17}$ and also by Yang and Lee, ${ }^{18}$ was called by those writers the hard-sphere model. In reality it possesses a more general character, and corresponds to a system of Fermi particles with arbitrary short-range forces having a radius of action small in comparison with the mean wavelength.

Such a model makes it possible to obtain expressions for the various quantities describing the Fermi fluid, for example the energy, the effective mass, and the function f , in the form of expansions in powers of $(a / \lambda)$ ( $a$ is the radius and $\lambda$ is the wavelength). We shall carry out the calculation to within terms of the order $(a / \lambda)^{2}$. By a procedure similar in principle one could determine also terms of several higher orders, but this is of no special interest. We begin with the calculation of the energy.

We use perturbation theory to take into account the interaction energy of the particles, which we write in the form (with the volume of the gas taken as unity for simplicity)

$$
\begin{equation*}
V=2 U \sum_{\substack{n_{1} n_{2} m \\ n_{1}<n_{2}}} a_{m_{1}}^{+} a_{m_{2}}^{+} a_{n_{2}} a_{n_{1}} \tag{A1.1}
\end{equation*}
$$

where $a_{i}^{+}$and $a_{i}$ are creation and annihilation

[^6]operators for the particles. The summation is taken with the restriction that the total momentum is conserved; furthermore the spin component for the state $m_{1}$ is equal to that for the state $n_{1}$, and similarly for $m_{2}$ and $n_{2}$. The position of $U$ outside the sign of summation corresponds to the fact that the interaction between all pairs of particles is the same, and the scattering amplitude does not depend on the angle. In first approximation the quantity $U$ is connected with this amplitude by the relation
\[

$$
\begin{equation*}
U=\frac{4 \pi a \hbar^{2}}{m} \tag{A1.2}
\end{equation*}
$$

\]

(a is the scattering amplitude).
The first-order correction to the energy is the diagonal matrix element of $V$ :

$$
\begin{equation*}
E_{n}^{(1)}=2 U \sum_{n_{1}<n_{2}} N_{n_{1}} N_{n_{2}} Q_{n_{1} n_{2}}, \tag{A1.3}
\end{equation*}
$$

where the $\mathrm{N}_{\mathrm{i}}$ are occupation numbers.
The factor $Q_{i k}$ in Eq. (A1.3) takes account of the fact that Fermi particles with a scattering amplitude independent of the angle do not interact in the case of parallel spins. Thus we shall take

$$
\begin{equation*}
Q_{i k}=\frac{1}{4}-s_{i} \tau_{k} \tag{A1.4}
\end{equation*}
$$

( $\sigma_{\mathrm{i}}$ is the spin operator of the i-th particle).
Substituting Eqs. (A1.2) and (A1.4) in Eq. (A1.3), we get

$$
\begin{equation*}
E^{(1)}=\left(2 \pi a h^{2} / m\right) N^{2} / 2 . \tag{A1.5}
\end{equation*}
$$

To find the second-order correction we use the expression from perturbation theory

$$
\begin{equation*}
E_{n}^{(2)}=\sum_{m \neq n}\left|V_{n m}\right|^{2} /\left(E_{n}-E_{m}\right) \tag{Al.6}
\end{equation*}
$$

Substituting the expression (A1.1) in this formula, we get the following sum:

$$
\begin{equation*}
4 U^{2} \sum_{\substack{n_{1} n_{2} m_{1} m_{2} \\ n_{1}<n_{2}}} \frac{N_{n_{1}} N_{n_{2}}\left(1-N_{m_{1}}\right)\left(1-N_{m_{2}}\right) Q_{n_{1}} n_{2}}{E_{n_{1}}+E_{n_{2}}-E_{m_{1}}-E_{m_{2}}}, \tag{A1.7'}
\end{equation*}
$$

where $\mathrm{N}_{\mathrm{i}}$ are the equilibrium occupation numbers and $E_{i}$ the energies of the particles.

Because our purpose is to get the expansion of the energy in powers of $a$, we have to take into account the fact that the relation (A1.2) between $U$ and the scattering amplitude is not exact, but is valid only to first order. When second-order terms are included we get instead of (A1.2) the following relations:

$$
2 U+4 U^{2} \sum_{m_{1} m_{2}} Q_{n_{1} n_{2}} /\left(E_{n_{1}}+E_{n_{2}}-E_{m_{1}}-E_{m_{2}}\right)=\frac{8 \pi a \hbar^{2}}{m} \cdot\left(\mathrm{~A} 1.2^{\prime}\right)
$$

If we get from this the expression of $U$ in terms of
a and substitute it in Eq. (A1.3), the resulting expression for $E^{(1)}$ contains terms proportional to $a^{2}$, which must naturally be assigned to the secondorder correction. Taking this into account, we get the following value of the second-order correction to the energy:

$$
\begin{gather*}
E^{(2)}=2 U^{2} \sum_{n_{1} n_{2} m_{1} m_{2}}\left\{\frac{N_{n_{1}} N_{n_{2}}\left(1-N_{m_{2}}\right)\left(1-N_{m_{2}}\right) \cdot Q_{n_{1}} Q_{n_{2}}}{E_{n_{1}}+E_{n_{2}}-E_{m_{1}}-E_{m_{2}}}\right. \\
\left.-\frac{N_{n_{1}} N_{n_{2}} Q_{n_{1} n_{2}}}{E_{n_{1}}+E_{n_{2}}-E_{m_{1}}-E_{m_{2}}}\right\} . \tag{A1.7}
\end{gather*}
$$

In view of the fact that the expression in brackets is symmetric in $n_{1}$ and $n_{2}$, we replace the restriction $n_{1}>n_{2}$ by the factor $1 / 2$.

The meaning of the operation just performed lies in the fact that in actuality an expansion in powers of U is not what is used. The existence of a constant $U$ would simply lead to an infinity in the energy, as can be seen directly from the formula (A1.7). In the present case the essential point is that the scattering amplitude a has a finite, and moreover a small, value, which makes possible an expansion in powers of this quantity.

In the first term of the expression (A1.7) the ${ }^{*}$ term with the product of four $\mathrm{N}_{\mathrm{i}}$ 's is equal to zero because of the fact that the denominator is antisymmetric under the interchange $n_{1} n_{2} \neq m_{1} m_{2}$, while its numerator is symmetric, and all the ranges of summation are identical. The two surviving terms with products of three $\mathrm{N}_{\mathrm{i}}$ 's are identical. Thus we get finally:

$$
\begin{equation*}
E^{2}=-4 U^{2} \sum_{n_{1} n_{2} m_{1} m_{2}} \frac{N_{n_{1}} N_{n_{2}} N_{m_{1}} Q_{n_{1} n_{2}}}{E_{n_{1}}+E_{n_{2}}-E_{m_{1}}-E_{m_{2}}} \tag{A1.8}
\end{equation*}
$$

This is the expression for the energy that is valid on the basic assumption $(a / \lambda) \ll 1$.

Our purpose is to obtain the characteristics of the degenerate Fermi gas. From the expression (A1.8) we find the energy of the ground state
$E^{(2)}=-\frac{4 U^{2}}{(2 \pi h)^{3}} \int_{\left|\mathbf{p}_{1}\right|<p_{0} ;} d \mathbf{p}_{1} \int_{\mid \mathbf{p}_{2}} d \mathbf{p}_{2} \int d p_{p_{0}} ; \int_{\mathbf{p}} \int d \mathbf{p}_{3} \mid<p_{0} ; \frac{\delta\left(\mathbf{p}_{1}+\mathbf{p}_{1}+\mathbf{p}_{2}^{2}-\mathbf{p}_{3}-\mathbf{p}_{3}^{2}-\mathbf{p}_{4}^{2}\right)}{\frac{1}{2 m}}$, where $p_{0}$ is the limiting momentum.

According to Sec. 1 the energy of the excitations is given by the relation

$$
\begin{equation*}
\varepsilon_{i}=\frac{\delta E}{\delta N_{i}} . \tag{A1.10}
\end{equation*}
$$

Variation of the expressions (1.3) and (1.8) with respect to $\mathrm{N}_{\mathrm{i}}$ gives

$$
\begin{gather*}
\varepsilon(\mathbf{p})=\frac{\mathbf{p}^{2}}{2 m}+\frac{U N}{2}+\frac{2 U^{2}}{(2 \pi h)^{9}} \int d \mathbf{p}_{1} \int d \mathbf{p}_{2} \int d \mathbf{p}_{3} \quad(\mathrm{~A}  \tag{A1.11}\\
\times\left[\frac{\delta\left(\mathbf{p}_{1}+\mathbf{p}_{2}-\mathbf{p}-\mathbf{p}_{3}\right)}{\left(\mathbf{p}^{2}+\mathbf{p}_{3}^{2}-\mathbf{p}_{1}^{2}-\mathbf{p}_{2}^{2}\right) / 2 m}-2 \frac{\delta\left(\mathbf{p}_{\mathbf{1}}+\mathbf{p}-\mathbf{p}_{2}-\mathbf{p}_{3}\right)}{\left(\mathbf{p}^{2}+\mathbf{p}_{1}^{2}-\mathbf{p}_{2}^{2}-\mathbf{p}_{3}^{2}\right) / 2 m}\right] .
\end{gather*}
$$

Thus the problem of calculating the energy of the ground state and the effective mass of the excitations reduces to the calculation of the integrals (A1.9) and (A1.11) . The integration is rather cumbersome because of the high multiplicity of the integrals and the awkwardness of the regions of integration.

Instead of this we can use a simpler method, based on the introduction of the function $f$. If we introduce this function

$$
\begin{equation*}
f_{i k}=\delta^{2} E / \delta N_{i} \delta N_{k}, \tag{A1.12}
\end{equation*}
$$

then according to Eqs. (2.5) and (8.7) we can determine the effective mass and the speed of low-frequency sound. By a suitable integration we can find the energy of the ground state from the speed of sound.

Thus the problem reduces to the determination of the quantity f . Taking the variations of the expressions (Al.3) and (Al.8) with respect to $\mathrm{N}_{1}$, and then with réspect to $N_{k}$, we find the following expression:

$$
\begin{gather*}
f=2 U Q_{\sigma, \sigma^{\prime}}-\frac{8 U^{2}}{(2 \pi h)^{3}} \int d \mathbf{p}_{1} \int_{\left|\mathbf{p}_{1}\right|<p_{0}} d \mathbf{p}_{2} \\
\times\left[Q_{\sigma \sigma^{\prime}} \frac{\delta\left(\mathbf{p}+\mathbf{p}^{\prime}-\mathbf{p}_{1}-\mathbf{p}_{2}\right)}{\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}-\mathbf{p}_{1}^{2}-\mathbf{p}_{2}^{2}\right) / 2 m}\right.  \tag{A1.13}\\
\left.+\frac{1}{4} \frac{\delta\left(\mathbf{p}+\mathbf{p}_{1}-\mathbf{p}^{\prime}-\mathbf{p}_{2}\right)}{\left(\mathbf{p}^{2}+\mathbf{p}_{1}^{2}-\mathbf{p}^{\prime 2}-\mathbf{p}_{2}^{2}\right) / 2 m}+\frac{1}{4} \frac{\delta\left(\mathbf{p}^{\prime}+\mathbf{p}_{1}-\mathbf{p}-\mathbf{p}_{2}\right)}{\left(\mathbf{p}^{\prime 2}+\mathbf{p}_{1}^{2}-\mathbf{p}^{2}-\mathbf{p}_{2}^{2}\right) / 2 m}\right] .
\end{gather*}
$$

In the calculation we shall at once set $|p|=\left|p_{1}\right|$ $=p_{0}$. The integration in the second term of $f$ is considerably simpler than those in Eqs. (A1.9) and (A1.11). We get as the result:

$$
\begin{align*}
& f(\chi)=\frac{2 \pi a h^{2}}{m}\left[1+2\left(\frac{3}{\pi}\right)^{\frac{1}{3}} a N^{\frac{1}{3}}\left(2+\frac{\cos \chi}{2 \sin \frac{\chi}{2}} \ln \frac{1+\sin \frac{\chi}{2}}{1-\sin \frac{\chi}{2}}\right)\right] \\
& -\frac{8 \pi a \hbar^{2}}{m}\left(\sigma_{1} \sigma_{2}\right)\left[1+2\left(\frac{3}{\pi}\right)^{\frac{1}{3}} a N^{\frac{1}{3}}\left(1-\frac{\sin \frac{\chi}{2}}{2}\right) \ln \frac{1+\sin \frac{\chi}{2}}{1-\sin \frac{\chi}{2}}\right] \tag{A1.14}
\end{align*}
$$

A peculiarity of this expression deserves attention. For angles $\chi$ close to $\pi$ the function $f$ has a logarithmic singularity,

$$
\begin{equation*}
f(\chi) \sim\left(\frac{1}{4}-\sigma_{1} \sigma_{2}\right) \ln \frac{1}{\pi-\chi} \tag{A1.15}
\end{equation*}
$$

It is clear that in this case the approximation we have used is, strictly speaking, not legitimate. The singularity of the function f at $\chi=\pi$ is a manifestation of the singularity in the scattering amplitude of excitations colliding at the angle $\pi$. The corresponding expression, obtained by summing the main terms of the perturbation theory, is proportional to

$$
\begin{equation*}
\left[1+2\left(\frac{3}{\pi}\right)^{\frac{1}{3}} a N^{\frac{1}{3}} \ln \frac{p_{0}^{2}}{\varepsilon}\right]^{-1} \tag{A1.16}
\end{equation*}
$$

where $\epsilon=\mathrm{p}^{2}+\mathrm{p}^{2}-2 \mathrm{p}_{0}^{2}$.
In the case of positive a this expression goes to zero for $\mathrm{p}^{2}=\mathrm{p}^{2}=\mathrm{p}_{0}^{2}$ 。

If, however, $\mathrm{a}<0$ (this is possible for Fermi systems), the scattering amplitude has a pole near the Fermi surface. This corresponds to the possibility of the formation of bound pairs of excitations with opposite momenta, which was pointed out by Cooper ${ }^{19}$ and is the main cause of the phenomenon of superconductivity in metals. ${ }^{20}$

Thus the expression found for $f$ is not valid for angles close to $\pi$. But in view of the fact that the singularity is only logarithmic, it manifests itself only in the immediate neighborhood of the singular point. And since only integrals of $f$ together with regular functions occur in the expressions with which we are concerned, the logarithmic singularity of the function $f$ is of no importance.

Substituting Eq. (A1.4) in Eq. (2.5), we find the value of the effective mass

$$
\begin{equation*}
m / m^{*}=1-(8 / 15)(3 / \pi)^{\frac{2}{3}}(7 \ln 2-1) a^{2} N^{\frac{2}{3}} . \tag{A1.17}
\end{equation*}
$$

We note that if we insert here the value $\mathrm{m}^{*}=1.43 \mathrm{~m}$, which corresponds to liquid $\mathrm{He}^{3}$, the resulting value of a is $1.6 \times 10^{-8}$; that is, it is of the order of magnitude of the gas-kinetic value of the diameter of the helium atom. Such a comparision of course has no meaning in a strict sense. The model under consideration cannot describe liquid $\mathrm{He}^{3}$. This can already be seen from the fact that the quantity ( $\mathrm{m}^{*}$ $\mathrm{m}) / \mathrm{m}^{*}$, which in the theory should be a quantity of second order in a, is $1 / 3$ for $\mathrm{He}^{3}$.

Substituting the formula for $f$ in the expression for the speed of sound, we get:

$$
c^{2}=\frac{\pi^{\frac{4}{3}}}{3^{\frac{1}{3}}} N^{\frac{2}{3}} \frac{\hbar^{2}}{m^{2}}+2 \frac{\pi a \hbar^{2}}{m^{2}} N\left[1+\frac{4}{15}\left(\frac{3}{\pi}\right)^{\frac{1}{3}} a N^{\frac{1}{3}}(11-2 \ln 2)\right]
$$

From the value of $c^{2}$ just found it is not hard to obtain the energy of the ground state of the Fermi fluid. To do this we use the relation (8.2), $\mathrm{c}^{2}$
$=\mathrm{N} / \mathrm{m}(\partial \mu / \partial \mathrm{N})$. This gives:

$$
E=\int \mu d N=E^{(0)}+\frac{\pi a \hbar^{2}}{m} N^{2}\left[1+\frac{6}{35}\left(\frac{3}{\pi}\right)^{\frac{1}{3}} a N^{\frac{1}{3}}(11-2 \ln 2)\right]
$$

Equation (A1.2) agrees with the result of Lee and Yang. ${ }^{15}$

The same result can also be obtained by direct integration in Eq. (A1.9). To calculate the integral in Eq. ( $\mathrm{Al}, 9$ ) it is convenient to introduce new variables
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$$
\mathbf{p}=\mathbf{p}_{1}-\mathbf{p}_{2} ; \quad \mathbf{q}=\mathbf{p}_{3}-\mathbf{p}_{4} ; \quad \mathbf{s}=\mathbf{p}_{1}+\mathbf{p}_{2}=\mathbf{p}_{3}+\mathbf{p}_{\mathbf{4}}
$$

In these variables $\mathrm{E}^{(2)}$ takes the form

$$
E^{(2)}=-\frac{m l^{2}}{4(2 \pi h)^{2}} \int d \mathbf{s} \int d \mathbf{p} \int d \mathbf{q} \frac{1}{p^{2}-q^{2}}
$$

where the region of integration for the vector $s$ is $0<|\mathrm{s}|<2 \mathrm{p}_{0}$, and the regions of values for the vectors $p$ and $q$ are shown in Fig. 2. If we introduce the variables $x_{q}=\cos (q, s)$ and $x_{p}=$ $\cos (p, s), E^{(2)}$ is given by

$$
E^{(2)}=-\frac{8 m U^{2} \pi^{3}}{(2 \pi \hbar)^{9}} \int_{0}^{2 p_{0}} s^{2} d s \int_{0}^{1} d x_{p} \int_{0}^{2\left(s_{p}\right)} p^{2} d p \int_{-1}^{1} d x_{q} \int_{0}^{z\left(x_{q}\right)} q^{2} d q \frac{1}{p^{2}-q^{2}},
$$

where $z(x)$ satisfies the relation

$$
z^{2}+2 z s x+s^{2}=4 p_{0}^{2}
$$

By a series of transformations and integrations by parts with respect to $d x_{p}$ and $d x_{q}$ we then find:

$$
\begin{gathered}
\boldsymbol{E}^{2}=\frac{2 m U^{2} p_{0}^{0}}{\pi^{6} h^{9}} \int_{0}^{1} s^{2} d s\left[\int_{\theta}^{1+s} p^{2} d p \int_{0}^{1-s} q^{2} d q\right. \\
\left.+\frac{1}{4 s^{2}} \int_{\sqrt{1-s^{2}}}^{1+s} p d_{p}\left(1-p^{2}-s^{2}\right) \int_{\sqrt{1-s^{2}}}^{1-s} q d q\left(1-q^{2}-s^{2}\right)\right] \frac{1}{p^{2}-q^{2}} .
\end{gathered}
$$

Proceeding further to integrate by parts with respect to ds and then performing the remaining integration, we get:

$$
E^{(2)}=(6 / 35)(3 / \pi)^{\frac{1}{3}}(11-2 \ln 2) a N^{\frac{1}{3}} E^{(1)} .
$$

Here we have inserted the expression (A1.2) for $U$ and have set $p_{0}=\hbar\left(3 \pi^{2} N\right)^{1 / 3}$. This result is identical with the second-order term in Eq. (A1.19).

## A.2. Microscopic Theory of the Fermi Fluid for $\mathrm{T}=0$

Here we present the general microscopic theory of the Fermi fluid at $T=0$, as developed recently by Landau; ${ }^{18}$ this theory is valid for arbitrary interactions. As we shall see, this treatment provides a basis for the phenomenological theory and an understanding of the physical meaning of the function $f$ that appears in it.

The microscopic treatment is based on methods taken from the quantum theory of fields. As is well known, in quantum field theory one works with
vacuum expectation values of chronological products of field operators (i.e., products of operators taken in the order of succession of their times). These quantities are the so-called Green's functions. In our case, instead of vacuum expectation values we shall consider expectation values for the ground state of the system. It is not hard to verify that such expectation values have the same properties as the Green's functions of the field theory, and in particular that in principle they can be calculated by means of the Feynman-diagram technique.

For definiteness we shall first give the name of Green's function to the quantity

$$
\begin{equation*}
G_{1,2}=-i\left\langle T\left(\psi_{1} \psi_{2}^{+}\right)\right\rangle \tag{A2.1}
\end{equation*}
$$

whe re the brackets < > denote the expectation value for the ground state, $\psi$ and $\psi^{+}$are the field operators of the Fermi particles, the indices 1, 2 denote sets of space, time, and spin coordinates, and $T$, as usual, denotes the time-ordered product with change of sign when $\psi_{1}$ and $\psi_{2}^{+}$are interchanged. In the absence of external fields the Green's function depends only on the differences of the coordinates and the times. As for the spin indices, if the interaction of the particles does not depend on their spins, then $\mathrm{G}_{\alpha \beta} \sim \delta_{\alpha \beta}$.

We denote the Fourier transform of the Green's function with respect to the coordinate and time differences by $\mathrm{G}(\mathrm{p}) \delta_{\alpha \beta}$ [here p is the four-dimensional vector $(p, \epsilon)]$. The poles of $G(p)$ determine the energies of the quasi-particles. If the magnitude of $\mathbf{p}$ is close to $p_{0}$ and $\epsilon$ is close to the limiting energy $\mu$, then $G(p)$ has the form

$$
\begin{equation*}
G(p)=\frac{a}{\varepsilon-\mu-v\left(p-p_{0}\right)+i \grave{\delta}} . \tag{A2.2}
\end{equation*}
$$

Here a is a positive constant, and $\delta$ is a small quantity which agrees in sign with the sign of $\epsilon-\mu$, or, close to a pole, with the sign of $p-p_{0}$ ( $\delta$ is introduced to fix the rule for going around the poles, so that it will correspond to taking the T product in the $x, t$ representation).

Let us now introduce the expectation value of the time-ordered product of four operators

$$
\begin{equation*}
\Phi_{12,34}=\left\langle T\left(\psi_{1} \psi_{2} \psi_{3}^{ \pm} \psi_{4}^{*}\right)\right\rangle \tag{A2.3}
\end{equation*}
$$

We give the name of vertex part $\Gamma_{12,34}$ to the quantity defined by the following relation:

$$
\begin{gather*}
\Phi_{12,34}=G_{1,3} G_{2,4}-G_{1,4} G_{2,3} \\
+i \sum_{1^{\prime}, 2^{\prime}, 3^{\prime}, 4^{\prime}} G_{1,1^{\prime}}, G_{2,2^{\prime}} G_{3,3^{\prime}, G_{4,4^{\prime}}} \Gamma_{1^{\prime} 2^{\prime}, 3^{\prime} 4^{\prime}} \tag{A2.4}
\end{gather*}
$$

The Fourier transform of the vertex part has the form

$$
(2 \pi h)^{4} \Gamma_{\alpha 3, \gamma \delta}\left(p_{1} p_{2}, p_{9} p_{4}\right) \delta\left(p_{1}+p_{2}-p_{3}-p_{4}\right)
$$

It is clear that the function $\Gamma_{\alpha \beta} \gamma_{\delta}\left(P_{1} P_{2}, P_{3} P_{4}\right)$ changes sign on the interchange $\alpha \mathrm{p}_{\mathrm{g}} \leftrightarrows \mathrm{\beta p}_{2}$. As in the quantum field theory, the function $\Gamma$ with a definite relation between the components of each of the vectors $P$ [for example, near the Fermi surface $\left.\epsilon-\mu=v\left(p-p_{0}\right)\right]$, multiplied by $a^{2}$, plays the role of the scattering amplitude of the quasiparticles.

Let us consider $\Gamma$ in the case in which $p_{1}$ is close to $p_{3}$, and consequently $p_{2}$ is close to $p_{4}$, and introduce the definition

$$
\Gamma\left(p_{1} p_{2}, p_{1}+K p_{2}-K\right) \equiv \Gamma\left(P_{1} p_{2}, K\right),
$$

where $K=(k, \omega)$ is a small four-vector.
If it were possible to calculate such a vertex part by perturbation theory, then in first order one would have to take the diagrams shown in Figs. 3, I. The corresponding expressions contain integrals of products of two Green's functions. Whereas for diagrams (a) and (b) the case $\mathrm{K}=0$ is not in any way singled out, in case (c) the poles of the two Green's functions approach each other for $\mathrm{K}=0$, which, as we shall see, leads to the appearance of a singularity of $\Gamma$.

If we denote by $\Gamma^{(1)}$ the set of all possible diagrams for $\Gamma$ that do not have "singular elements" [i.e., integrals of $G(p) G(p)+K)$ ], it is not hard to see that the total $\Gamma$ is obtained by summation of the "ladders" shown in Fig. 3, II. This can be accomplished by solving the integral equation

$$
\begin{aligned}
& \Gamma_{\alpha \beta, \gamma j}\left(P_{1} P_{2} ; K\right)=\Gamma_{a \beta, \gamma j}^{(1)}\left(P_{1} P\right. \\
& \frac{i}{\left(2 \pi h^{4}\right)^{4}} \int I_{\alpha \varepsilon, \gamma_{j}^{(1)}}^{(\mathcal{I})}\left(P_{1} Q\right) G(Q) G(Q+K) \Gamma_{5, \beta, \varepsilon j}\left(Q P_{2} ; K\right) d^{4} Q .
\end{aligned}
$$

Here, in view of the fact that $\Gamma^{(1)}$ has no singularity at $K=0$, we simply set $K=0$ everywhere in $\Gamma^{(t)}$.

Let us now examine the product in the integrand. The integral over $Q$ will consist of the principal value and a term arising from the passage around the poles. Because the arguments of the two $G$ functions are nearly equal, we can assume that all the other parts of the integral have the same values at these poles. The passage around the poles then gives a contribution only in the case in which the detours are on opposite sides of the real axis. This means either $q<p_{0},|q+k|>p_{0}$, or vice versa. Because of the smallness of $\mathbf{k}$ it is not hard to see that here $q \approx p_{0}$ and $\epsilon_{q} \approx \mu$. Thus in the part of the integral over $Q$ which comes from the passage around the poles the product $\mathrm{G}(\mathrm{Q}) \mathrm{G}(\mathrm{Q}+\mathrm{K})$ can be replaced by A $\delta(\epsilon-\mu) \delta\left(q-p_{0}\right)$.

The coefficient $A$ can be found by integrating $\mathrm{G}(Q) \mathrm{G}(\mathrm{Q}+\mathrm{K})$, and is found to be $\left(2 \pi \mathrm{ia}^{2} \mathrm{k} \cos \theta\right)$ / ( $\omega-\mathrm{vk} \cos \theta$ ), where $\theta$ is the angle between q
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and $k$. Thus the product $G(Q) G(Q+K)$ can be written in the form

$$
\begin{equation*}
G(Q) G(Q+K)=2 \pi i a^{2} \frac{k \cos \theta}{\omega-v k \cos \theta} \delta(\varepsilon-2) \delta\left(q-p_{0}\right)+\varphi(Q), \tag{A2.6}
\end{equation*}
$$

where $\varphi$ corresponds to the principal value of the integral and has no singularities (therefare one puts $\mathrm{K}=0$ in this term).

If we consider the expression (A2.6) in the limit $K=0$, then it makes a great difference how this limit is taken, i.e., what the ratio of $\omega$ and k approaches. The same is true about $\Gamma$ in the limit $\omega \rightarrow 0, k \rightarrow 0$.

First of all let us consider $\Gamma$ in the limit $\mathrm{k} \rightarrow 0$, $(k / \omega) \rightarrow 0$. For this limit, which we denote by $\Gamma{ }^{\omega}$, we get from Eqs. (A2.5) and (A2.6):

$$
\begin{align*}
& I_{a \beta, \gamma 0}^{\prime \prime \prime} \gamma_{0}^{\prime}\left(P_{1} P_{2}\right)=\Gamma_{\alpha \beta, \gamma z}^{(1)}\left(P_{1} P_{2}\right)  \tag{A2.7}\\
& -\frac{i}{(2 \pi \hbar)^{4}} \int \Gamma_{\alpha=, \therefore 1}^{(1)}(P, Q) \varphi(Q) \Gamma_{\substack{(1) \\
(1)}}\left(Q P_{2}\right) d^{4} Q .
\end{align*}
$$

It is not hard to eliminate $\Gamma^{(1)}$ from the two equations (A2.5) and (A2.7). Using Eq. (A2.6), we find after simple transformations

$$
\begin{align*}
& \Gamma_{\alpha \beta, \gamma \delta}\left(P_{1} P_{2} ; K\right)=\Gamma_{\alpha 3, \gamma \delta}^{(m)}\left(P_{1} P_{\grave{2}}\right) \tag{A2.8}
\end{align*}
$$

Let us now take the other limit, namely $\mathrm{K} \rightarrow 0$, $(\omega / k) \rightarrow 0$. This limiting value, multiplied by $a^{2}$, corresponds physically to the forward scattering amplitude for quasi-particles with energy on the Fermi surface. We denote this quantity by $\Gamma^{\mathrm{k}}$. From Eq. (A2.8) we find the relation between $\mathrm{a}^{2} \Gamma^{\mathrm{k}}$ and $a^{2} \Gamma^{\omega}$

$$
\begin{gather*}
a^{2} \Gamma_{a \beta, \gamma \delta}^{k}\left(P_{1} P_{2}\right)=a^{2} \Gamma_{a \beta, \gamma \delta}^{\mathrm{N}}\left(P_{1} P_{2}\right) \\
-\frac{p_{0}^{2}}{v(2 \pi \hbar)^{3}} \int a^{2} \Gamma_{a k, \gamma \delta}^{(\omega)}(P, Q) a^{2} \Gamma_{\hbar \beta, \varepsilon \bar{j}}^{k}\left(Q P_{2}\right) d Q . \tag{A2.9}
\end{gather*}
$$

Let us now study the poles of the function $\Gamma\left(\mathrm{P}_{1} \mathrm{P}_{2} ; \mathrm{K}\right)$. Just as the poles of the function $\mathrm{G}(\mathrm{P})$ give the relation between the energies and momenta of the Fermi excitations, the poles of the function $\Gamma$ characterize the "two-particle" excitations, in
other words the Bose excitations. In view of the fact that in the neighborhood of a pole $\Gamma\left(\mathrm{P}_{1} \mathrm{P}_{2} ; \mathrm{K}\right)$ $\gg \Gamma^{\omega}\left(\mathrm{P}_{1} \mathrm{P}_{2}\right)$, we can neglect the term $\Gamma^{\omega}$ in the right member. Furthermore it must be noted that the variable $\mathrm{P}_{2}$, and also the indices $\beta$ and $\delta$ play the part of parameters in the equation. The function $\Gamma$ can be represented in the form of a product $\chi_{\alpha \beta}\left(\mathrm{P}_{1} ; \mathrm{K}\right) \chi_{\beta \delta}\left(\mathrm{P}_{2}\right)$, and $\chi\left(\mathrm{P}_{2}\right)$ cancels on the two sides of the equation. If we also introduce the notation

$$
\gamma_{\alpha \gamma}(\mathrm{n})=\frac{\mathrm{n} \cdot \mathrm{k}}{\omega-2 \cdot \mathbf{n} \cdot \mathrm{k}} \chi_{x ;}\left(P_{1} ; k\right),
$$

where $\mathbf{n}$ is the unit vector in the direction of $\mathrm{P}_{\mathrm{i}}$, we get for $\nu_{\alpha \gamma}$ the equation

Comparing this equation with Eqs. (8.14) and ( 10.4 ), we see without difficulty that it is the same as the equation for the zeroth sound and the spin waves, with the quantity $a^{2} \Gamma^{\omega}$ playing the role of the function f . This confirms the equation for the zeroth sound obtained in the phenomenological theory, and thus confirms the hypothesis made in that theory about the functional dependence of the energy of the excitations on the distribution function. On the other hand, owing to Eq. (A2.9), we have established a connection between the function f and the scattering amplitude of the quasi-particles at the angle $0^{\circ}$.

Let us examine this relation in greater detail. Denoting the amplitude multiplied by $(\mathrm{d} \tau / \mathrm{d} \epsilon)_{\epsilon}=\mu$ by $\mathrm{A}\left(\mathrm{n}_{1} \cdot \sigma_{1}, \mathrm{n}_{2} \cdot \sigma_{2}\right)$, we get:

$$
\begin{gather*}
A\left(n_{1} \cdot \sigma_{1}, n_{2} \cdot \sigma_{2}\right)=\Phi\left(n_{1} \cdot \sigma_{1}, n_{2} \cdot \sigma_{2}\right)  \tag{A2.11}\\
-\frac{1}{2} S p_{\sigma} \int \Phi\left(n_{1} \cdot \sigma_{1}, n^{\prime} \cdot \sigma^{\prime}\right) A\left(n^{\prime} \cdot \sigma^{\prime}, n_{2} \cdot \sigma_{2}\right) \frac{d Q}{4 \pi} .
\end{gather*}
$$

As regards their spin dependence, $\Phi$ and $A$ each contain two terms: one independent of the spins, and one proportional to $\sigma_{1} \cdot \sigma_{2}$. If we write

$$
\begin{equation*}
A\left(\mathrm{n}_{1} \cdot \sigma_{2}, \mathrm{v} \cdot \sigma_{2}\right)=B\left(\mathrm{n}_{1} \cdot \mathrm{n}\right)+\sigma_{1} \cdot \sigma_{2} \cdot C\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right) \tag{A2.12}
\end{equation*}
$$

$B$ and $C$ satisfy the equations

$$
\begin{align*}
& B\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)=F\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)-\int F\left(\mathbf{n}_{1}, \mathbf{n}^{\prime}\right) B\left(\mathbf{n}^{\prime}, \mathbf{n}_{2}\right)^{\prime \prime \prime} \frac{\underline{1}}{4 \pi},  \tag{A2.13}\\
& C\left(\mathbf{n}_{1}, \mathbf{n}_{2}\right)=Z\left(\mathbf{n}_{1}, \mathbf{n}_{1}\right)-\frac{1}{4} \int Z\left(\mathbf{n}_{1}, \mathbf{n}^{\prime}\right) C\left(\mathbf{n}^{\prime}, \mathbf{n}_{2}\right) \frac{d \underline{U}}{4 \pi} .
\end{align*}
$$

Being scalars, the quantities $B$ and $C$, and also $F$ and $Z$, can depend only on $\cos \chi$. If we introduce expansions in spherical harmonics, $\mathrm{B}(\chi)=\Sigma \mathrm{B}_{l} \mathrm{P}_{l}$ $(\cos \chi)$, and so on, then we can easily get relations between the coefficients $\mathrm{B}_{l}$ and $\mathrm{F}_{l}$, and between $\mathrm{C}_{l}$ and $\mathrm{Z}_{l}$ :

$$
\begin{equation*}
B_{l}=\frac{F_{l}}{1+\frac{F_{l}}{Z t+1}}, \quad C_{l}=\frac{Z_{l}}{1+\frac{Z_{l}}{4(2 t+1)}} . \tag{A2.14}
\end{equation*}
$$

For example, let us find the scattering amplitude of the excitations for a rarefied Fermi gas. From Eqs. (A1.16) and (A2.13) we get:

$$
\begin{gather*}
A\left(\chi, \sigma_{1} \cdot \sigma_{2}\right)=8\left(\frac{3}{\pi}\right)^{\frac{1}{3}} a_{1} V^{\frac{1}{3}}\left(\frac{1}{4}-\sigma_{1} \cdot \sigma_{2}\right) \quad(A 2.1  \tag{A2.15}\\
+16\left[\left(\frac{3}{\pi}\right)^{\frac{1}{3}} a N^{\frac{1}{3}}\right]^{2}\left[\frac{1}{4}-\sigma_{1} \cdot \sigma_{2}+\frac{\cos \frac{1}{2} \sin \frac{\chi}{2}}{8} \ln \frac{1+\sin \left(\frac{\chi}{2}\right)}{1-\sin \left(\frac{\chi}{2}\right)}\right. \\
\left.-\sigma_{1} \cdot \sigma_{2}\left(1-\frac{\sin \left(\frac{\gamma}{2}\right)}{2} \ln \frac{1+\sin \left(\frac{\chi}{2}\right)}{1-\sin \left(\frac{\chi}{2}\right)}\right)\right] .
\end{gather*}
$$

We note that in the case of parallel spins this expression goes to zero for $\chi=0$, as it must according to the Pauli principle (for $f$ this does not occur).
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[^0]:    *Here and throughout we use energy units for the temperature, i.e., $k=1$.

[^1]:    *In reference 5 the second term in the formula (6.9) was not included, and incorrect formulas were thus obtained for the viscosity and thermal conductivity coefficients. The correct values can be obtained by taking $f=0$ in the expressions (26) and (30) of reference 5 .

[^2]:    *Here and in what follows the bar denotes averaging over the angles.
    ${ }^{\dagger}$ In this integration only the range of values of momentum close to $p_{0}$ is of importance, since the function $\delta \mathrm{n}$ contains a $\delta$-function singularity for $\varepsilon=\mu$.

[^3]:    *The idea of using the Rayleigh scattering was first proposed by S. P. Kapitza.

[^4]:    *We note that in the case of high temperatures, for which $\omega_{\text {sound }} \ll 1$, the scattering of light will be described by the usual formulas (cf. reference 12).
    $\dagger$ Here dh is the so-called differential extinction coefficient. The integral of $d h$ with respect to $d \Omega$ and $d \Delta \omega$ gives the total extinction coefficient $h$, which is the damping decrement of the photon flux density in the medium.

[^5]:    *The writers express their gratitude to L. P. Gor'kov, I. E. Dzyaloshinskii, and L. P. Pitaevskii, who called attention to the possibility of applying this method to the kinetic equation.

[^6]:    *For liquid $\mathrm{He}^{4}$ in the visible region $\mathrm{h} \sim 10^{-8} \mathrm{~cm}^{-1} \psi^{15}$ (about the same value should hold for $\mathrm{He}^{3}$ for $\Delta \omega \tau \ll 1$ ). Although measurements of $h$ for $\mathrm{He}^{4}$ have been carried out, they are at the limit of what is experimentally possible.
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