
Abstract. We discuss the biological effects of weak magnetic
fields, a problem that has gone unresolved for nearly half a
century. We consider the spin±chemical mechanism of radical
pairs, which is prevalent in the literature aiming to explain the
observed phenomena. The effectiveness of this mechanism is
limited by spin relaxation. The relaxation rate is estimated for
a radical in a protein via the Zeeman, hyperfine, spin±orbit, and
exchange interactions. Taking the relaxation and chemical
kinetics into account, we present an analytic solution of the
Liouville±von Neumann equation for two electrons and a nu-
cleus, which relates the magnitude of the effects to the relaxa-
tion rate. Various aspects of the solution are discussed: the
influence of the radiofrequency and hypomagnetic fields, the
role of quantum entanglement, theoretical challenges and pro-
spects, and others.

Keywords:magnetic biological effects, animal magnetic navigation,
spin decoherence, spin relaxation, spin chemistry, radical pair
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1. Introduction

As biophysics and molecular biology master nano and
subnano ranges of sizes and times, the use of quantum
physics becomes inevitable. The study of many biological
processes requires a quantum approach [1]. These include
photosynthesis [2], respiration, vision, mutations, olfaction,
enzymatic reactions in general [3], and, recently, the work of
consciousness [4±7]. All these research fields are united under
the general name of quantum biology [8±11]. Magnetobiolo-
gical effects are also quantum. The action of a magnetic field
(MF) of the geomagnetic level on organisms is impossible to
understand other than as an action on magnetic moments,
primarily on the quantum dynamics of electrons.

Extensive literature is devoted to the biological action of
weakMFs; reviews are available, e.g., inmonographs [12±16].
It is believed that the MF is capable of causing diverse,
including toxic, effects in organisms [17]. Chronic exposure
to theMFof industrial frequencies with an amplitude ofmore
than 0.3 mT (0.003 G) is recognized by the World Health
Organization as a possible carcinogenic factor [18]. At the
same time, the average intensity of MF fluctuations on the
highways of large cities in the frequency range of 1±100 Hz is
about 3 to 4 mT [19]. On the other hand, it has been proposed
to useMFs for the treatment of oncological illnesses [20]. The
difficulty of assessing the action of anMFon organisms lies in
the fact that no convincing physical mechanism is visible that
would ensure a noticeable change in the probability of a single
act of a chemical reaction in an MF of the order of the
geomagnetic field (GMF), about 50 mT. One of the mechan-
isms relates the biological action of theMF to the presence of
magnetic nanoparticles in organisms (see, e.g., [21, 22]).
However, many cell cultures and plants reacting to an MF
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do not contain magnetic nanoparticles. Therefore, the search
for a general molecular mechanism of biological response to
MFs continues.

To date, many facts have been gathered about the action
of electromagnetic fields on biosystems. The most paradox-
ical appears to be the action of very small variations in a
quasiconstant MF. On the one hand, even the primary
molecular target of MF action has not yet been established
for such effects. On the other hand, it is clear that theMF can
act only on magnetic moments. There are not many types of
carriers of magnetic moments in organisms or aqueous
systems: they are spin and orbital moments of electrons,
protons, and other magnetic nuclei, as well as moments
generated by the rotation of multiparticle molecular systems
with a nonuniform electric charge density.

In conditions where the primary target of the MF in
protein systems is unknown, the main task of theoretical
research is to propose a consistent model explaining the
effects of weak MFs and allowing experimental verification.
Themain problem in explaining the effects of weakMFs is the
smallness of themagnetic influence on individual microscopic
magnetic moments, because they are usually in a thermalized
state and their thermal energy kT is 7±8 orders of magnitude
greater than the magnetic energy in the GMF.

The apparent paradox of the influence of small MFs
mBH5 kT (where mB is the Bohr magneton) was already
noted in [23]. There, the influence of an MF on photopro-
cesses in organic solids was considered, and it was explained
by the mixing of spin states of electron±hole-type particle
pairs. Even earlier, in [24], it was shown that the result of
radical recombination should depend on theMF. From these
and subsequent studies, the radical pair mechanism (RPM)
[25±28], known in spin chemistry, emerged. It relates the
appearance of magnetic quantum effects to practically non-
thermalized spin-correlated pairs of electrons. This allows
gaining about five orders in themagnitude of magnetic effects
compared to simple magnetic spin polarization, and thus
explaining the biological action of relatively strong MFs of
the order of 10±100 mT or more. However, the observed
action ofmuchweakerMFs, at theGMF level and evenGMF
fluctuations, remains unexplained, which constitutes a
problem.

1.1 Radical pair mechanism
The essence of the RPM can be illustrated by the example of
the decay of a nonparamagnetic molecule AB into free
radicals _A and _B with the formation of an intermediate pair
of radicals _A _B, in which transitions � _A _B�S.� _A _B�T occur in
the spin singlet±triplet states of the pair under the action of
the MF:

AB.� _A _B�S
# "
� _A _B�T

375! _A� _B :

The chemical evolution of the pair depends on its spin
state. If the correlated, or coherent, state of spins is long-
lived, then the MF also changes the quantity of reaction
products by influencing the transition rate. The RPM
explains why thermal perturbations do not disrupt the
course of the reaction: they do not have time to do so
because the magnetic effect develops before the onset of
thermal equilibrium. But if spin decoherence is fast, then
there is no magnetic effect.

In spin chemistry, various scenarios of the emergence of
radical pairs and spin-selective reactions are studied. We are
mainly interested in the physical process of decoherence and
its influence on the magnitude of magnetic biological effects
in the GMF. Therefore, only one of the possible RPM
scenarios is considered below, the one relevant to the
functioning of organisms.

The idea of the possible involvement of the RPM in the
observed response of organisms to MF changes has been
known since the early days of spin chemistry as a science [25].
The action of an MF at a level of 5±10 mT on photosynthetic
bacteria was explained on the basis of the RPM in [29]: the
populations of singlet±triplet states of the pair of photo-
induced radicals in the reaction center depend on the MF
magnitude, which changes the course of photosynthesis. A
year later, it was shown in [30] that, taking the anisotropy of
the hyperfine interaction in the RPM into account, one can
explain the ability of some biological species to orient in the
GMF [31]. This type of RPM with an anisotropic response
has been called the quantum chemical compass since then,
and is regarded as a prototype of a new type of quantum
magnetometer [32±35].

Despite a certain theoretical success of the concept of the
chemical compass, the specific molecular target of a weakMF
in magnetosensitive organisms remained unclear until 2000.
In [36], it was suggested that cryptochromeÐa protein
participating in many biological processes, for example, in
the functioning of the visual apparatusÐ is responsible for
magnetoreception, i.e., the orientation of birds in the GMF.
Cryptochromes and related photolyases exist in all organisms
and are involved in the work of biological clocks, in the repair
of the DNA molecule, in growth processes, etc. [37].
Cryptochromes are found, in particular, in the cones of the
retina of the eyes of some birds [38]. Under the action of light
quanta from the blue spectral range, a cascade of intramole-
cular electron transfers between donor±acceptor centers
occurs in the cryptochrome molecule with the formation of
intermediate pairs of flavin±tryptophan radicals (Fig. 1).
Some of them have a quite long lifetime and are apparently
magnetosensitive.

The involvement of cryptochromes in magnetoreception,
even if not universally [41], has numerous experimental
confirmations (see, e.g., [9, 40, 42±44]). Such an assumption
agrees qualitatively with experimental facts [45] that
(1) magnetosensitivity depends on the spectrum of illumina-
tion used, which corresponds to the absorption spectrum of
flavin, (2) cryptochromes in vitro are sensitive to the MF,
although in the range of relatively large MFs of the order of
tens to hundreds of mT, (3) cryptochromes are present in the
retina of the eyes of some animals and insects reacting to the
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Figure 1. Schematic of electron transport in cryptochrome protein CRY4

(adapted from [39, 40]). Molecular groups of flavin adenine dinucleotide

(FAD) and tryptophan amino acid residues (Trp) are transfer centers

along electron transport chain. After initial photoexcitation of FAD, four

consecutive tunneling events (marked with numbers) generate cascade of

FAD±Trp radical pairs. Long-lived FAD±Trp3 and FAD±Trp4 pairs are

magnetically sensitive.
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MF, (4) these animals do not react to MF reversal, which is a
characteristic feature of the quantum mechanical RPM
model, and (5) the orientation of cryptochromes in the retina
is ordered, which is necessary for the dependence of the
averaged magnetic effect on the MF direction. At the same
time, it is difficult to quantitatively reconcile the RPM with
observations, primarily due to the low sensitivity of the RPM
processes to the MF. For brevity, the primary magnetic
physico-chemical effect arising via the RPM mechanism is
called theRPMeffect in what follows. If a number of physico-
chemical conditions are satisfied [46], it could underlie the
observed response of organisms to a weak MF.

As is known, for the emergence of noticeable primary
RPM effects in a weak MF of the order of the GMF, the
lifetime of radicals must be greater than or comparable to the
precession time of an electron in the GMF, about 0.7 ms. Not
all radical pairs arising in photochemical reactions satisfy this
condition. For example, experiments in [40] present an in vitro
analysis of the photochemistry and magnetic sensitivity of
recombinant cryptochrome, analogous to cryptochrome in
the photoreceptor cells of the eye of migrating robins, known
for their magnetoreception. In this protein, in response to
photoexcitation, four radical pairs arise that consecutively
replace one another (see Fig. 1). Their chemical lifetimes are
respectively estimated as 10 ps, 100 ps, 100 ns, and 1±10 ms.
This means that only the third and fourth pairs could be
magnetosensitive. But a pair lifetime comparable to the
electron precession time in the GMF is only one of the
necessary conditions for magnetoreception. Besides many
biochemical and physiological factors, an important condi-
tion is the coherence of singlet±triplet states of the pairs. This
requirement entails some problems, as we show below.

1.2 Magnitude of biological effects
of weak magnetic fields
The authors of [47, 48] and many others claim that
intermediate radical pairs in proteins are sensitive to small
MFs of the order of the GMF.However, other studies [45, 49,
50] point to the smallness of the RPM effect and the absence
of a reliable explanation for animal magnetic navigation. The
discrepancy occurs because there are magnetic effects of
different types: those observed in biology, observed in spin
chemistry, and calculated theoretically within the RPM
framework. They differ in properties, and in magnitude in
particular.

The magnitude of magnetic effects observed in biology in
low-strengthMFs on theGMF level covers a wide range from
fractions of a percent to tens and even hundreds of percent
[14, 51]. We give just a few examples. Sea turtles in a water-
filled arena during seasonal migration were subjected to the
MF with slightly, about 10%, changed inclination and
module [42]. This forced the turtles to change the direction
of movement to the evidently opposite one, which proves the
existence of animal magnetic navigation. In [52], the reversal
of the direction of a constant MF of about 50 mT led to a
decrease in human night vision acuity. The number of errors
in recognizing a contrast stimulus increased by 2 to 3 times. In
the experiments in [53], a weak static MF influenced the
expression of some genes of the plant A. thaliana, with well-
resolved extrema in magnetic dependences. The measured
magnitude could change several-fold and even by an order of
magnitude with a change in the MF by 10 mT. In [54], the
elimination of the MF promoted the proliferation of neural
stem cells from the hippocampus of mice by tens to hundreds

of percent. In review [55], several dozen publications are cited
where, in response to a 50-mT MF change, a biological
response of the order of hundreds of percent was observed.

By contrast, the magnitude of the RPM effects observed
in spin chemistry in the GMF is much smaller, not more than
0.01±0.1% (see, e.g., [32, 40, 56, 57]). In [58], the relative
magnetic effect in the photosynthetic reaction center of
bacteria in the GMF was about 0.3%, which is a uniquely
large and unconfirmed value for an RPM process. In [32], the
maximum magnitude of the in vitro RPM effect was 0.075%
for anMF change of 50 mT at liquid nitrogen temperature. In
[59], using spectroscopy with pulsed photoexcitation of
cryptochrome molecules from the plant Arabidopsis thali-
ana, a 0.05% effect was obtained with the MF variation by a
quantity of the order of the GMF. Similar small magnetic
effects were obtained in a similar study of photolyase (a
protein homologous to cryptochrome) [60]. In in vitro studies,
the relative RPM effect at 50 mT was 0.025% for flavin±
adenine radical pairs [61], and 0.0007% [45] and 0.00003%
[62] for flavin±tryptophan radical pairs.

In other words, if we speak about effects in a weakMF of
the order of the GMF, then biological effects can be
significant, while spin-chemical effects in vitro in such an
MF usually do not reach even a tenth of a percent. At the
same time, theoretical estimates of RPM effects agree well
with observations of spin chemistry and do not agree with
some biological observations, for example, with magnetic
effects in the dark or in the absence of blue lighting [53, 63±
66], with sensitivity to the reversal of theMF direction [53, 67,
68], and with the typically large effects observed in a weak
MF.

1.3 Fundamental sensitivity limit
TheMF starting fromwhichmagnetochemical effects acquire
a magnitude sufficient for observation is related to the
lifetime of the coherent spin state. There is a fundamental
relation for the minimally detectable MF H in the Zeeman
effect, on which the RPM is based.

The sensitivity of a quantum system to a change in any
factor, for example, the MF, is determined by the ability of
the system to change by a measurable energy e during the
lifetime of the quantum state t, i.e., p � e=t. The smaller the
value of e that can bemeasured, the greater the sensitivity. But
due to quantummechanical principles, e cannot be arbitrarily
small. Consequently, the sensitivity of a quantum system to
the MF is limited. The energy±time uncertainty relation [69;
70; 71, p. 202] determines that the measurement of energy e is
possible only with an accuracy of the order of �h=t, where �h is
the Planck constant. Therefore, we necessarily have e > �h=t,
which means that p > �h=t 2 [51, p. 152; 72]. To observe a
magnetic effect, pmust exceed �h=t 2.

By its definition, p is the rate of the process of change in
the energy of the system. We speak about the energy of the
spin magnetic moment of an electron in a unidirectional
alternating MF with the amplitude h and frequency o. From
the expression for moment energies �mh sin �ot�, it follows
that the maximum rate of energy change is mho, whence
mho > p > �h=t 2. Because m � g�h=2, where g is the gyromag-
netic ratio, by transitivity, we deduce the inequality
ot > 2=ght. In a slowly varying MF, i.e., at ot < 1, we
obtain the inequality ght > 2 as a condition that is necessary
for a measurable magnetic effect in an alternating MF with
the amplitude h and frequency less than 16 MHz with a
realistic lifetime t � 10 ns. Hence, h0 1 mT.

1244 V.N. Binhi Physics ±Uspekhi 68 (12)



In the case of a spin magnetic moment in a precessing
MFÐin constant and perpendicular alternating MFs H and
h sin �ot�Ðthe moment energy varies with the Rabi frequency
O, where O2� �gH� o�2� �gh�2, as mHg 2h 2 sin2 �Ot=2�=O 2

(see, e.g., [14, p. 371]). LetH � h for estimation, and the MF
frequency o correspond to the low-frequency range, i.e.,
o5 gh (8.8 MHz in the GMF). Then, O � ���

2
p

gh, and the
maximum rate of change of the magnetic moment energy is���
2
p

�hg 2h 2=8. This gives the inequality g 2h 2t 2 >
�����
32
p

, i.e.,
practically the same value of ght as in an alternating
unidirectional MF. The precessional dynamics of an abstract
magnetic moment depends on the product gHt [73], which
gives approximately the same inequality.

We can arrive at a similar relation for constant MFs using
another reasoning. According to the energy±time uncertainty
relation, the lifetime of a quasistationary quantum state is
related to the spread of the experimentally determined energy
of the state, 1=t / De, i.e., to the width of the level. On the
other hand, energy sublevels of the magnetic moment become
degenerate, or mixed, when their width is comparable to the
Zeeman splitting caused by the applied MF H. The width of
sublevels is of the order of �h=t, and the splitting is �hgH. Then,
there is a critical, or threshold, MF determined by the
approximate equality of these quantities, or by the relation

gHt � 1 : �1�

Upon reaching such an MF, qualitative changes at the
quantum level must occur. A simple understanding of this
condition is that a reliable registration of the change in the
moment energy with a change in the MF is possible if the
energy change mH is greater than the measurement uncer-
tainty �h=t, i.e., if gHt0 2. In the vector classical model of
spin, a magnetic effect is visible if the precession rate of the
moment gH exceeds the decoherence rate 1=t, which again
gives (1). This general and universal condition links theMF in
which a noticeable biological effect could be observed with
the microscopic characteristics of the target and its environ-
mentÐ g and t. In what follows, we clarify how this necessary
condition can be satisfied in the RPM. It is surprising that the
relation that is most important formagnetobiology has such a
simple form and is related to one of the deepest quantum
mechanical principles [70].

According to (1), to explain biological effects induced by
MF changes of the order of the GMF, 5±50 mT, the lifetime t
must exceed 0.1±1 ms. It is not yet clear whether radicals, so
well isolated from thermal perturbations of the medium and
responsible for magnetic effects, can appear in proteins at
physiological temperature. The problem becomes especially
acute when discussing biological effects of geomagnetic
variations, which are another 100 to 1000 times smaller than
the GMF. This would now require millisecond decoherence
times.

1.4 Relaxation and decoherence
In quantum mechanics, decoherence means the evolution of
the state of a quantum system from pure to mixed due to
interaction with a thermostat [74]. In this paper, the term
decoherence is used in the direct sense: it is the loss of
coherence of an initially coherent spin state, not necessarily
due to interaction with a thermostat. Variation in the MF
magnitude (but not direction) changes the phase of the spin
state without changing the energy. If such variations are
random, the spin state loses coherence. The term decoherence

time reflects this situation: there is no relaxation here yet, but
only a phase mismatch.

The equation for spin dynamics in the RPM for a pair of
electrons in the MF is the Liouville±von Neumann equation
with chemical kinetics and usually a pure initial state. The
quantity of the chemical reaction product at the end of
evolution in such a scenario depends on the MF. But if the
initial state is not pure (is completely mixed), then no
magnetic effect arises. If a pair of spins, starting from a pure
state, evolves in the MF while simultaneously losing mutual
coherence, then the magnetic effect decreases accordingly.
Therefore, spin decoherence in the RPM is a process that
exerts a decisive influence on the magnetic effect. To account
for it, a term describing the relaxation of the density matrix
to an equilibrium completely mixed state with a character-
istic relaxation time is added to the equation of spin
dynamics. As we show in what follows, there are reasons
to assume that the spin decoherence and relaxation times
coincide in weak MFs.

With the increase in theMF, spin relaxation separates into
two well-distinguishable processes with their own character-
istic times. How does the spin decoherence time t in the RPM
relate to spin relaxation times T1 and T2 in the phenomen-
ological Bloch equations? These describe the dynamics of the
magnetic moment of a uniform ensemble of spins in the MF,
in particular, the resonant absorption of energy of an
additional alternating MFÐthe electron paramagnetic
resonance (EPR). If the magnetic moment is initially
polarized in the direction of the MF, then T1 and T2 are the
respective time scales of relaxation of the moment projections
along and across the MF, due to the interaction of spins with
the environment andwith each other (see, e.g., [75, p. 360]). In
other words, these are times of longitudinal and phase
relaxation. Here, the phase relaxation time is, in its very
essence, the decoherence time. The interaction of spins with
the thermostat not only acts towards the equalization of level
populations with a characteristic time T1 but also contributes
to the destruction of spin coherence, and therefore T2 4T1

[24; 76, p. 211]. The times T1; 2, like the Bloch equations
themselves, give only an idealized description of relaxation.
The influence of various physical factors of a real situation on
relaxation and the shape of EPR spectra is discussed, e.g., in
[77, 78]. Solutions of the Bloch equations show that the width
of EPR lines in small alternating fields is proportional to
1=T2.

The field of hyperfine interaction (HFI)Ð the magnetic
coupling of an electron to the nucleusÐ is a natural atomic
scale of theMF. TheGMF is an order or two smaller than the
most common values of the HFI MF. That is, from the spin
dynamics standpoint, the GMF is a zero MF. In a zero MF,
there is no preferred direction, and the concepts of T1 and T2

become meaningless. However, the concepts of decoherence
and relaxation of spin coherence preserve their meaning: the
time T2 becomes the decoherence time. We note that the
lifetime of the quantum state of a single spin t in (1) and the
decoherence time in a weakMF have the same relation to the
experimentally measured linewidth. Therefore, in relation to
a single spin, these times are identified. But, in the RPM in a
weak MF, the coherence relaxation time is half that for a
single spin, because we are speaking about the mutual
coherence of a pair of spins influencing the magnetic effect.
The notation t is also used in what follows for this time, which
does not cause confusion. Moreover, a characteristic rate of
chemical reaction also appears in the RPM: it determines the
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lifetime of spins in the RPM, which therefore differs from
their decoherence time.

In EPR spectroscopy, a several-fold decrease in T2 does
not lead to the disappearance of the absorption line; it can
only proportionally increase its width. In the RPM, such a
decrease in the decoherence time can, as is to become clear
from the discussion below, completely suppresses the mag-
netic effect. For the RPM, spin coherence is of decisive
importance: in its absence, magnetic effects simply do not
arise. Even if the characteristic time of population equaliza-
tion of different-energy quantum levels is large, which is
detectable by spectral methods (see, e.g., [59, 60, 79]), the
spin decoherence time can be much shorter [80, p. 51], which
leads to the impossibility of observing RPM effects. Actually,
the question of the spin coherence relaxation timeÐof the
decoherence time of radical pairs in proteinsÐ is central to
explaining the biological action of weak MFs.

Below, we show that (a) the magnitude of RPM effects,
where they are real in the GMF, is proportional to t 3, and
hence drops rapidly with a decrease in t, and (b) there are
grounds to believe that the decoherence time of electron spins
in magnetosensitive proteins at a physiological temperature is
less than two to three ten nanoseconds. Therefore, the
magnitude of the RPM effect in proteins is not more than
0.01±0.1% at 50 mT, a value that also follows from (1). If the
characteristic time tch of the chemical process is noticeably
less than t, then it follows that gHtch � 1, and the magnetic
effect is all the more indistinguishable. Thus, due to cubic
nonlinearity, the question of spin decoherence time is
equivalent to the question of the observability of the RPM
effect. By changing t in calculations by just several times, we
can effectively switch the magnetic effect on or off.

At realistic decoherence times, the calculated magnitudes
of the RPM effects are small and, like the spin chemistry data,
do not correspond to magnetic effects observed in biological
experiments. Nevertheless, the RPM has long been regarded
as a basis for explaining both specific magnetoreception and
nonspecific (without special receptors) biological effects of
the GMF [13, 81±85], which is achieved by introducing a
controversial ad hoc assumption into the theory that spin
decoherence is slow compared with the characteristic time tch
of radical chemical kinetics. This allowed not taking
decoherence into account at all [30, 33, 36, 50, 86±99], which
facilitated analytic studies and agreement with experiment. If
decoherence was taken into account, it was assumed that
t > tch, an order of magnitude greater than 1 ms in [88, 100]
and many other studies, and even up to 1 ms in [101, 102],
which is practically equivalent to the absence of decoherence.

1.5 Experimental data on spin decoherence time
Studies of spin relaxation are traditional for the field of
magnetic resonance [103]. Spin relaxation of electrons is well
investigated in solids and liquids in [78, 104±108] and in many
other studies, but noticeably less in proteins [109, 110]. The
experimental study of radical intermediates in proteins is
hindered by their low concentration, low availability, and
short lifetime.

What is known about the spin decoherence time of
magnetosensitive pairs of radicals in proteins? Unlike
measurements of the time T1, which, as a reflection of
quantum level populations, can be seen directly from the
results of time-resolved EPR spectroscopy, data on T2 are
scarce. There is indirect information from experiments,
analytic calculations, and numerical simulations. This

implies a large scatter of possible values (by orders of
magnitude) and a strong dependence on the properties of
the radical, the environment, and other factors.

The relaxation times T1; 2 of organic radicals in non-
viscous liquids at physiological temperatures are relatively
large, of the order of 1 ms. This is explained by rotational
diffusion of radicals, which averages anisotropic interactions
and effectively suppresses spin relaxation [111, p. 117]. The
decoherence rate of nitroxyl radicals, for example, is also
influenced by various vibrational modes [112]. In viscous
liquids and solids, T2 5T1 [24]. For spin tags at a physiolo-
gical temperature in biological systems, T2 is usually approxi-
mately an order of magnitude less thanT1 [113]. It is shown in
[114] that the relaxation time T2 of nitroxide radicals in liquid
decreases with increasing liquid viscosity due to the decelera-
tion of diffusion rotations; in a 70% aqueous solution of
glycerol, T2 was about 200 ns. In [115], T2 of stable radicals in
an l-alanine crystal at room temperature was measured by the
spin echo method to be 240 ns, which is explained by rapid
rotations of methyl groups. The nitroxide radical in aqueous
solution was investigated in [116] by various EPR methods;
the time T2 was 50±200 ns. For many ion-radicals of
cycloalkanes in nonpolar solvents, this time is 5±20 ns [28,
117]. Heteroorganic oxygen radicals can relax even in 1 ns
[118]. Fast relaxation of this radical and others with increased
symmetry is explained by the accidental degeneracy of the
ground electron state and the resulting strong spin±orbit
coupling [119].

In general, the slow spin relaxation of radicals in liquids is
related to fast rotational diffusion. It is absent in short-term
intermediate pairs of radicals in protein globules, which are
tightly folded amino acid chains. Unlike radicals in liquid,
radicals, for example, in the reaction center of an enzyme are
surrounded by close neighbors and have only limited
rotational vibrations. There, we can expect substantially
shorter times, or higher rates, of spin relaxation [27, p. 117].

EPR spectra are obtained in many cases by varying the
constant component of the modulated MF at a fixed
frequency and amplitude h of the radiofrequency (RF)
magnetic field. The width L of the resonance line expressed
in MF units then satisfies the relation L2 � 1=�gT2�2�
h 2T1=T2 [116]. At small amplitudes, L � 1=gT2, which is
convenient for estimating T2. However, the absorption
signal in this case is also small. The absorption signal grows
upon increasing the amplitude, but the width of the resonance
line also grows, and hence the resolution of the spectrometer
decreases. Compromise values of the RF field power are
chosen fromwhich it is difficult to evaluate h [120]. Therefore,
it is practically impossible to estimateT2 from the linewidth of
known EPR spectra of intermediate radicals in proteins
without knowing the dependence L�h�. But the results of
measurements of T2 of such radicals by other methods, for
example, by the most suitable spin echo method or the
saturation method from the curve L�h� [104], are clearly
insufficient for reliable generalizations.

Works on EPR spectra of intermediate organic radicals
and spin probes in proteins (see, e.g., [121±129]) typically
demonstrate spectra with linewidths of the order of 0.2±5mT.
Review [130] presents general results of the study of
intermediate radicals of flavoproteins by EPR methods and
continuous and pulsed electron±nucleus double resonance.
The width of the EPR signal of anionic and neutral forms of
the flavin radical was 1.2±2 mT. In general, such data could
correspond to a phase relaxation time in the range of about 1±

1246 V.N. Binhi Physics ±Uspekhi 68 (12)



25 ns at low power of the RF field and in the absence of
factors of inhomogeneous broadening, but this is usually not
the case. The timeT2 of quinone radicals arising in the process
of photosynthesis was measured using pulsed EPR in a very
strong MF, 3.4 T, at a temperature of 120±190 K, and was
explained by thermal fluctuations of the g-factor [131]; the
shortest time was about 600 ns.

Technical limitations on the formation of high-frequency
pulses for spin echo do not allow measuring T2 shorter than
approximately 50 ns. The EPR method of fast scanning of
microwave field frequency without pulse formation makes it
possible to lower the limit by an order of magnitude [132,
133]. However, so far, there have been no measurements of
this type of T2 of radicals that could form the basis of
nonspecific magnetic effects.

In [59], based on theoretical data on exchange interaction
in radical pairs [134], the decoherence time in the FAD±Trp
pair, separated by a distance of 1.32 nm, was estimated at
10 ps. Indirect data on the spin decoherence time of radicals
appearing in active sites of enzymes are related to the
magnitude of the MF causing a noticeable response in
reactivity. For example, in horseradish peroxidase [135] and
DNA polymerase [57], an RP intermediate is involved in the
chemical process in the active site. Its spin decoherence time in
accordance with (1) is presumably small, less than 1 ns,
judging by the fact that a magnetic effect of a 1% magnitude
appears in an MF greater than 10 mT.

In biochemical systems in vitro, a suitable experimental
procedure for finding t is the method of quantum beats,
which is much more sensitive than EPR, because it relies on
photon counting rather than on energy absorption [28], and
on spin echo methods. Similar studies regarding radicals of
interest for magnetobiology are apparently lacking. Thus, so
far, there are no experiments testifying to the existence of long
spin decoherence times, exceeding 1 ms, in intermediate
radical pairs in proteins at room temperature. The in vitro
experience in spin chemistry, in good agreement with
theoretical estimates, limits t to less than 10 ns and,
possibly, to 100 ns in some exceptional cases. However, to
observe noticeable RPMeffects, this timemust be of the order
of tch or greater. It is clear that relation (1) also imposes a
limitation on tch, which in estimates is usually taken equal to
1 ms or more [40, 49, 88, 91, 136, 137]. Therefore, many
theoretical studies have been aimed at substantiating or
searching for conditions under which t0tch � 1 ms.

1.6 Calculation data on decoherence time
In view of the uncertainty of the experimental values of the
decoherence time of radical intermediates in presumably
magnetosensitive proteins, t was estimated based on the
correspondence of magnetic effect magnitudes in experi-
ments with numerical solutions of the RPM equations,
where t was used as a model parameter. Correspondence
within an order ofmagnitude gave grounds to assume that the
values of t used are close to the real ones. This approach is
methodologically questionable, because the magnitudes of
magnetic effects, both in experiment and in calculations,
depend on a multitude of conditions. Nevertheless, it allows
obtaining at least a rough idea of possible decoherence times
or an idea of the imperfection of RPM models, when the
calculated electron spin decoherence times turn out to be
implausibly large, of the order of 1 ms.

In [81], magnetic effects in the radical system of coenzyme
B12 were theoretically calculated, reaching 10% in theMF of

the GMF level with a large chemical lifetime of 50 ms for pair
radicals, but without taking thermal relaxation into account,
i.e., assuming that t > 50 ms. At the same time, the authors
quote arguments in favor of the fact that, in organic radicals
in quasi-solid-state conditions, as in enzyme proteins, the spin
relaxation time could reach 1 ms. But no experimental
confirmations have appeared in the nearly 30 years since then.

In the calculations in [49], the relative RPM effect in the
simplest configuration of `two electrons, one proton' also
amounted to about 10% with a variation in the MF by the
GMFmagnitude. The problem here is that an unlikely time of
1 ms for thermal relaxation of pair electrons in a biological
environment at the physiological temperature was used for
calculations. This spin relaxation time is characteristic of
organic radicals with fast rotational diffusion in nonviscous
liquids [27, p. 117]. In a solid with a low-symmetry environ-
ment of the radical, this value is theoretically unsubstan-
tiated.

In [101], the Liouville±von Neumann RPM equation with
a Lindblad dissipator was solved numerically, but without
chemical kinetics in a constant±alternating MF correspond-
ing to the magnetic resonance condition. The solution could
be made consistent with experimental observations if a
decoherence time of no less than 100 ms was used in
calculations. On this basis, the authors concluded that the
decoherence time of spin states of the chemical compass in
birds is indeed greater than 100 ms.

Another modification of the method of estimating t by
comparing theory and experiment consists in numerical
simulation of random perturbations that cause decoherence.
Modulation of the dipole interaction of spins of radicals
experiencing translational diffusion inmicelles was studied by
the Monte Carlo method in [138]. The micelle radius was
varied starting from 1.5 nm, which approximately corre-
sponds to the separation of tryptophan radicals in proteins.
The rate of relaxational mixing of singlet±triplet states of a
photochemically initiated radical pair in the MF ranging
from 0.1 to 1 mT due to diffusion was 5� 107 sÿ1. Here, the
decoherence time could be about 20 ns.

In [139], to study the role of spin relaxation, a crypto-
chrome molecule with a known molecular structureÐa
protein of the magnetosensitive plant Arabidopsis thali-
anaÐwas chosen as a model. In this molecule, flavin±
tryptophan radical pairs form under the action of photo-
excitation. Thermal perturbations of the radical geometry
affect the spin relaxation time due to modulation of the
anisotropic HFI. Redfield's theory allows estimating deco-
herence time from the properties of the stochastic dynamics of
the environment and the form of the interaction operators.
Estimates of stochastic dynamics were carried out by
computer simulation of thermal rotational librations of
radical parts. The decoherence time was estimated to be in
the range of 76±330 ns. The authors of [139, 140] believe that
spin relaxation occurs due to HFI modulation, and do not
include other relaxation channels that could give coherence
loss rates orders of magnitude higher. Besides, estimates of t
based on the HFI of tryptophan radicals with the nearest-
nuclei moments do not take into account that spin decoher-
ence in the RPM is due to not only tryptophan radicals but
also the flavin radical, whose spin decoherence can occur
faster [124].

Thus, the decoherence times used in estimates of RPM
effects of a significant magnitude, i.e., agreeing with experi-
ment, were � 1 ms in [49, 100, 136, 139], � 10 ms in [137],
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� 100 ms in [101], and� 1000 ms in [102]. Some studies where
decoherence was not taken into account at all, i.e., it was
assumed t � 1, are cited above.

Thermal perturbations of the medium transform into
fluctuations of the equivalent local MF on a spin via
modulation of different interactions. Spin relaxation of
paramagnetic centers is generally caused by random modula-
tion of hyperfine, spin±rotation, spin±orbit, exchange,
dipole±dipole, and Zeeman interactions, as well as by kinetic
processes. Direct theoretical calculations of the decoherence
time via channels of one of these interactions or another have
been undertaken.

Spin decoherence time is usually associated with T2, and
this term itself requires that the theoretical models satisfy
conditions under which it is meaningful, i.e., the MF is
nonzero. Therefore, calculations of T2 are usually carried
out within theories where Zeeman interaction is included in
the spin Hamiltonian [75, 104, 141, 142].

In substances allowing a description of sound vibrations
with the help of phonons, various spin relaxationmechanisms
based on spin±phonon interaction have been considered (see
review [143]); here, the time T1 was calculated using the EPR
linewidth in a not very small alternating MF as a model
parameter, and hence estimates of T2 remained outside the
scope of calculations. For studying spin relaxation in crystals,
a complex diagram technique was also used [144], which,
however, does not look suitable for proteins, when even the
order of magnitude of T2 is unclear and when the representa-
tion of a protein in the form of a crystal is doubtful.

Spin relaxation is often studied within the framework of
Redfield's theory [145], whence it follows that the relaxation
matrix describing relaxation transitions depends on energy
level differences, and therefore on the MF magnitude. Under
the influence of perturbations, the rates of some transitions,
when the external MF decreases to magnitudes much smaller
than the HFI field, which is the GMF level, can increase
significantly, while those of other transitions can decrease to
zero, as shown in [141]. There, calculations were carried out of
probabilities of relaxation transitions (a) in some spin states,
(b) at a nonzero MF, (c) mainly for T1, and (d) in the case of
radicals in a medium different from the quasisolid state of
proteins. It is difficult to use the obtained results to estimate a
single decoherence time t in a zero MF, because it is
determined by contributions of all transitions. Furthermore,
there is no preferred axis in a zero MF, and the meaning of
longitudinal relaxation is unclear. If the relaxation rate 1=T1

is defined as the rate at which populations of different-energy
levels tend to equilibrium values, then it should decrease
approximately proportionally to the population difference,
i.e., tend to zero with decreasing MF. But we are interested in
phase relaxation, to which this limitation does not apply.

In general, in the absence of an MF, part of the Zeeman
levels degenerate, transitions into them become possible, and
the decoherence rate can increase. According to [146],
relaxation in high MFs is slower than in low ones. More-
over, degeneracy of quantum levels in a zero MF implies
enhancement of spin±orbit effects, which also leads to
acceleration of decoherence [117]; for many ion-radicals in
nonpolar solvents, this time is 5±20 ns [28]. Redfield's theory
was used to analyze the spin relaxation time of oxyradicals in
liquid in [118], although without numerical estimates. The
authors of [147] calculated the dependence of the rate of some
singlet±triplet transitions initiated by random perturbations
of HFI constants and found that the probability of T0ÿS

transitions decreases to zero in a zero MF; we show in what
follows that decoherence via the HFI channel in a zero MF
occurs due to transitions in T-states.

The decoherence time in the MF via the HFI channel was
estimated in [148] by reducing the equations of quantum
dynamics with phenomenological dissipation to Bloch-type
equations. An estimate of the order of milliseconds was
obtained. True, the author introduced a nonstandard defini-
tion of decoherence, to be distinguished from dephasing. At
the same time, the dephasing rate was assumed proportional
to the MF. In a zero MF, it turns to zero, which is
counterintuitive in view of the existence of spin decoherence
in the case where the MF is absent altogether. In the GMF,
the dephasing time was about 40 ps. In [134], the contribution
of relaxation to the chemical kinetics via the exchange
interaction channel in geminate recombination was esti-
mated analytically, albeit in conditions quite different from
those for RPM processes in proteins.

In [149], spin relaxation of radicals in cryptochrome
protein under random variations of the distance between
radicals was studied; the average distance was 1.9 nm. With
the correlation time of random Gaussian variations in
the distance equal to 1 ns, the calculated spin relaxation rate
in the RPM via the exchange interaction channel was
2:7� 108 sÿ1, which is three orders of magnitude faster than
via the dipole±dipole interaction channel. This corresponds to
a decoherence time of about 4 ns. The authors show that
fluctuations of the exchange interaction at a lower relaxation
rate, of the order of 107 sÿ1 (decoherence time 100 ns), could
contribute to expanding the range of model parameters
ensuring the sensitivity of the RPM compass. However,
arguments confirming the existence of such a decoherence
time are not presented.

As we can see, there are no successful direct analytic
calculations of t of presumably magnetosensitive radical
pairs in proteins so far. In indirect estimates from a
comparison of theory and experiment, in general, it was
assumed in all the above-mentioned studies that, if magnetic
effects are observed, then unrealistically large times t, used in
RPM simulations of the effect, correspond to real values. The
authors do not offer alternative explanations for the observed
magnitude of RPM effects in biology.

As stated above, it is usually assumed in the RPMmodels
of magnetoreception that the spin decoherence time is large,
larger than the time of the chemical process, which allows
removing the value of t from theory. It is obvious that, in the
absence of precise knowledge about the value of t, the
theoretical model should have contained this parameter: in
the Liouville±von Neumann equation, besides terms describ-
ing spin-selective reactions, a relaxation term should also be
present, representing the Neumann±Lindblad equation.
However, until now, as far as we know, no analytic solution
of such an equation has been proposed that would explicitly
show the competitive influence of the rates of a spin-selective
reaction and thermal relaxation on the magnitude of the
magnetic effect. What is more, information about the
decoherence rate of radicals in proteins in a zero MF is
contradictory and is the subject of further research.

Below, we obtain functional relations for the RPM effect
in the range of weak MFs with an explicit dependence of the
effect magnitude on the spin decoherence rate. A comparison
with known experimental data suggests that, in crypto-
chrome-like proteins, decoherence times of spin pairs are
plausible in the range of 3±30 ns. Decoherence times via
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channels of hyperfine, Zeeman, spin±orbit, and exchange
interactions are estimated, and the smallness of the magni-
tude of the primary magnetic effect is thereby shown.

2. Magnetic RPM effect
with spin relaxation taken into account

In this section, we focus on the effect of changing the
populations of singlet±triplet states of a radical pair, without
specifying the subsequent stage of chemical kinetics and
magnetic signal transduction. It is thereby assumed that the
integral MF-induced variation in the fractions of singlet±
triplet components leads, via some spin-selective reaction, to
the observed effects.

We show how spin relaxation caused by decoherence and
chemical kinetics influences the magnetic RPM effect when
they occur simultaneously.We trace the evolution of the state
of the radical pair ensemble from its creation to disappear-
ance due to chemical kinetics. We use a frequent idealization
where the spatial motions of the radical pair are accounted for
phenomenologically in the spin Hamiltonian [27, p. 114]. The
Liouville±von Neumann equation for the density operator of
an idealized spin system with magnetic interactions is
supplemented by terms associated with the relaxation and
chemical kinetics. We assume that the radicals are separated
by a distance sufficient to neglect the magnetic dipole and
exchange interactions, which usually reduce the possible
magnetic effect. Among the magnetic interactions, we take
only the Zeeman and the isotropic part of the hyperfine
interaction into account in a `minimal' system of two
electrons and one nucleus coupled to one electron.

The Hamiltonian of the idealized Hamiltonian system,
expressed in units of �h, is

ÿgH�S 1
z � S 2

z � � a IS1 ; �2�

where S 1
i and S 2

i are the operators of the i-projection of the
spins of electrons 1 and 2, a constant MF H is directed along
the z-axis, g � 1:76� 107 Gÿ1 sÿ1 is the gyromagnetic ratio of
the electron, I is the nuclear spin operator of the first electron,
and a is a constant of the contact hyperfine interaction of the
nucleus and electron, expressed in frequency units; the
Gaussian system of units is used. The analytic solution for
the densitymatrix r of a systemwith aHamiltonian of type (2)
was investigated in [146]. Electrons of intermediate radicals in
a protein usually interact with several nuclei, which reduces the
magnetic effect. Model (2) with one nucleus allows estimating
themost important properties of theRPMeffect, in particular,
its maximum possible magnitude.

The contribution of the kinetics of spin-selective chemical
reactions to the evolution of the density matrix r is taken into
account using the anticommutator ÿ�1=2�fkP� k 0P 0; rg,
where k and k 0 are the rates of the chemical process through
singlet and triplet channels, and P and P 0 are projectors onto
singlet and triplet states [150, 151].

Thermal perturbations cause spin relaxation by modulat-
ing various interactions, resulting in the density matrix r
relaxing to a final thermalized state r1. This process is
accounted for below in the form of a phenomenological
dissipator / rÿ r1 [145].

2.1 Liouville±von Neumann equation
It is convenient to take the hyperfine interaction constant a as
a frequency unit and use the following notation for the

dimensionless time t, MF h, kinetics rates k, and thermal
relaxation g:

t � at 0 ; h � gH
a
; g � G

a
� 1

at
; k � k

a
; k 0 � k 0

a
: �3�

Here, t 0 is time and G is the damping constant, inversely
proportional to the thermal relaxation time. By order of
magnitude, the isotropic HFI constant of radicals in
proteins, in MF units, is 0.1±1 mT [30, 88, 152, 153], which
is approximately an order of magnitude greater than the
GMF magnitude Hgeo � 0:05 mT. Let the isotropic HFI
constant in frequency units be a � g 10Hgeo � 8:8� 107 sÿ1.
The geomagnetic field then corresponds to h � 0:1, which is
convenient, and a unit of dimensionless time t � at 0 corre-
sponds to the time 1=a � 11:4 ns. The thermal relaxation time
t at g � 1 is equal to the same value.

In terms of the notation in (3), in the absence of chemical
kinetics, we write the equation for an open quantum system,
the Liouville±vonNeumann equationwith a dissipator, or the
Lindblad equation, in the form

qt r � ÿi�H; r� ÿ g�rÿ r1� ; �4�
H � ÿh�S 1

z � S 2
z � � IS 1 ;

where qt is the time derivative operator,H is theHamiltonian,
and � ; � is the commutator. Spin relaxation is represented by a
dissipator proportional to g. Because in a weak MF the
Zeeman splitting is much smaller than kBT, r1 is the density
matrix of a fully mixed state. In the matrix representation, in
accordance with the dimension of the spin space of the three-
spin system, r1 is an eight-row normalized identity matrix
1=tr �1�. Equation (4) preserves the unit trace of the density
matrix.

In the presence of chemical kinetics, the trace is not
conserved; it tends to zero [150]. This should also be taken
into account in the dissipator, where, instead of the equili-
brium density matrix r1, we must use the reduced matrix
tr �r�r1. This assumes that the relaxation rate ismuch greater
than the characteristic rate of the spin dynamics. The
dissipator then has the form ÿg�rÿ tr �r�r1�. To analyze
the joint action of thermal relaxation and the chemical
kinetics on the RPM effect, we use the following equation
for a quantum system where the chemical kinetics and
relaxation are taken into account phenomenologically:

qt r � ÿi�H; r� ÿ 1

2
fkP� k 0P 0; rg ÿ g�rÿ tr �r�r1

�
: �5�

In the particular case k � k 0 � 0, we have tr �r� � 1, and the
above equation reduces to (4).

In numerical simulations of the RPM compass to account
for spin relaxation, a Lindblad superoperator with equal
dissipation coefficients is sometimes used [149, 154, 155]. As
is shown below, the use in (5) of a dissipator in the Lindblad
form �1=2�Pi gi��Lir;L�i �� �Li; rL�i �� (see, e.g., [156, p. 447]),
with a common coefficient gi � g=2, where the summation
ranges all spin operators Li of the three-spin system, gives
results practically indistinguishable from those correspond-
ing to the simple dissipator ÿg�rÿ tr �r�r1�, which justifies
its use in (5).

2.2 Magnitude of RPM effect
Unlike (4), Eqn (5) does not have an analytic solution in
general. We first consider the frequently used approximation
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k 0 � k (see, e.g., [30, 97, 136, 139, 140, 154]), which allows an
analytic solution. At k 0 � k, because the sum of projectors
onto the singlet and triplet subspaces is equal to the identity
operator, the chemical term in Eqn (5) isÿkr. It describes the
tendency toward an exponential decay of the density matrix.

Analytic solutions of an equation like (5) at k 0 � k � 0
were studied in [101, 145] and elsewhere, and at g � 0, in [153]
and other papers cited in the Introduction. Numerical
solutions of equations similar to (5) with a Lindblad-type
dissipator were obtained, e.g., in [149, 154]. An analytic
solution of Eqn (5) with chemical kinetics and, conjunc-
tively, with dissipation was obtained in [73, 157],

r � �Ur0U
� ÿ r1� exp

�ÿ �g� k�t�� r1 exp �ÿkt� ; �6�

where U�t� � exp �ÿiHt�.
Let a pair of spin-correlated electrons be produced in a

singlet state with a density matrix r0 � P=tr �P�. Dissipation,
the chemical kinetics, and the action of the MF cause
transitions between different quantum states of the system:
quantumbeats, or oscillations. As a consequence, the fraction
of the singlet state, from which the process of radical
recombination is possible, decreases.

We are interested in the population of the singlet state
rs � tr �Pr�, whose behavior characterizes the magnetic
effect. With the notation F � tr �PUr0U

�� and, because in
the considered case of a three-spin system tr �Pr1� � 1=4, it
follows from (6) that

rs�t; k; g� �
exp �ÿkt�

4
�
�
rs�t; k; 0� ÿ

exp �ÿkt�
4

�
exp �ÿgt� ;

�7�
rs�t; k; 0� � exp �ÿkt�F�t� ;

where rs�t; k; 0� is rs in the absence of relaxation, and the
variable h is omitted for convenience. A reasonable analytic
representation of rs, as well as of F, is not always possible and
is determined by the choice of basis, the simplicity of the
Hamiltonian, and the initial densitymatrix. Here, the Zeeman
basis is used, constructed from tensor products of eigenvec-
tors of the operator Sz in the spin spaces of two electrons and
the nucleus.

In the absence of kinetics, k � 0, and then Eqn (7) takes
the form rs�t; 0; g� � 1=4� �rs�t; 0; 0� ÿ 1=4� exp �ÿgt�. This
relation was proposed in [28] to account for spin relaxation in

the RPM model of quantum beats. It is based on the
semiempirical assertion that, in the presence of relaxation,
rs tends to the equilibrium value 1=4 starting from
rs�0; 0; 0� � 1. Because the relation rs�t; 0; g� � rt�t; 0; g� �
tr �r� � 1 holds at k � 0, where rt�t; 0; g� is the triplet
component, it follows from Bagryansky's formula that
rt�t; 0; g� � 3=4� �rt�t; 0; 0� ÿ 3=4� exp �ÿgt�. In [49], this
relation was used to account for relaxation, albeit, in a
model with kinetics, i.e., it assumed setting (formula (3) in
the above paper)

rt�t; k; g� �
3

4
�
�
rt�t; k; 0� ÿ

3

4

�
exp �ÿgt� :

This relation leads to the value 3=4 at the end of evolution,
which is incorrect, because the relation rt�t; k; g��
rs�t; k; g� � tr �r� � exp �ÿkt� holds at k 6� 0, and therefore
rt�t; k; g� ! 0 as t!1.

Next, we must explicitly specify all arguments of the
functions F and rs: F � F�t; h� and rs � rs�t; h; g; k�; we
recall that g and k are the rates of the spin-relaxation and
kinetic processes. We can calculate the evolution operator
U � exp �ÿiHt� and F�t; h� � tr �PUr0U

�� by diagonalizing
the Hamiltonian H in (4). Or, even simpler, because
r0 � P= tr �P� � P=2 and P �Pi jsiihsij, where si are elec-
trons-singlet states with different nuclear spin projections, we
obtain 2F �Pi; k jhsijUjskij2. Omitting intermediate calcula-
tions, we write the result:

F�t; h� � 1

2
ÿ 1

8Z2
� cos �tZ�

8Z2
� cos �tZ=2� cos �t=2� cos �ht=2�

2

� h sin �tZ=2� cos �t=2� sin �ht=2�
2Z

; Z �
��������������
h 2 � 1

p
: �8�

The singlet component rs�t; h; g; k� is derived by substituting
F in (7).

The time dependences of the singlet state population rs,
calculated using formulas (7) and (8), are presented in Fig. 2a.
Similar oscillations (quantum beats due to interference
effects, analogous to Torrey oscillations in pulsed EPR
[158]) are well known (see, e.g., [151, 159]) and are observed
experimentally, constituting the subject of a powerful
research method (see, e.g., [28, 160]). At the beginning of
spin evolution, Eqn (7) yields U � 1, F � tr �Pr0� � 1, and
rs � 1, and hence the system is in a singlet state, as was
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Figure 2. Quantum oscillations of singlet state population rs�t; h; g; k�: (a) calculation by formula (7) at different values of chemical kinetic rate k;

(b) calculation by formula (7) and by RK method for simple and Lindblad dissipators. Values of step and integration time interval, 0:003 and 104,

respectively, ensured convergence and accuracy of RK procedure.
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determined by the choice of the initial density matrix r0. At
the end of evolution, rs � 0, except in the case of the absence
of chemical kinetics k � 0.

Figure 2b shows the time evolutions of rs calculated using
formula (7) and by numerical integration of Eqn (5) using the
Runge±Kutta (RK) method for a simple dissipator and the
Lindblad dissipator. It can be seen that the curves obtained by
the analytic and numerical calculations coincide. This
confirms the validity of the analytic solution and the
accuracy of the numerical procedure, which is used further
in the case k 0 6� k as well. In addition, the dissipators (the
simple and Lindblad ones) give a practically identical result,
which justifies the use of the simple dissipator in Eqn (5).

The integral magnetic effect considered below depends on
the fine structure of oscillations rs�t� (see Fig. 2). The
coherence of spin states, determined by the relaxation rate g,
is reflected in the structure of oscillations and therefore has a
strong influence on the magnitude of the magnetic effect.

How is the magnetic effect defined? Usually, such that it
can be related to a quantity measured in experiment, i.e., by
somehow averaging the dependence rs�t� over a time interval
significantly exceeding the period of fast oscillations visible in
Fig. 2. In RPM models, a definition of the magnetic effect in
the form of an averaged fraction of singlet radical pairs is
often used (see, e.g., [82, 153]):

k

�1
0

exp �ÿkt� rs�t; h; k� dt : �9�

This definition, where the averaging `window' is determined
by the rate of the chemical kinetics, would make sense for a
phenomenological account for the decay of the densitymatrix
due to the kinetic process if the equation of spin dynamics did
not contain Haberkorn terms. In our case, the common
exponential exp �ÿkt� is already included in solution (6) of
Eqn (5), and its repeated use for averaging makes no sense. In
this paper, we studyRPMeffects in aweakMFof the order of
the GMF. It is therefore convenient to define the magnetic
effect such that it be positive in small MFs and relative to the
situation where theMF h is absent. Setting k > 0, we write the
magnetic effect in the form

M�h� � 1ÿ
� 1
0 rs�t; h; g; k� dt� 1
0 rs�t; 0; g; k� dt

: �10�

With this definition, M�0� � 0, and the MF h changes this
value such that, for example, M � 0:1 implies a 10% effect.
It is essential in this definition that k 6� 0; otherwise, the
fraction of the singlet component at t!1 would tend to
1=4 (Fig. 2a) and the integrals would diverge. However, the
situation where the kinetics in the RPM can be neglected
and one can set k � 0 makes no sense for magnetobiology,
because the product vanishes, and hence so does the
channel of MF influence on biological measured quanti-
ties. A possible definition of M in terms of the triplet
component rt � tr �r� ÿ rs leaves the results practically
unchanged.

A fortunate choice of variables simplifies the problem and
often makes its analytic solution possible. Here, such
variables are y � �g� k�ÿ1 and s � k=g; they respectively
determine the total characteristic time of the density matrix
reduction and the asymmetry of the rates of chemical kinetics
and thermal relaxation. It turns out that y and s are the
respective parameters of shape and the scale of magnetic
dependences.

Calculating the integrals in (10) gives a result that in
compact explicit form can be written as

M�h; y; s� � A1�h; y�
A2�h; y� B�y; s� ; �11�

where B�y; s� � sy 4=�8s� 5sy 2 � 2y 2 � 2� and
A1�h; y� � h 2�h 4y 8 ÿ 4h 4y 6 ÿ 32h 4y 4 � 2h 2y 8 � 6h 2y 6

ÿ 12h 2y 4 ÿ 64h 2y 2 � 8y 6 � 16y 4 ÿ 24y 2 ÿ 32� ;
A2�h; y� � �h 2y 2� y 2� 1��h 2y 4� 4h 2y 2ÿ 4hy 2� 4y 2� 4�

� �h 2y 4 � 4h 2y 2 � 4hy 2 � 4y 2 � 4� :

The dependence M�h; y; s� is shown in Fig. 3 on a
logarithmic scale along the axes h and y for two values of s.
The magnetic effect can be positive (this is a decrease in the
time-averaged singlet component rs when theMF is switched
on) and negative. We can see that the shape of the surface
depends little on the ratio of rates s � k=g. The parameter s
mainly controls the overall magnitude of the effects, which
follows from a comparison of the vertical scales of the
dependences in Fig. 3a and 3b and from the form of the
function B�y; s� in (11).
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2.3 Regions of RPM effects
Let us consider solution (11) in more detail. There are
different regions of variation of the parameters h and
y � �g� k�ÿ1 (Fig. 4a): those where magnetic effects differ
either in sign or significantly in magnitude. The tilted dashed
line hy � 1, or h � g� k, separates regions B and C of
relatively large effects from regions A and D of orders-of-
magnitude lower effects. This relation means that the sum of
thermal and kinetic rates corresponds to the electron spin
precession frequency gH.

By definitions (3), the equation h � g� k for quantities
with physical dimensions is gHt � 1� kt, where t is the spin
decoherence time. This is a fundamental relation of a more
general kind. At a low rate of chemical kinetics kt < 1, we
have gHt � 1. This equality (1), as shown in the Introduction,
follows from the most general quantum principles, and the
RPM, of course, obeys it. But if the rate of the chemical
kinetics is greater than the spin decoherence rate, i.e., kt > 1,
then it is exactly what determines the critical MF, gH � k,
when magnetic effects become large.

The almost horizontal dashed line in Fig. 4a, the line of
zero effects, is the solution of the equation M�h; y; s� � 0,
which determines the equation for the dashed line y�h; s�; it
separates the regions A and B of positive and the regions C
and D of negative effects.

Large magnetic chemical effects of regions B and C, of the
order of 10±30%, are observed in spin-chemical experiments
inMFs in the range of tens of mT or more. It would seem that
large effects of region B could also be observed at small MFs
h � 0:1 (upper yellow zone of this region). However, the
values of lg �y� would have to exceed unity in that case, or
g� k9 0:1, which is hardly realistic. For this, it is necessary,
at least, that g < 0:1, i.e., t � 1=�ag�0 100 ns, which is
improbable. As stated above, thermal spin relaxation times
of unpaired electrons in proteins exceeding 100 ns at
physiological temperatures are often assumed by default
when explaining magnetic effects within the framework of
the RPM. However, experimental evidence of such slow
relaxation of the spins of the considered radicals has not yet
been obtained.

Negative effects in region D (Fig. 4b) are orders of
magnitude smaller than effects in A. Consequently, to
explain biological effects of the MF at the GMF level or
lower, only a narrow lower subregion of region A is
relevant; this is a strip bounded by the inequalities
0:19 lg �y�9 1 and lg �h�9 ÿ 1. In Fig. 4a, it is high-

lighted with a slightly less dense color in region A and
denoted by E.

In Fig. 4a, there is a surprising section in region C,
between the red dashed line of the zero RPM effect and the
middle of the dark blue region. There, an increase in the spin
relaxation rate g accompanied by a decrease in lg �y� leads to a
`paradoxical' growth of the absolute value of the magnetic
effect. This means that spin relaxation, generally speaking,
can facilitate the magnetic effect rather than inhibit it. We
note, however, that the entire regionC is one of large effects in
the MF exceeding 0.5 mT. It is located far from region E of
effects that are actually observed in weakMFs, and therefore
hardly relates to magnetobiology.

Themagnetic effect in terms of the original variables k and
g is obtained from (11) by substitutions y � 1=�k� g� and
s � k=g. The dependencesM�k� at different values of h and g
are shown in Fig. 5. In the absence of spin relaxation (g � 0),
the effect appears at a rate of chemical kinetics of the order of
the spin precession rate k � h=2p (or k � gHgeo=2p �
1:4 MHz). If relaxation takes place, then the rate k of the
kinetics delivering the maximum effect depends on g such
that, at low rates k5 g, the magnetic effect practically
disappears.

2.4 Spin relaxation dampening `low-field effect'
There are many studies where large effects in region B are
investigated theoretically in the hope of explaining the
magnetic orientation of animals [159] and nonspecific
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magnetic effects observed in biological experiments [13]. The
magnetic effect is typically defined by the singlet yield, which
in our case is equal to 1ÿM�h�, and spin relaxation is
disregarded. The dependence on the MF magnitude
obtained in this way is well known (see, e.g., [45, 119, 153]).
It follows from (11) at g � 0, or s!1, i.e., assuming the
absence of thermal relaxation (Fig. 6a). The initial drop in the
singlet yield is called the low-field effect [146]. It can be seen
that, at a low kinetic rate k, noticeable RPM effects could
already be achieved in very small fields h5 1, as, for example,
in [97]: a 30% calculated effect when varying the MF in the
hypomagnetic range from 0 to 5 mT. However, such an
assertion is incorrect and is a consequence of ignoring spin
relaxation. As can be seen from Fig. 6b, the low-field effect
quickly disappears with a decrease in the relaxation time t. At
reasonable relaxation time values t < 10±100 ns, the effect
when varying theMFby theGMFmagnitude does not exceed
tenths of a percent.

Magnetic effect at k 6� k 0. Formula (11), obtained
analytically, is valid when the rates of the kinetics through
singlet and triplet channels are equal, k 0 � k. This case is
illustrative in the analysis of the contribution of thermal
relaxation to the RPM effect. It is also interesting to
understand magnetic effects in the practically important
case k 0 6� k, when an analytic solution of Eqn (5) is
impossible. Below, we give the results of calculating M

based on a numerical RK integration of this equation at
k 2 �10ÿ3; 1� and k 0 2 �10ÿ3; 1� and different spin relaxation
rates (Fig. 7).

We can see that both low and high kinetic rates through
the triplet channel suppress the magnetic effect. The value
k 0 � 0:05, which gives the maximum effect, depends little on
k. The calculation ofM in region E in Fig. 4a shows that, also
in the case of different rates k and k 0, the quadratic
dependence of the effect on the MF is preserved in the region
of low fields h < k� g. It is also seen that shifting the
relaxation time from values of the order of 1 ms to a value
30 times smaller, which ismore probable in a proteinmedium,
leads to a sharp decrease in M by more than two orders of
magnitude and to a slight increase in the maximizing value of
k 0 from 0.05 to 0.2. The values of k 0 � 0:1 in frequency units
are k 0a � 107 sÿ1.

Initial state of radical pair. The magnitude of the RPM
effect depends on the initial state of the pair. In particular,
with an equilibrium initial state, the magnetic effect should be
absent. Everywhere in the foregoing, as in all studies on the
RPM effect in magnetic biology, it was assumed that the
initial state of the pair is singlet or triplet. But how good is
such an idealization? If the pair is produced, for example, by
the breaking of a covalent bond, then the angular momentum
conservation law dictates an initial singlet state. But the
emergence of radical pairs upon photoexcitation of flavin is
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different (see Fig. 1). The radicals of the first pairs are
separated by relatively small distances, which means a large
exchange interaction and therefore fast decoherence of the
FAD radical. In [59], the decoherence time in the radical pair
FAD±Trp, separated by a distance of 1.32 nm, was estimated
to bet 10 ps. Consequently, the initial state of the next
(magnetically sensitive) pair could be equilibrium. However,
the high decoherence rate is compensated by the small
picosecond lifetimes of these pairs [161], and significant
decoherence, apparently, does not have time to build up.
Therefore, the idealization of the singlet initial state is
acceptable, although the absence of an observed effect could
be explained not only by the fast decoherence of the
magnetically sensitive pair described by Eqn (5) but also by
significant decoherence of the preceding pairs.

3. Spin decoherence

Because the spin decoherence time is a decisive factor for the
emergence of observable (i.e., of a sufficiently large magni-
tude) magnetic effects, it is interesting to obtain estimates of
this time analytically from general considerations. The
decoherence time of radicals depends on the MF magnitude.
However, we limit ourselves to considering theRPMeffects in
weak MFs at the geomagnetic level, 1 to 2 orders of
magnitude smaller than typical HFI fields. In such small
MFs, the Zeeman multiplet is partly degenerate, and the
phase relaxation time becomes the spin decoherence time. It
then makes sense to estimate the decoherence in a `zero' MF,
which simplifies calculations. We note that the Redfield
theory for the spin relaxation matrix is redundant when
applied to simple systems, due to cumbersome mathematics.
We are interested in orders of magnitude, which justifies the
use of simplified models of spin dynamics. At the same time,
the obtained solutions are exact.

Calculated below are the decoherence times arising from
hyperfine, Zeeman, spin±orbit, and exchange interactions
modulated by thermal fluctuations of the medium. The most
probable channel of fast relaxation is determined. The results
are of a general character and can be extended to a system of
chemically reacting spin-correlated electrons within the RPM
theory framework. In this section, it is more convenient to
perform calculations while keeping the physical dimensions
of quantities.

3.1 Hyperfine interaction channel
Here, we consider the simple case of a radical with one nucleus
and an isotropic HFI, with a constant a, modulated by
random perturbations. In a weak MF, gH5 a (see (3)), and
we therefore assume it vanishes and neglect the Zeeman
interaction in (2). Let the spin Hamiltonian of a contact
HFI, due to nonzero electron density at the magnetic nucleus,

Hhf�t� � H0 � V�t� � �ha
X
i

SiIi �
X
i

vi�t�SiIi ; i � x; y; z ;

�12�

contain a constant part H0 and a random part V�t�. In this
form, the perturbation V is partly anisotropic; otherwise, all
vi would be identical and would not induce transitions. The
perturbation operator V�t� includes random processes vi�t�,
which are assumed to be stationary and are understood in the
sense of generalized functions.

If the stationary random process v�t� is represented
as a Fourier transform vt �

�
vf exp �i2pft� df, where vf

are spectral amplitudes, then, according to the Wiener±
Khinchin theorem, the autocorrelation function hv �t vt�ti is�
Q� f � exp �i2pft� df, where Q� f � is the power spectral

density, such that
�
Q� f � df � s 2

v , and s 2
v is the variance of

the process vt. Below, the idealization of a uniform spectrum
of thermal perturbations relevant to the problem is adopted,
i.e., Q� f � � q � const. Then, hv �t vt�ti � q

�
exp �i2pft� df �

qd�t�, where d�:::� is the Dirac delta function. In contrast to
white noise with infinite variance, we assume that the
spectrum width is bounded, f 2 �ÿf0; f0�, i.e., q � s 2

v =2f0 �
s 2
v tc, where tc is the autocorrelation time of perturbations.

We also assume that the spectral density of perturbations q is
the same for all components vi, which are considered
independent,

hvi�t�i � 0 ;


v �i �t�vk�t 0�

� � q dikd�tÿ t 0� ; �13�

where dik is the Kronecker symbol. This is a very good
idealization, given that the correlation time of thermal
perturbations is orders of magnitude smaller than the
characteristic time scale of spin dynamics [145]. Angle
brackets here and hereafter denote both ensemble averaging
and quantum mechanical averaging; the type of averaging is
clear from the context.

It seems that, to describe coupled processes of spin
decoherence and relaxation without accounting for explicit
interaction with a thermostat, the Hamiltonian Hhf must
include a phenomenological interaction of the spin with the
thermostat. However, in our case, the perturbation operator
V does not cause transitions with energy change. In this case,
accounting for energy exchange with the thermostat phenom-
enologically is redundant. Consequently, the presence of
damping in the Schr�odinger equation qtC � ÿ�i=�h�HhfC is
not necessary. At the same time, as we see in what follows,
transitions in degenerate levels under the action of a
fluctuating perturbation take place and cause decoherence
of the spin dynamics.

It is convenient to move to the basis of eigenfunctions of
the operator H0 � �ha

P
i SiIi in (12). These are the triplet

f0 � j""i, f1 � �j"#i � j#"i�=
���
2
p

, f2 � j##i and the singlet
f3 � �j"#i ÿ j#"i�=

���
2
p

with the respective eigenvalues e0 �
e1 � e2 � �ha=4 and e3 � ÿ3�ha=4; the arrows indicate the
values of the z-projections of electron and nucleus spin in
the Zeeman basis. The perturbation operator and its matrix
elements in the f basis are

V � 1

4

vz 0 vxy 0

0 v 0xy ÿ vz 0 0

vxy 0 vz 0

0 0 0 ÿv 0xy ÿ vz

26664
37775; Vkn � hfkjVjfni;

where we set vxy � vx ÿ vy and v 0xy � vx � vy. The equation
for the coefficients ck of the expansion of C in stationary
states, C �Pk ck�t� exp �ÿiekt=�h�jfki, obtained from the
Schr�odinger equation, has the standard form [71, p 183; 162]
qtck � ÿ�i=�h�Pn cn exp �ioknt=�h�Vkn, where, due to the
degeneracy of triplet levels, all frequencies okn � ek ÿ en
corresponding to nonzero elements Vkn are equal to zero,
and hence

qtck � ÿ i

�h

X
n

Vkncn ; or qtc � ÿ i

�h
Vc ; �14�

where c is a four-row column of coefficients. It follows from
the form of Vc and from the form of the matrix V that
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transitions occur only between states 0 and 2 (T� $ Tÿ), and
populations of states 1 and 3 do not change. Thus, the
dimension of the problem can be reduced to two.

We introduce elements of the reduced density matrix
r00� c �0 c0, r02, r20, r22. Setting r00ÿ r22 � X, r02ÿ r20 � Y,
we write the equations implied by (14), qtX � ÿiwY,
qtY � ÿiwX, where w�t� � vxy�t�=2�h. These equations do
not contain vz and v 0xy. Their solution with the initial
condition X�0� � 1, Y�0� � 0, or, equivalently, c0�0� � 1
and c2�0� � 0, is X�t� � cos �W�t��, Y�t� � ÿi sin �W�t��,
where

W�t� �
� t

0

w�t 0� dt 0 : �15�

Because we assumed that w / vxy � vx�t� ÿ vy�t� corre-
sponds to white noise (see (13)), the function W�t� is a
Wiener, or Brownian, process with the variance growing
proportionally to t. This does not prevent the calculation of
the statistical characteristics of processes X and Y, which are
periodic functions of a random argument and, unlike W�t�,
are stationary at sufficiently large time intervals.

We are interested in the process of loss of electron spin
coherence, i.e., the autocorrelation function of the quantum
mechanical average of some spin projection. Let this average
be s�t� � hSzi � tr �Szr�; it is independent of the choice of
basis. Having determined the elements of the reduced density
matrix from solutions X�t� and Y�t� and reconstructed the
four-row density matrix r from the reduced one, we obtain,
given the above initial conditions,

r � 1

2

1� cosW 0 ÿi sinW 0
0 0 0 0

i sinW 0 1ÿ cosW 0
0 0 0 0

264
375 : �16�

Because tr �r� � tr �r2� � 1 here, the state of the system
remains pure, which is natural, because transitions occur in
degenerate states. Using (16) to calculate the trace tr �Szr�,
where the operator Sz is taken in the basis f, we have

s�t� � tr �Szr� � 1

2
cos �W�t�� � 1

2
cos

�� t

0

w�t 0� dt 0
�
: �17�

The autocorrelator K � hs�t�s�t 0�i=�ss�t�ss�t 0��, considering
that the variance s 2 of sinusoidal random process (17) is
equal to 1=8 due to the statistical properties ofw, has the form

K � 
cos �W�t�ÿW�t� Dt���� 
cos �W�t��W�t� Dt���
� k1 � k2 ; �18�

where we set t 0 � t� Dt, and the product of cosines is
transformed into a sum.

Let us consider the first term. Representing the cosine as a
Taylor series and taking (15) into account, we obtain

k1 �


cos
�
W�t� ÿW�t� Dt��� � �cos �� t�Dt

t

w�t 0� dt 0
��

�
X1
k�0

�ÿ1�k
�2k�! hu

2ki ; �19�

where we use Fubini's theorem to write hu 2ki as

hu 2ki �
�

. . .

�

w�t1� . . .w�t2k�

�
dt1 . . . dt2k : �20�

All integrals are taken from t to t� Dt. For a Gaussian
processw�t�, according to [163, Eqn (6); 164, pp. 332, 341], the
correlator in the integrand can be represented as a sum of
products of pairwise correlators


w�t1� . . .w�t2k�
� �XY


w�t1�w�t2�
�

. . .


w�t2kÿ1�w�t2k�

�
�21�

with summation ranging all possible partitions of the array
w�ti�; i � 1; . . . ; 2k, into pairs. The number of such partitions
is
Q k

i�1�2iÿ 1� � �2k�!=�2 kk!� [165; 166, p. 13; 167, p. 41]. Let
n denote the partition number. Taking relation (13) into
account, i.e., hv �i �t�vk�t 0�i � qdikd�tÿ t 0�, and recalling the
realness of the functions vi�t� and w�t� � �vx�t� ÿ vy�t��=2�h,
we see that the pairwise correlators in (21), denoted as wi j, are
equal to

wi j �


w�ti�w�tj�

� � 1

4�h 2


�vx�ti� ÿ vy�ti���vx�tj� ÿ vy�tj���
� q

2�h 2
d�ti ÿ tj� ; �22�

where the definition of q is given in (13). Substituting (21) into
(20), using (22), and again applying Fubini's theorem, we
obtain the expression

hu 2ki �
X
n

��
w12 dt1 dt2 . . .

��
w2kÿ1; 2k dt2kÿ1 dt2k ; �23�

where the summand is the product of k double integrals. Each
of them is

q

2�h 2

�� t�Dt

t

d�ti ÿ tj� dti dtj � q

2�h 2
Dt �24�

and is independent of n. Therefore, the summation over
possible partitions in (23) reduces to multiplication by the
number of such partitions:

hu 2ki � �2k�!
2 kk!

�
q

2�h 2
Dt
�k

:

Substituting this into (19), collecting the resulting series into
an exponential, and noting that the second term, k2, in (18), as
an average of the cosine of a random function with zero first
moment, vanishes, we conclude that the autocorrelation of
the electron spin z-projection has the form

K � k1 � exp

�
ÿ Dt
thf

�
; thf � 4�h 2

q
� 4�h 2

tcs 2
v

; �25�

where thf is the spin decoherence time via the HFI channel.
It is also useful to find the time dependence of the average

z-projection of spin, hs�t�i � �1=2�hcos �� t0 w�t 0� dt 0�i (see
(17)), which determines the spin relaxation, not decoherence,
time. It follows from (19) that k1 in this case differs by division
by two and the replacement of lower and upper integration
limits in (19) with 0 and t. From (24) and (25), we can then
immediately write hs�t�i � �1=2� exp �ÿt=thf�. Thus, the rate
of spin dynamics decoherence and the rate of spin relaxation
(relaxation of the quantity hSzi � tr �Szr� to the equilibrium
value 0) are identical in a zeroMF. This is exactly what allows
accounting for spin decoherence in the Liouville±von Neu-
mann Eqns (4) and (5) phenomenologically in the form of
density matrix relaxation.

December 2025 Radical pair mechanism in magnetobiology: state of the art 1255



The decoherence rate in this problem, as seen from (25), is
fully determined by the spectral density q of thermal
perturbations of contact HFI. Numerical estimates are given
in Section 3.3 below.

A similar calculation can be performed for the anisotropic
HFI Hamiltonian with axial constants a and b,

Hhfa � �ha
��b� bx�SxIx � �b� by�SyIy � SzIz

�
;

where b are random functions of time, hbii � 0,
hbi�t�bj�t 0�i � s 2

b tcdi jd�tÿ t 0�. The time-dependent pertur-
bation operator in the ST basis has a block form and again
allows transitions only between states 0 and 2. The average
value of the electron spin z-projection still has the form (17)
where, instead of w, we must use a�bx ÿ by�=2. It can be
shown that the decoherence time can then be written as

thfa � 4

tc�a sb�2
;

and, with the value of standard deviation of HFI anisotropy
fluctuations of the order of asb � 10 MHz [168], it differs
little from the decoherence time via the isotropic HFI
channel.

It is of interest to compare the result in (25) with the
decoherence time estimate by Redfield's theory [145]. In it, to
describe relaxation processes, a so-called relaxation matrix R
is introduced, such that the equation for the density matrix
has the form

qt saa 0 � i�a 0 ÿ a�saa 0 �
X
bb 0

Raa 0bb 0sbb 0 ; �26�

where a are eigenvalues of the Hamiltonian and simulta-
neously indices of these values. The Hamiltonian is written as
H � �hH0 � �hG�t�, where G�t� is the perturbation operator
responsible for relaxation due to interaction with the
thermostat. Redfield showed that the Schr�odinger equation
with this Hamiltonian leads to Eqn (26) if we set

Raa 0bb 0 � Jaba 0b 0 �b 0 ÿ a 0� � Jaba 0b 0 �aÿ b�

ÿ da 0b 0
X
g

Jgbga�gÿ a� ÿ dab
X
g

Jga 0gb 0 �a 0 ÿ g� ; �27�

where Jaa 0bb 0 �o� �
� 1
0 hGab�t�G�a 0b 0 �tÿ t�i exp �iot� dt, the

quantities Raa 0bb 0 are sufficiently small, such that the scale of
relaxation times Rÿ1aa 0bb 0 is much larger than the correlation
time of thermal perturbations, and the inverse of Raa 0aa 0 is
analogous to the time T2 in the Bloch equations, i.e.,
characterizes the spin decoherence time.

Comparing the Hamiltonians H and Hhf in (12), we see
thatG � V=�h, and the eigenfunctions are singlet±triplet states
f with the spectrum of eigenvalues of the triplet �ha=4 and
singletÿ3�ha=4. From the form of V in such a basis, it follows
that transitions�w relate degenerate states 0 and 2, and hence
the indices in (27) run through just a couple of values, and all
arguments of the J matrices are zero, because they are
differences of equal eigenvalues. Then, J0000 � J2222 �
ÿJ0022 � ÿq=32�h 2, J2020 � J0202 � ÿq=16�h 2, and substitu-
tion in (27) shows that t � ÿRÿ1aa 0aa 0 � 8�h 2=tcs 2

v . This time is
twice as large as thf from (25). The discrepancy is explained by
the fact that ÿRÿ1aa 0aa 0 is not the decoherence time in the exact
sense, but the scale of the decoherence time. To calculate t, we
must compute all (in this case, 16) elements of R, solve

Eqn (26), and only then find the autocorrelator of the
dependence tr �Szs� on time. Such a cumbersome procedure
is unjustified in the simple illustrative cases we consider, and
estimates of decoherence here and below rely on direct
solutions of the Schr�odinger equations.

3.2 Zeeman, spin±orbit, and exchange channels
Spin decoherence also occurs due to other electron interac-
tions: Zeeman, spin±orbit, and exchange.

Zeeman channel. In a zero external MF, the Zeeman spin
Hamiltonian is

HZ � ÿg�h
X
i

hiSi � ÿ g�h
2

0 h
h � 0

� �
;

where hi is a randomMFon the electron, for simplicity hz � 0
is assumed, and h � hx ÿ ihy is denoted. We assume that
hhi�t�i� 0 and hhi�t�hk�t 0�i� qze dikd�tÿt 0�, where qze� tcs 2

H

is the spectral density of the random MF. Substituting the
wave function C � ÿfg� in the Schr�odinger equation
qtC � ÿ�i=�h�HZC gives a system of equations for the
components of C, qt f � ighg=2 and qtg � igh �f=2, whose
solution with the initial conditions f �0� � 1, g�0� � 0 is
f �t�� cos �W=2�, g�t�� i sin �W=2�, where W� g

� t
0 h�t 0� dt 0

is a Brownian process. Hence, the quantum mechanical
average of the z-projection of spin is s�t� � �1=2� f �fÿ
�1=2�g �g � �1=2� cos �W�t��. This expression reproduces (17)
where, instead of w, we must substitute gh and, accordingly,
instead of (22), use the correlator


g
�
hx�ti� � ihy�ti�

�
g
�
hx�tj� ÿ ihy�tj�

�� � 2g 2qzed�ti ÿ tj�

� q 0

2�h 2
d�ti ÿ tj� ;

where we set q 0 � 4tcg 2�h
2s 2

H. Then, the decoherence time via
the Zeeman channel follows immediately from (25), where,
instead of q, we must substitute q 0:

tze � 4�h 2

q 0
� 1

tcg 2s 2
H

: �28�

We note that a random MF can be caused by random
vibrations of both a magnetic nucleus and another para-
magnetic center, i.e., by the mechanism of magnetic dipole±
dipole interaction.

SOI channel. Spin±orbit interaction is another known
source of spin relaxation in liquids and solids. An atom is
involved in thermal motion in the Coulomb field of the
nucleus and neighboring atoms. Electron spin moves in an
electric field (EF) and interacts with it, because SOI is
proportional to the EF, spin, and electron momentum.

SOI arises in the nonrelativistic limit of theDirac equation
and leads to the fine splitting of atomic spectral lines; the
hyperfine splitting is much smaller. The difference between
the SOI and HFI scales in an atom is about three orders of
magnitude. An illustration of HFI is provided by the
interaction of magnetic moments of the electron and the
nucleus, whereas SOI is the interaction of the electron
magnetic moment with the MF arising in its own coordinate
system when moving in the EF of the nucleus. Possible
involvement of SOI in magnetic biological effects was
discussed in [169, 170]. SOI provides spin decoherence due
to its modulation by thermal fluctuations of the medium
having a distributed dipole moment.

1256 V.N. Binhi Physics ±Uspekhi 68 (12)



The SOI is described by an operator proportional to spin
S, the EF vector E, and the electron momentum p � ÿi�hH
[171, p. 151]:

Hso � ÿ e�h

2m 2c 2
S�E� p� :

Given the spherical symmetry of the nuclear EF, this operator
reduces to the usual form of the product of spin and orbital
moments of the electron. In condensedmatter, the spherically
symmetric field of the nucleus is perturbed by a random EF
from neighboring dipoles undergoing thermal displacements,
and therefore the SOI operator acquires a nonspherical
random component causing decoherence of spin states.

To estimate the possible influence of a random EF on the
decoherence time, we consider the simple case of one-
dimensional electron motion along the z-axis in the EF
E ? z and, for greater generality, in the MF H directed
along the same axis. The SOI operator in the Zeeman basis
can be written as

V � ÿZ 0 Exy

E �xy 0

� �
pz ; Z � e�h

4m 2c 2
; �29�

where Exy � Ey�t� � iEx�t�, e � jej and m are the charge and
mass of the electron, and c is the speed of light. As in the case
of perturbation correlators (13) from the HFI section, we
assume that hEi�t�i � 0 and hEi�t�Ej�t 0�i � qE di jd�tÿ t 0�,
where qE � tcs 2

E is the power spectral density of EF
fluctuations. The equation of motion has the form

qtC � ÿ i

�h

�H0 �HZ � V�t��C ;

H0 � p 2
z

2m
; HZ � ÿesz ; e � 1

2
g�hH ;

whereH0 andHZ are the respective free motion and Zeeman
operators, and sz is the Pauli matrix. It can be shown that
calculations analogous to those given above yield the
decoherence time

tso � 4�h 2

q 0
� �h 2

4tcZ2p 2s 2
E

: �30�

The decoherence time in this scenario is independent of the
constant MF, despite the presence of Zeeman interaction.

Decoherence time (30) decreases rapidly with increasing
momentum p, or with increasing angular momentum if this
result is applied to a real molecule. In molecules having axial
symmetry, like the hydroxyl radical H _O, the population of
states with nonzero angular momentum can be significant
even in liquid, which leads to a noticeable anisotropy of the
g-factor and fast spin decoherence: it occurs in less than 1 ns
[172].

Exchange interaction channel. In the context of magnetic
biological effects, the exchange interaction of electrons of a
radical pair is typically neglected. It is believed that by
introducing additional mutual influence of spins, it reduces
the possible magnetic effect. This happens due to the
induction of additional singlet±triplet conversion, destroying
the finely tuned `symbiosis' of Zeeman and hyperfine
interactions. Below, we show that the induction of singlet±
triplet transitions by exchange interaction is not the only
reason why exchange destroys magnetic effects. Random
oscillations of exchange interaction also occur, and they

themselves cause spin decoherence, being a general cause of
suppression of magnetic RPM effects.

The exchange Hamiltonian of a pair of electrons is (see,
e.g., [71, p. 289])

H � ÿ�hJ�11=2� 2S 1S 2� ;

where 11 is a four-row identitymatrix and J is themagnitude of
exchange interaction in frequency units, varying together
with the randomly oscillating distance between electrons.
Omitting the constant component for simplicity, we set
hJ�t�i � 0 and hJ�t�J�t 0�i � qex d�tÿ t 0�, where qex � tcs 2

J is
the spectral density of random variations in the exchange
interaction. Calculations analogous to those above show that
the decoherence time via the exchange channel is

tex � 4�h 2

q 00
� 1

2tcs 2
J

: �31�

3.3 Estimates of decoherence time
Hyperfine interaction. The estimate of the decoherence time
via theHFI channel, Eqn (25), is thf � 4�h 2=tcs 2

v . Because v�t�
in (13) is the variable component of HFI, equal by order of
magnitude to the energy of dipole interaction of the electron
magnetic moment and the moment v � mBmN=r

3 of the
external magnetic nucleus located at a distance r, s 2

v �
m 2
Bm

2
ND�rÿ3�t��, where D�:::� denotes the variance, and mB

and mN are Bohr and nuclear magnetons. We introduce
a dimensionless distance x � r=rB. Then, D�rÿ3�t�� �
rÿ6B D�xÿ3�t��. Then, s 2

v � m 2
B m

2
Nr
ÿ6
B D, where the dimension-

less quantity D is D�xÿ3�t��. Substituting all this into the
formula for the decoherence time and setting tc � 100 ps, we
obtain thf � Dÿ14�h 2r 6B=�tc m 2

B m
2
N� � 0:45� 10ÿ6Dÿ1 s. An

estimate of Dÿ1 is given below.
Let us clarify the choice tc � 100 ps of the correlation time

of thermal fluctuations of atomic groups surrounding the
radical. The amplitude of thermal oscillations of atomic
groups in proteins is much larger than the magnitude of
oscillations of atoms in solids and liquids, because peptide
bonds connecting amino acid residues allow rotations. There-
fore, protein chains fold into globules and have much lower
rigidity. Accordingly, the correlation time of perturbations
grows, and it depends onmany factors. In [173], the frequency
range of vibrations of groups of atoms in a common protein
was 0.4 THz, implying a correlation time of � 1 ps. In [140],
by numerical simulation of the RPM with thermal rotational
perturbations of a Trp radical, it was found that, for a
noticeable orientational magnetic effect, the correlation time
of rotational librations should be of the order of 100 ps. In
[149], the correlation time of random displacements of a Trp
radical was set equal to 1 ns. In [174], the rotational
autocorrelation time of the flavin group in a protein was
several nanoseconds, and in [175], the magnetic effect in the
GMF with a radical lifetime of 1 ms was sufficiently large if
the correlation time of random rotations exceeded 250 ns. We
note that, for large times tc, comparable to the estimated
value of t, the approximation of delta-correlated perturba-
tions becomes inapplicable. Given the above spread of times
used, the compromise tc � 100 ps appears reasonable.

Zeeman interaction.The decoherence time estimate via the
Zeeman channel tze � 1=�tcg 2s 2

H� is similar to the estimate
via the HFI channel, because both cases are about the
influence of the MF fluctuations generated by random
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oscillations of closely located magnetic dipoles. In this case, it
is about the magnetic moment of a closely located para-
magnetic ion or electron of the same radical pair: a moment
creating an MF of the order of H � mB=r

3 at distance r. This
field is approximately 1800 times higher than that from a
nuclear magneton, and therefore decoherence occurs
approximately six to seven orders of magnitude faster.
Indeed, s 2

H � m 2
BD�rÿ3�t��, or s 2

H � m 2
Br
ÿ6
B D�xÿ3�t�� in terms

of the dimensionless distance x � r=rB. Because we have set
D � D�xÿ3�t��, we now have s 2

H � m 2
Br
ÿ6
B D. Accordingly,

tze � Dÿ1r 6B=�tcg 2m 2
B� � 8:2� 10ÿ15Dÿ1 s.

To calculate tze, we need to estimate the variance
D � D�xÿ3�t�� based on some plausible distribution of the
values of x. Recall that these are dimensionless distances,
expressed in Bohr radii, between the radical electron and the
source of perturbations. The normal distribution for x is not
suitable, because it allows both negative and very large values,
which makes no physical sense. Let the distribution of the
values of x be constructed based on the b-distributionwith the
shape parameters a � b � 4:

B�x; r; s� � 1

2s
Beta

�
xÿ r� s

2s
; a; a

�
; s � s

��������������
2a� 1
p

: �32�

The distribution is then symmetric with respect to the center r,
and the shape approximates the normal distribution shape
N�x; r; s�. Unlike the normal one, the distribution B�. . .�
under the nonbinding condition s < m=

��������������
2a� 1
p

has a
bounded positive support x 2 �rÿ s

��������������
2a� 1
p

; r� s
��������������
2a� 1
p �,

which agrees with physics and is convenient for estimating
variations in random quantities like 1=x 3 and exp �x�. With
increasing a, the approximation accuracy increases, but the
region of admissible values of s narrows; therefore, a
convenient compromise a � 4 was chosen for estimates.

Using the laws of transformation of distributions under
inversion, multiplication, and exponentiation and knowing
the distribution of the values of x, we can find the distribution
of the random quantity 1=x 3,

C�x; r; s� � 1

6 s x 4=3
Beta

�
1

2s
�xÿ1=3 ÿ r� s�; a; a

�
;

with the support ��r� s�ÿ3; �rÿ s�ÿ3�. Hence, D �� �xÿ hxi�2C�x; r; s� dx, where integration limits correspond
to the support interval. The spin decoherence time
tze � 8:2� 10ÿ15Dÿ1 s is plotted in Fig. 8 as a function of
the distance r at several values of s.

Evidently, the distance r cannot be less than �2ÿ3�s. We
see that, if s � 0:1 nm, then the decoherence time is of the
order of 3 ms at r � 1 nm, but only 4 ns at r � 0:5 nm. If s is
twice as large, then this time is 300 ns at the distance 1 nm and
1 ns at the distance 0.7 nm. Of the two parameters, the
distance r is decisive. The decoherence time drops rapidly,
faster than the eighth power, as the distance between the
radical electron and the dipole decreases and as the standard
deviation of thermal oscillations of the dipole increases. Due
to such a sharp dependence, reliable estimates can be
obtained only from the exact dynamical structure of the
environment of radical pairs.

Spin±orbit interaction. The decoherence time via the SOI
channel, Eqn (30), is tso � �h 2=�4tcZ2p 2s 2

E�, where E�t� is the
EF E � d=r 3 on the electron, created by an oscillating electric
dipole d at a distance r, in the point dipole approximation.
Then, s 2

E � d 2rÿ6B D and tso � Dÿ1�h 2r 6B=�4tcZ2p 2d 2�. Esti-

mates of p and d are needed in what follows. The angular
momentum of an electron in a p state in an atom is �h by
order of magnitude, whence the momentum estimate is
p � �h=rB. The dipole moments of amino acid residues are
mainly from 1.5 to 3 D [176], and the dipole moments of
simple molecules and common valence bonds in proteins
are from approximately 0.5 to 3 D [177, pp. 9±59]; for a
water molecule, 1.83 D. Recall that D is the unit of
measurement of the electric dipole moment, equal to the
moment of an electron at a distance of 1 A

�
. Water

molecules can be present in active sites of enzymes where
electron transfer processes occur, often accompanied by
the emergence of intermediate radical pairs. For estimates,
we take the dipole moment 1 D, i.e., d � 2rBe, where e is the
absolute value of the electron charge. Using all these
relations and estimates, as well as the value of Z in (29)
and the equality mB � e�h=�2mc�, we obtain tso �
Dÿ1�h 2r 6B=�16tc m 4

B� � 2:1� 10ÿ15Dÿ1 s.
This decoherence time is the smallest of those considered

above. However, it follows from (30) that, after pair creation,
the electron must have a nonzero orbital moment (otherwise,
the decoherence time is infinitely large). In view of the large
size of flavin molecules and tryptophan amino acid residues
forming electron radicals, and the involvement of processes of
various natures in their photo or thermoionization, the
appearance of uncompensated electrons in the s state with
zero orbital moment and possibly with a slight admixture of
states with l 6� 0 is most probable. In organic radicals, the
anisotropy of the g-factor, arising when levels with nonzero l
degenerate, differs little from the isotropic value [124]. The
usual EPR linewidth of such radicals in proteins is of the
order of 1 mT in an MF of several T, which suggests low
anisotropy of the g-factor [178, p. 36], not more than 10ÿ3,
which means an equally small relative population of states
with nonzero l. By virtue of (30), this leads to an increase in
the coherence time by many orders of magnitude. It is
possible that, under the conditions just described, the SOI
channel does not exceed the Zeeman one in efficiency of
destroying coherence.

Exchange interaction. Exchange interaction of electrons,
which is part of the Coulomb interaction, is determined by the
overlap of their exponentially decaying wave functions. Such
are, for example, radial functions of the ground state of the
electron in a hydrogen atom. For a pair of hydrogen atoms,
the overlap integral of wave functions centered at a distance r
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Figure 8.Dependence of time tze of spin decoherence via Zeeman channel

on average distance r toMF source at several values of standard deviation

s of random oscillations of r.
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decays rapidly, approximately as exp �ÿKr 5=3�, where K is a
constant. In a diamagnetic protein medium, the interaction of
radical electrons decays more slowly: they are capable of
tunneling through covalent and hydrogen bonds [179] to
distances up to 3 nm [180]. Based on these data, the authors
of [89] estimated themagnitude of the exchange interaction of
flavin±tryptophan radicals in a cryptochrome protein
depending on the interradical distance: J�r� � J0 exp �ÿKr�,
K � 14 nmÿ1, J0 � 8� 1013 mT. Then, knowing the variance
of random changes of r, we can estimate the variance in the
exchange interaction magnitude s 2

J �r; sr� and spin decoher-
ence time (31): tex � 1=�2tcs 2

J �.
The amplitude of vibrations of a radical in CRY3

cryptochrome was estimated in [139] by the molecular
dynamics method and was about 0.1 nm. If the distribution
of the values of r is an approximation of the normal
distribution N�r; sr� by a shifted and scaled b-distribution
B�r; sr� (32), then, with fluctuations of r around the mean
value of 1.9 nm (the distance between radicals of the final
FAD±Trp pair) with the standard deviation sr � 0:1 nm,
the deviation sJ is 890 mT, or 1:6� 108 sÿ1 in frequency
units: J�1:9 nm� � 0:22 mT. Hence, the decoherence time
tex � 200 ns. However, with somewhat larger random
deviations at sr � 0:15 nm, the decoherence time drops to
10 ns.

The above estimates are unreliable due to the low fidelity
in the constants J0 and K [90] and due to the strong
dependence of sJ on r and sr. For example, already with a
1% variation in r, the value of sJ can change by tens of
percent. Here, a significant role is more likely to be played by
rare large fluctuations in r, when just one event of approach
suffices for electrons to lose their spin coherence. Because
amplitudes of displacements of atomic groups in proteins can
be quite large, up to 1 nm [173], random approaches of the
electron pair to distances of fractions of a nanometer are quite
plausible. The possible role of such events in the RPM
remains unexplored.

Thus, the spin decoherence time, which actually deter-
mines the emergence of a noticeable magnetic effect, depends
quite strongly on the distance between electrons in the pair,
such that its small variation can be a decisive factor for the
existence of the magnetic effect. Under these conditions,
theoretical estimates become unreliable, and it is reasonable
to rely only on experimental data on magnetic effects directly
dependent on t. These data, even when they concern in vitro
cryptochrome proteins [40] with an interradical distance up to
2±3 nm, show only insignificant effects at the level of
2% mTÿ1 and thereby testify to a spin decoherence time
orders of magnitude smaller than a microsecond.

General remarks. It is worth bearing in mind that the true
spin decoherence time can even be much less than the above
estimates for several reasons. The decoherence time decreases
as the inverse number of electric and magnetic dipoles
surrounding the radical electron, because variances in their
fields add up. In [98], the HFI of an electron pair, even with a
few neighboring nuclei, entailed pseudorandom dynamics
and hence rapid spin decoherence. In addition, both radicals
of the pair experience spin decoherence independently, and
therefore their mutual dephasing, which influences the
magnetic effect, occurs about twice as fast.

Radical pairs arise not only in cryptochromes and
photolyases but also in enzyme±substrate complexes because
of an oxidation±reduction process accompanied by electron
transfer in the active center of the enzyme [128]. For all the

decoherence channels considered, there is a strong depend-
ence of t on the distance to the source of perturbations and the
amplitude of its fluctuations. Because the arrangement of
active sites of enzymes is such that it implies close contacts of
the reacting peptides, amino acids, and proteins at a relatively
low rate of actual chemical events, rapid spin decoherence in
them looks plausible. The size of a radical pair arising in the
active site of an enzyme can be significantly less than 2 nm.
For example, for electrons at a distance of 1.2 nm with the
vibration amplitude 0.01 nm, only exchange interaction with
the parameters indicated in the preceding section would give a
decoherence time of the order of 100 ps. The RPM effect,
according to the relation gHt � 1, could then be observed in
an MF exceeding the GMF by more than 1000 times. This
corresponds to the commonly used MF magnitudes for
observing the RPM effects in enzymatic reactions in vitro
(see, e.g., [15, 181]). We add that an increase in the spin
decoherence rate occurs under the synergistic, simultaneous
action of several decoherence channels.

In [100], the chemical reaction itself, represented by an
operator, was proposed as another source of decoherence in
theRPM. Identifying a discontinuous chemical process with a
continuous quantum measurement is counterintuitive,
although the idea of atomic energy exchange events as
quantum collapses is not ungrounded [182; 183, p. 197]. This
approach may give an extended interpretation of quantum
RPM processes, but does not facilitate the acceptance of the
hypothesis of slow spin relaxation in magnetically sensitive
proteins. Notably, it was shown in [94] that accounting for
this spin decoherence channel leads not to a decrease but to a
two-fold increase in the rate of reduction of off-diagonal
elements of the density matrix, and this means acceleration of
relaxation of quantum coherence.

It is clear that, in any case, the hypothesis of microsecond
and longer spin relaxation times in estimates of the RPM
effects in proteins, which is often assumed by default to
explain magnetic biological effects of a weak MF, is not
substantiated. Estimates taking the dynamic structure of
specific enzymes into account are needed, because X-ray
crystallography gives the structure of proteins in their crystal-
line, not functional, state.

Thus, there are grounds to believe that, in the absence of
an MF or in an MF less than the GMF, the spin decoherence
time of radicals in protein media can be less than 10 ns in
order of magnitude. In view of the absence of experimental
facts confirming microsecond spin decoherence times of
radical electrons in proteins and, conversely, the presence of
facts consistent with the assumption of nanosecond times (at
least in active centers of enzymes), it is reasonable to use the
nanosecond range of t in estimating expected nonspecific
magnetic effects.

4. Discussion

4.1 Dependence of RPM effect on chemical kinetics
and spin relaxation rates
The parameter s in (11) is s � k=g � kt. Judging by the
totality of experimental data and estimates, realistic values
of the relaxation time t do not exceed 100 ns, and the rate of
chemical kinetics of long-lived radicals in proteins is
k9 1 msÿ1. We therefore assume that s9 0:1, and hence s is
a small parameter. Then, the function Ma�h; y; s� �
h 2s�y 2 ÿ 1:252�=5 is an approximation of (11) at h < 0:1
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and s < 0:1, where O�h 2s 2� and O�h4s� terms are neglected in
the expansion ofM. Nowhere in the range 1:254y4 10, i.e.,
in region E of magnetobiological effects in Fig. 4a, does this
function deviate from (11) by more than 4% on a logarithmic
scale. For convenience, we present its fully dimensional form
using notation (3),

Ma�H; k; t� � 1

5
g 2H 2kt

�
t 2

�1� kt�2 ÿ
1;252

a 2

�
; �33�

where a is the isotropic HFI constant and all quantities are
expressed in the Gaussian system. The applicability range of
formula (33) in terms of the MF magnitude is H9Hgeo.
Another constraint is on the values of kinetic and relaxation
rates, kt9 0:1 and k� 1=t < a=1:25; in this region, the
expansion is valid and the magnetic effect in Eqn (33)
remains positive. Figure 9a shows the dependence of
Ma�H; k; t� on t at several values of k. Good correspondence
between the original function and its approximation can be
seen. The magnitude of the RPM effect decreases approxi-
mately as t 3 with decreasing t. If we focus on the accuracy
of approximating the largest (at the level of 10ÿ3±10ÿ2) of
these small effects, then an even simpler relation
Mar � 0:2�gHt�2kt=�1� kt�4 can be used (Fig. 9b).

An effect quadratic in H in the range of low MFs up to
1 mT was observed experimentally, e.g., in [61, 184±188] and
estimated theoretically, e.g., in [153, 189±191]. An analytic
dependence of the RPM effect on the spin decoherence time t
had not been proposed previously; here, it is obtained in form
(11) and (33).

4.2 Hypomagnetic field effect
Recently, attention to biological effects of the hypomagnetic
field (hypoMF), more precisely, to effects initiated by the
suppression of the natural GMFby one to two ormore orders
of magnitude, has been growing. The interest is not unreason-
able: in a zero MF, qualitative changes occur in the quantum
dynamics of the magnetic moments of all microparticles that
have magnetic moments. In a zero field, there are more
chances to observe difficult-to-reproduce magnetic biologi-
cal phenomena.

Organisms on Earth have evolved in the GMF, and hence
its absence can cause disturbances in the normal functioning
of organisms. Suppression of the GMF in laboratory
conditions is accompanied by changes in biochemical
indicators and behavior of a wide variety of organisms: from

bacteria and fungi to mammals and humans (see, e.g., [55,
192, 193]). In deep space flight and in future missions to the
Moon and Mars, astronauts will be in hypoMF conditions.
This is associated with additional risk. The action on
organisms of MFs weakened compared to the GMF is an
area of space medicine [194].

It is convenient to define the hypomagnetic effect such
that it equals zero in the GMF and unity in a zero MF. Then,
assuming it to be caused by the RPM process, it follows
immediately from (33) that Mhypo � 1ÿ �H=Hgeo�2, where
Hgeo is the GMF magnitude (Fig. 9c). This relative effect
makes sense when the absolute effect is sufficiently large
compared to the natural spread of biological variables.
Mhypo, like M, represents only changes in the integral
components of the density matrix of a radical pair. Due to
further nonlinear signal transduction to the observational
level, experimental MF dependences can differ significantly.

Thus, the magnetic effect in Eqn (33) decreases asH 2 with
decreasing MF, and very rapidly, as t 3, with decreasing
relaxation time, while remaining insignificant in the entire
range of variable changes. Consequently, it is quite difficult to
explain the observed magnetic nonspecific effects in biology,
sometimes exceeding tens of percent, based on the RPM in its
canonical form, without assuming additional amplification of
primary RPM signals.

4.3 Influence of radiofrequency magnetic fields
For experimental proof of the involvement of a quantum
chemical RPM compass in animal magnetic navigation, a
high-frequencyMF supplementary to the GMF, covering the
animals' dwelling space [195±199], or the field of a small
emitter attached to an animal's head [197, 200], was used. It
was assumed that an MF with a nearly resonance frequency
would cause quantum transitions in the Zeeman states of
radical pairs in retinal cryptochromes, which would disrupt
the RPM operation and thus confirm its involvement in
magnetoreception. There is a similarity with one of the
methods for detecting magnetic resonance, namely, by the
reaction yield (RYDMR) [201, 202]. In the case of theRPM in
biology, however, resonance should manifest itself in a
change to a biological variable.

In estimating this effect, the amplitude of the additional
MF and the spin decoherence time are important, in addition
to the frequency. In [157], the RF MF contribution to the
magnetic RPM effect was investigated based on the Liou-
ville±von Neumann equation (4) with the Zeeman Hamilto-
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nian and using notation (3). The MF was directed along
the z-axis and included a perpendicular variable component,
H � h�e cos �ot�; e sin �ot�; 1�, where e and o are the relative
amplitude and frequency. The relative magnetic effect in a
variable MF in such a system was obtained in the form of a
Lorenzian resonance contour,

~M�h; e;o; g� � e 2h 2

g 2 � e 2h 2 � �oÿ h�2 ;

with a width of the order of
��������������������
g 2 � e 2h 2

p
. In a low field e5 1,

the resonance width is g or, by virtue of (3), 1=t in units of sÿ1,
which is a well-known result (see, e.g., [111; 203, p. 15]). It has
been shown that, even under conditions favoring the observa-
tion of the magnetic resonance effect, at exact resonance in a
two-level system in the absence of the chemical kinetics and
interactions other than Zeeman, the variations introduced
into the population of quantum levels of such an idealized
system under perturbations as in the aforementioned experi-
ments are insignificant, less than 10ÿ5, and cannot disrupt the
RPM regularities. This estimate was obtained at a large spin
relaxation time of 1 ms (g � 0:01). At plausible decoherence
times of 3±30 ns in proteins, the effects of the RF MF in the
indicated experiments are vanishingly small.

Interestingly, the conclusion about the absence of the
influence of small RF fields on the RPM effect was made in
[50] based on numerical calculations even in the absence of
both kinetics and spin decoherence. Even earlier, in terms of
Bloch relaxation times T1; 2, it was shown that explaining the
observed influence of RFMFs on the magnetic orientation of
animals within the EPR theory would require an impossible
electron spin relaxation time of 1 s [204].

Thus, the disruption of the magnetic orientation ability of
animals in very small variable MFs observed in all the above-
cited experiments is hardly related to the RPM. This
connection would be possible only assuming some further
amplification of such a small primaryRPM signal, and only if
this primary signal reached values of 10ÿ4±10ÿ3 typical of the
RPM. Also unstudied remains the possible influence on the
orientation ability from the electric component of the RF
field.

4.4 Is quantum entanglement needed in RPM?
Currently, considerable attention is drawn to the funda-
mental property of composite quantum systems to be in so-
called entangled states, when there is an inexplicable
correlation of system parts [205]. This property, under-
lying the famous EPR paradox [206], finds application in
quantum cryptography, quantum computing, and quan-
tum microscopy [207±211].

It has been proposed that the resource of quantum
entanglement previously unaccounted for in magnetobiol-
ogy could resolve RPM contradictions. Whether the entan-
glement of the initial state is a significant factor in explaining
RPM effects is discussed in [33]. The authors argue that it is
not, however indirectly, without quantitative calculation of
the entanglement of mixed states. In [97], the entanglement of
the evolving density matrix in the RPM model was quantita-
tively estimated, but the connection of the initial state
entanglement with the RPM effect was not discussed. In
[35], the evolution of entanglement of the electron±nucleus
system relative to the electron-singlet initial state was
investigated, although in a simplified RPM model without
accounting for thermal relaxation or the chemical kinetics.

Different measures of entanglement in relation to the RPM
were considered in [34, 101, 212].

Below, a quantitative estimate of entanglement is per-
formed and correlations between purity and entanglement of
the initial state, on the one hand, and the magnitude of the
emerging magnetic effect, on the other, are presented in the
RPM model with spin relaxation and chemical kinetics.

An entangled state of a composite system, unlike an
unentangled, or separable, one, does not allow writing the
wave function of the system as a product of wave functions of
the parts (see, e.g., [76, p. 80]). There is no single measure of
the entanglement of quantum states of systems, because
entanglement is a phenomenon with a variety of properties
[213]. Accordingly, different measures of entanglement have
been proposed for both pure and mixed states [214, 215]. We
recall that a pure state is a superposition of eigenstates, and
the density matrix of a mixed state is a linear combination of
density matrices of pure states with weights given by
probabilities.

Entanglement of quantum states is determined, in
particular, based on the von Neumann entropy, ÿ tr �r ln r�,
which is a positive quantity equal to zero for separable states.
Entanglement of pure states of a composite system is then the
entropy of any of its parts (see, e.g., [215]). For mixed states, a
unified definition does not exist. If we are talking about pure
states of a systemAB, i.e., about the state vector of the system,
then entanglement is defined via the negation of separability,
which in this case reduces to the possibility of representing the
system state as a tensor product of state vectors of parts A and
B. If we are talking about mixed states, representable only by
a density matrix, then the definition of entanglement becomes
more complicated. In that case, the system state is considered
entangled [216] if its density matrix is not representable as a
combination of possible tensor products of density matrices
of the parts, i.e., in the form rAB �

P
i pi r

i
A 
 r i

B, withP
pi � 1. This more general definition of separability links

it to the possibility of factoring not the unobservable density
matrix but the expectation values of measurement results of
observables in parts A and B. The number of sum terms is
limited by the square of the dimension of the Hilbert space of
the system [214].

In [217], the relative entropy of entanglement was
proposed as a measure of entanglement of a mixed state.
This is the minimum distance from the entangled state r to a
separable one r 0, the minimum taken on the subset of
separable states r 0. The relative von Neumann entropy
Srel�rjr 0� � tr �r ln rÿ r ln r 0� is used as the distance. If the
density matrices are representable as spectral decompositions
with respect to projectors onto eigenstates, r �Pi rijiihij and
r 0 �Pj sj j j ih j j, then the relative entanglement entropy is
[218, p. 109]

Srel�rjr 0� �
X
i

ri

�
ln ri ÿ

X
j

Pi j ln sj

�
; Pi j � hij j ih j jii ;

�34�

where it is assumed 0 ln 0 � 0. We always have Srel 5 0; it is
seen that Srel � 0 at r � r 0. Measure (34) is used to calculate
entanglement in what follows.

Equation (5) describes the evolution of a composite
system that includes a pair of electrons and a magnetic
nucleus. Because it was assumed that the initial state of
electrons is always singlet, the spins of the electron pair are
one part of the system, and the spin of the magnetic nucleus is
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the other part. Then, generally speaking, the initial matrix r0
of the system of electron spins and the nuclear spin in an
arbitrary state can be constructed in different ways. The
above choice r0 � P= tr �P�, where P is the projector onto
the singlet state (which is antisymmetric and has zero total
electron spin), corresponds to a completely undefined state of
the nuclear spin. However, the magnetic effect in the
considered RPM model depends on what state the nuclear
spin was in at the initial moment of time: the singlet state of
the electron pair is antisymmetric under their permutation,
but only the first electron experiences the action of the
hyperfine field of the nucleus.

Let js"i � jsi 
 j"i and js#i � jsi 
 j#i be the states of
the system corresponding to the singlet state of electrons jsi
and different projections of the nuclear spin. These are
separable states because they are products of spin functions
of the parts. The initial density matrix used in calculating (7)
in this notation has the form r0 � js"ihs"j=2� js#ihs#j=2,
which corresponds to the maximally mixed state of the
system, also maximally entangled in nuclear spin states. But
the initial state of the nuclear spin is unknown, and the
magnetic effect could depend on both purity and entangle-
ment of r0.

The density matrix of the initial state in the general form
of various degrees of purity and entanglement is constructed
as follows. We first write the normalized state c�b;f� �
bjs"i � exp �if�

��������������
1ÿ b 2
p

js#i of a pure superposition of separ-
able states js"i and js#i, where the domains of real parameters
are b 2 �0; 1� and f 2 �0; 2p�. This is a pure entangled state.
Its density matrix is rpur�b;f� � c�b;f�c��b;f�. We now
create a density matrix of an arbitrary mixture of such pure
states,

rmix�a; b1;f1; b2;f2� � arpur�b1;f1� � �1ÿ a�rpur�b2;f2� ;
�35�

where a 2 �0; 1� is a real constant. This is a general-form
density matrix of an electron-singlet state with arbitrary
purity and entanglement relative to the nuclear spin, depend-
ing on five parameters.

It is not difficult to find that the purity of this state,
defined by the trace of the square of the density matrix,
pur � tr �r2mix�, ranges from 1=2 to 1; the value 1 corresponds
to a pure state,

pur �a; b1;f1; b2;f2� � 1ÿ 2a�1ÿ a�
h
b 2
1 ÿ 2b 2

1 b
2
2 � b 2

2

ÿ 2b1b2

��������������
1ÿ b 2

1

q ��������������
1ÿ b 2

2

q
cos �f1 ÿ f2�

i
: �36�

A pure state, as can be seen from (35) and (36), occurs when
a � 0 or a � 1, or if b1 � b2 andf1 � f2 simultaneously. The
estimate of the entanglement E�rmix�, as stated above, is
found from relative entropy (34) by minimizing it on the set
of separable states:

E�rmix� � min
frsepg

Srel�rmixjrsep� : �37�

The density matrix of any separable initial state rsep
differs from rmix. It is a tensor product rsep � re 
 rn, where
re � jsihsj is the density matrix of the electron pair state that
is singlet by assumption, and rn is the density matrix of the
general form of a mixed nuclear-spin state. The latter is
constructed from a mixture of superpositions of nuclear
spin eigenstates x�b;f� � bj"i � exp �if�

��������������
1ÿ b 2
p

j#i; setting

rx�b;f� � x�b;f�x��b;f�, we obtain
rsep�a; b1;f1; b2;f2� � re 


�
arx�b1;f1� � �1ÿ a�rx�b2;f2�

�
;

where the same notation is used for the parameters as in the
foregoing. Finally, from different matrices rsep (the 64 of
them in our case), their convex combination with random
coefficients is constructed. This gives a separable state rsep in
the general form used for calculations in (37). Because the
matrices rmix and rsep are cumbersome, we do not present
them here.

By varying the parameters of the separable state matrix,
we can numerically determine the entanglement of each
specific matrix rmix. By choosing the rmix parameter values
randomly, 5000 initial density matrices r0  rmix were
generated, their purity (36) and entanglement (37) were
determined, and magnitudes of the corresponding magnetic
effects were calculated (numerically, because formula (11) is
derived for r0 maximally mixed with respect to nuclear spin).
Is there a correlation between them?

Figure 10 shows the calculation results.We can see that all
quantities correlate. It is also seen that purity and entangle-
ment, although correlated, are independent characteristics of
the quantum state. A negative correlation, ÿ0:5, exists
between entanglement and the magnitude of the RPM
effect. Maximum effects can appear at pure initial states
with intermediate entanglement 1=4.

The growth of electron±nucleus entanglement is accom-
panied on average by a decrease in the effect. However, this is
only a correlation. It would be difficult to speak of a
dependence of the magnetic effect on entanglement. Entan-
glement is a complex nonlinear function of the quantum state,
parameterized by several parameters, but the converse is not
true: a quantum state is not a function of entanglement. For a
given entanglement magnitude, the state of the system is not
defined, even if the purity is also known. Knowing E, it is
impossible to calculate the state parameters, which would be
necessary to calculate the RPM effect. Here, entanglement is
merely an epiphenomenon of the magnetic effect, unlike the
field of quantum computing, where it can be controlled and
where it is a useful resource. Thus, the question posed in the
section title can be answered unequivocally. Quantum
entanglement is not a useful factor in studying RPM effects.
What is important is ordinary quantum coherence, ensuring
coordinated spin dynamics, and hence the magnetic effect.

The role of entanglement of the initial electron state was
discussed in [159]. Here, it is chosen as a singlet, i.e.,
maximally entangled state re � jsihsj. We additionally
solved Eqn (5) numerically with different combinations of
electron-triplet initial states. The magnitude of the RPM
effect indeed depends on state parameters up to the sign
reversal of the effect; however, nothing qualitatively new
compared to the case of a singlet state was found. In [212],
the influence of the entanglement of a triplet initial electron
state on the sensitivity of a chemical compass was studied, and
it was found that entanglement is not a useful concept.

Another aspect of quantum coherence in RPM, the
quantum Zeno effect, is also discussed in the literature. The
effect arises when a quantum system starts from one of the
eigenstates of some operator of an observable physical
quantity. Periodic measurements of this quantity interrupt
the unitary evolution of the system and return it to the nearest
eigenstate, i.e., the initial one, with a high probability. If
measurements are performed frequently enough, unitary
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evolution apparently `freezes.' Regarding the RPM, the
quantum Zeno effect is considered under the assumption
that the chemical reaction has properties of a continuous
quantum measurement causing decoherence. With such an
approach, the form of the operator ÿ�1=2�fkP� k 0P 0; rg of
the chemical reaction in the Liouville±von Neumann equa-
tion [100] changes, but this does not change the magnitude of
the RPM effect, which remains very small even at the
microsecond scale of relevant characteristic times. The
decoherence rate also changes little [94]. The authors of
[151] show that the Zeno effect takes place with the standard
chemical reaction operator as well, and its modification is not
justified. As shown in [157], at realistic parameter values of
the RPMmodel, the Zeno effect is impossible. Moreover, the
Zeno effect consists in freezing quantum evolution, and the
ST transitions in particular. But this contradicts theRPM, for
which precisely the ST evolution is a necessary condition for
operability. On the whole, this topic is insignificant for
solving the physical problem of magnetic biology.

4.5 Are there competing mechanisms?
If we assume the spin decoherence time to be large, of the
order of 1 ms, i.e., g � k � 0:01, then y � 50 and s � 1, which
in the GMF h � 0:1, according to (10), gives a relative effect
M � 25%. This looks sufficient for the operation of a
chemical quantum compass and, consequently, for explain-
ing the magnetic orientation ability of animals. However, if
the MF changes by 100 nT, i.e., Dh � 2� 10ÿ3, then M
changes by only 0.1%. This means that, even with an
implausibly large spin decoherence time, the RPM is unable
to explain the specific sensitivity of some seasonally migrating
species possessing special magnetoreceptors to geomagnetic
variations in theMF at the level of tens of nT. There is also no
explanation for multiple observed biological effects of
geomagnetic disturbances on humans and other organisms
(see, e.g., [219±222]). At plausible decoherence times of 3±
30 ns, the effect does not exceed fractions of a percent in the
GMF either. It seems that the smallness of the primary RPM
effect M in (10) could be compensated by a subsequent
amplification process. For example, such a process in the
form of biopolymer ribosomal protein translation was
proposed in [223]. The sensitivity can be enhanced by two to
three orders of magnitude by including spin-correlated

radical pairs in the work of biopolymer enzymes, in
particular, ribosomal ones. In this case, the primary MF
signal is converted into an increase in the number of
incorrectly folded nonfunctional and often toxic protein
globules, which creates an additional load on the protective
functions of the organism and affects the speed and accuracy
of cognitive processes. However, M in (10) is an abstract
quantity introduced for the convenience of analysis. The real
physical variable is the integral reaction product 1ÿM,
which is a relative quantity equal to unity in the absence of
an MF and almost constant in the GMF. Obviously, signal
amplification in such a form makes no sense, because the
resulting relative effect remains small.

Dissatisfaction with the markedly low responsiveness of
the RPM to weak MFs is accompanied by a search for other
mechanisms that would be more sensitive. We note immedi-
ately that many proposed mechanismsÐ those based on the
Lorentz force, cyclotron, parametric, and magnetic reso-
nances, magnetic induction, direct action of the MF on
highly reactive molecules, etc.Ðare only of historical
interest today [224]. In particular, unlike the triplet ground
state of molecular oxygen, its singlet lowest-energy form,
called singlet oxygen, has a high reactivity and can damage
biopolymers. For this reason, it was sometimes assumed that
the MF could influence the organism by directly exciting
singlet±triplet transitions and increasing the concentration of
singlet oxygen. However, the energy difference of singlet and
triplet states of the O2 molecule is many orders of magnitude
larger than that of a radical pair in proteins, and hence a weak
MF exerts no direct influence on singlet oxygen.

The response of organisms to theMF generally implies its
necessary action on magnetic moments of atoms and
molecules. Therefore, mechanisms have been developed for
the MF influence on abstract single magnetic moments [225],
on induced magnetic moments during the rotation of
molecular groups inside biophysical structures [55, 226], and
on nuclear magnetic moments [227, 228].

4.5.1 Single magnetic moment. Besides specific effects of
magnetoreception, nonspecific effects exist, the epiphenome-
non of life activity in the GMF. Their properties include
sensitivity to MF reversal and frequency selectivity. The
RPM does not explain such properties. Many studies show
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the incompatibility of the observed effects with the RPM
scenario [197]. For example, magnetic response arises under
excitation by red light, which is insufficient for generating
radical pairs, or in the dark [229]. Another mechanism is
required to explain this. A separate MF sensor must react to
theMF sign reversal. The insensitivity of the RPM to reversal
follows from the influence of the MF on themutual dynamics
of a pair of moments. Therefore, a scenario where the MF
alters the dynamics of a single moment with respect to a
locally distinguished direction is promising [55, 230].

This mechanism is universal: its conclusions are independ-
ent of the nature ofmagneticmoments. It requires aminimum
of variables and parameters, qualitatively explains nonspe-
cific effects, and offers a method of experimental verification
[225]. As shown in Section 1.3, the parameter gHt, among
other influence factors, controls the probability of sensor
reaction to the MF. The value of H in the inflection region
found in experiment is related to gt, which allows clarifying
the nature of the MF target (electron, proton, nucleus, or
orbital moment), because their gs, as well as ts, differ
considerably.

Importantly, some MF sensors are located on rotating
molecules [230]. Calculations show that the response to the
MF is shifted relative to a zero MF: gt�Hÿ L=g� � 1, where
L is the rotation speed. The effect changes underMF reversal,
which allows distinguishing this mechanism from the RPM.
The authors of experiments in [53, 229] interpret their results
based on single moment dynamics, casting doubt on the
explanation based on the RPM.

4.5.2 Mesoscopic quantum rotator. The action of the MF on
organisms is possible only as the action onmagnetic moments
of atoms and molecules. However, the moment does not
necessarily have to be a spin one. Rotation of charges leads to
the emergence of a magnetic moment interacting with the
externalMF.Amechanism of biological effects of a weakMF
was proposed based on the rotational motion of amolecule as
a whole between two `supports' in the form of covalent bonds
with the nearest molecular framework [51, p. 385]. Despite
thermal noise and a chaotic environment inside a living cell,
the molecular rotator, thanks to increased inertia and
immunity to support vibrations, has a relatively large
decoherence time, which allows it to be in quantum super-
position states and demonstrate quantum interference effects.
This is just the mesoscopic region where quantum behavior
clashes with classical. The gyromagnetic ratio of a molecular
rotator is several orders of magnitude smaller than the
electronic one due to the large mass of the gyroscope, but
the coherence relaxation time is larger than the electronic one
by the same several orders of magnitude [226]. Therefore, the
fundamental relation gHt � 1 governing the emergence of
magnetic effects could be satisfied here.

TheMF, influencing the phases of quantum states, affects
interference and thereby changes the probabilities of the
molecular group being in different angular positions. For
example, a change in the probability of angular positions of
amino acid residues during ribosomal translation or in the
process of protein chain folding could affect the rate or results
of protein synthesis. In active sites of DNA polymerases,
steric restrictions could be weakened and allow almost free
rotation of nitrogenous bases fastening DNA strands into a
double helix. Interestingly, small-scale interference of the
rotator is very sensitive to weak, but not to strong, magnetic
fields. In addition, unlike the spin±chemical RPM, the

quantum mesoscopic rotator demonstrates larger effects in a
wide range of realistic values of the decoherence rate [55].

On the whole, it seems promising to search for such small-
signal detection mechanisms that would be connected with
comparative and highly nonlinear processes. Small signal
variations in the background of a relatively large constant
component could then turn into significant changes. Perhaps,
the standard RPM and other models should be extended by
combining them with kinetic schemes allowing positive
feedback, as in `error catastrophe,' for example [231].
Another prospect is associated with investigating not the
average values studied in existing models of magnetic
response but probabilities and effects of relatively rare but
large fluctuations of quantum variables.

5. Conclusions

The available observational and theoretical information
convincingly shows that the action of magnetic fields, even
very small variations in the GMF, on organisms is a real state
of affairs that must be reckoned with in biological and
medical research and applications.

The spin±chemical RPM is regarded today as one of the
most probable molecular mechanisms underlying the
observed effects. In nonspecific RPM effects of a biological
response to a weak MF, the primary targets of the MF are
spin-correlated radical pairs with a typical thermal spin
relaxation time of less than 100 ns. In this review, experi-
mental and theoretical information available in the literature
on the relaxation rate is presented, and simple estimates of the
spin decoherence time t of an electronic organic radical in a
protein via hyperfine, Zeeman, spin±orbit, and exchange
interaction mechanisms are given. All these data testify to
the fact that the frequently used assumption of the radical
electron decoherence times in proteins exceeding 1 ms is not
substantiated. However, such an assumption is often used to
align theory with experimental data on the magnitude of
magnetic biological effects.

The magnitude of the RPM effects depends on the spin
relaxation rate, but an explicit functional dependence has not
been proposed until now. An analytic solution of the
Liouville±von Neumann equation for a system of two
electrons and a nucleus taking spin relaxation and chemical
kinetics into account has been presented. The analytic
solution is verified by numerical RK integration in a
logarithmically wide range of relevant parameter values. It is
shown that rates of chemical kinetics k and spin coherence
relaxation g are combined into the parameters k� g and k=g
that respectively determine the shape and magnitude of
magnetic effects. A simple approximating relation (33) has
been found, applicable in the region of the most relevant
parameter values of the RPM model. With a decrease in the
spin relaxation time, the magnetic RPM effect decreases
sharply as t 3. Therefore, primary chemical RPM effects,
occurring in the biochemical machinery of all organisms one
way or another, are very small, of the order of 10ÿ3±10ÿ4 or
less. Magnetic RPM effects can acquire a noticeable magni-
tude only if the fundamental relation gHt � 1, `built in to' the
RPM and consistent with the bulk of spin chemistry
experiments, is satisfied.

Different aspects of relation (33) have been discussed: the
influence of RF and hypomagnetic fields on magnetic
navigation, the role of quantum entanglement of the initial
state, etc. It is shown that the greatest influence on the
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magnetic effect magnitude in a protein should be associated
with conformational dynamics and thermal fluctuations of
exchange interaction, leading to suppression of the effect to
very small relative values.

Thus, at realistic spin decoherence rates, the calculated
effects are small and cannot explain the observations. Despite
increased theoretical understanding, the problem of magne-
tobiology still does not have a conceptual solution free from
physical and methodological contradictions.

The immediate task in this field is apparently the
measurement of the spin decoherence time of radicals in
proteins in vitro. Important information about the nature of
magnetic biological effects could be provided by measuring
the dependences of the magnetic response on the hypomag-
netic field on a logarithmic scale. The determination of the
type of proteins initiating the magnetic response will likely
happen within the next decade. The role of biopolymerization
processes distinguishing living systems, in which large
magnetic effects are observed, from in vitro systems, where
the observed effects are smallÐprocesses possibly responsi-
ble for the amplification of insignificant primary magnetic
signalsÐwill be clarified.

The accumulated evidence of theoretical studies of the
RPM and other models of magnetic response of organisms
allows hoping for a speedy solution to the problem of
magnetobiology. We have come closer to identifying the
primary molecular target of the MF, and this opens the way
to developing technologies for the directed action of weak
electromagnetic fields on protein production in organisms
and to the emergence of innovative medical methods.
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