
Abstract. We present a review on quantum memristors, which
define a new direction for neuromorphic applications. We dis-
cuss the general methodology and concept of constructing a
quantummemristor, as well as the possibility of its implementa-
tion on photonic platforms, superconducting systems, and ultra-
cold trapped ions. The latter platform is being actively
developed at the Lebedev Physical Institute for conducting
quantum computations and for building a high-performance
quantum computer; it has also proven its worth in creating
optical clocks.
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1. Introduction

The term `memristor' (resistor with memory) was coined in
the early 1970s by Chua [1], who hypothesized the existence of
a memristor as a fourth fundamental element of a passive
circuit, along with a resistor, capacitor, and inductor. Chua's
work remained largely unnoticed until 2008, when Strukov
and colleagues [2] reported an experimental implementation
of amemristor. Amemristor is a nonvolatile, bipolarmemory

device whose resistance depends on the charge that has passed
through it. After the voltage in the circuit is disconnected, the
memristor `remembers' the last resistance value and thus
retains the memory of previous states. We note that later
studies challenged Chua's conceptual direction, questioning
the status of the memristor as a fundamental fourth element
(see, e.g., [3, 4]), and the memristor implemented by Strukov
was radically different from what Chua had in mind.
However, historically, the name memristor has stuck for a
`resistor with memory.'

It was soon realized that memristors carry the potential
to revolutionize electronics by allowing information to be
stored without a power source [5] and also imitate the
behavior of neural synapses [6, 7]. The ability of a
memristor to combine data storage and computation in a
single element is ideal for hardware implementations of
bio-inspired neural networks. This opens up a wide range
of applications for memristors in physical neural networks
and neuromorphic architectures. In addition, the memory
formalism is applicable to a wide range of physical and
biological systems, which allows its application to extend
far beyond electronics.

In Strukov's work, the memristor was a thin layer of TiO2

placed between two electrodes. Under the effect of a high
voltage applied to the electrodes, the migration of oxygen
vacancies within TiO2 occurred, which reduced the resistance
of the system, because oxygen vacancies in titanium oxide are
donor impurities. The studied structure and the process of
migration of oxygen vacancies are schematically shown in
Fig. 1.
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Figure 1. Structure of a memristor [2].
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The current±voltage characteristic of the memristor is
determined by the equations

U�t� �
�
Ron

w�t�
D
� Roff

�
1ÿ w�t�

D

��
I�t� ; �1�

dw�t�
dt
� m

Ron

D
I�t� ; �2�

where U�t� and I�t� are the voltage and current in the
structure, Roff and Ron are the resistances of titanium oxide
in the nonconducting (without oxygen vacancies) and
conducting (with oxygen vacancies) states, D is the film
thickness, w�t� is the thickness of the titanium oxide region
with oxygen vacancies at a time t, and m is the oxygen ion
mobility. Under the condition Ron 5Roff, it follows from
Eqns (1) and (2) that the memristor resistance is

R�q� � Roff

�
1ÿ mRon

D 2
q�t�

�
; �3�

where q�t� is the charge flowing through the structure. In
formula (3), the dependence of the resistance on the charge
flowing through it is the main feature that distinguishes a
memristor and gives rise to a hysteresis curve that passes
through the origin on its current±voltage characteristic
(Fig. 2).

At present, a large number of memristors are being
created based on various inorganic (TiO2, ZnO, HfO2,
WO3, SiO2, and many others) [8±13] and organic [14±19]
materials. Along with memristors, memcapacitors and
meminductors have also attracted interest [20, 21]. Each of
them, like the memristor, is characterized by a certain
dependence of its characteristic (capacitance or inductance)
on the initial state and the effects applied to the system
starting with the initial time instant. Memristive devices
(memelements) have a wide range of applications in physical
neural networks and neuromorphic architectures [22±29].

Moreover, the formalism of memory devices is applicable to
a wide range of physical and biological systems and allows
extending these concepts far beyond the field of electronics
[30].

In its most general formulation, a memelement is defined
by some input parameter x and an output parameter y (for
example, in the case of a current-controlled memristor, these
are the current and voltage) and the so-called state parameter
s�t�, which changes in time in accordance with a certain law
[31]. These parameters are related as

y � f �s; x; t�x ; �4�
ds

dt
� g�s; x; t� ; �5�

where f > 0 and g are functions that determine the dynamics
of the system. The state parameter s�t� carries information
about the physical state of the system [32] and tracks the past
configuration of the memristor using the update function g
[33]. Evidently, formulas (1) and (2) are a special case of
formulas (4) and (5).

Almost all memristive devices created and studied to date
have classical input and output signals (x and y). A natural
question arises as to whether a memristive device is possible
that would demonstrate a hysteresis curve in the input±output
characteristic and at the same time exhibit a truly quantum
behavior, which would then allow processing quantum
information. In accordance with the current trend, such a
device is called a quantum memristor (although it should
better be called a quantum memelement); its concept was
outlined by Pfeiffer et al. in [34]. A quantum memristor is a
device that exhibits quantum coherence together with
`memristive behavior' in the classical limit. Thus, a quantum
memristor combines the advantages of quantum computing
with the ability to store information, which distinguishes it
favorably from both quantum information storage devices
[35] and quantum computing devices [36]. Quantum advan-
tages include much faster computation due to quantum
parallelism and genuine quantumproperties such as entangle-
ment, while the memory behavior is a nonlinear feature that
goes beyond a purely unitary evolution (which is necessarily
linear) and allows implementing quantum neuromorphic
computations. Due to the inherent linearity of quantum
mechanics, it is challenging to describe a dissipative non-
linear memory element such as a memristor in the quantum
domain, because nonlinearities typically lead to the violation
of fundamental quantum principles. Indeed, the `memristive
nature' requires non-Markovian behavior that cannot be
realized by simply performing unitary operations on a closed
quantum system. Thus, a quantum memristor requires an
open quantum system coupled to a dissipative environment,
with the coupling between the system and the environment
established via a weak measurement scheme and classical
feedback. The coupling to the environment must be strong
enough to ensure `memristive behavior,' but weak enough to
preserve the required level of quantum coherence.

At present, the development of quantum memristors and
their use in neuromorphic computing is still in the early
stages. There are several well-developed proposals for the
implementation of a quantum memristor in superconducting
circuits using memory effects that naturally occur in Joseph-
son junctions. Also, a rather effective approach to creating a
quantum memristor currently appears to be provided by
quantum photonic platforms and trapped ultracold ions.
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Figure 2. Experimentally observed current±voltage characteristic of the

PtÿTiO2ÿxÿPt structure [2].
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The concept of a quantum memristor based on trapped
ultracold ions was first proposed by researchers from the
Lebedev Physical Institute as a natural continuation of the
many years of research in the field of ion frequency standards
and quantum computing based on this platform [37±39]. In
this review, we provide basic information on the implementa-
tion of quantum memristors on these platforms.

2. Quantum memristors on photonic platforms

The key element of a quantum memristor based on
quantum photonics is a beam splitter whose reflectivity
can be adjusted depending on the measurement results in
one of the outgoing beams [32]. This feedback mechanism
provides memory and nonlinear behavior, while photonic
degrees of freedom implement quantum coherence. A
similar implementation of a quantum memristor can be
achieved using frequency-entangled optical fields and a
frequency mixer that, similarly to a beam splitter, creates
superpositions of states [40].

In [32], a quantum memristor is presented, the funda-
mental components of whichÐa tunable dissipative element,
a detector, and a classical responseÐare assembled on a
quantum photonics platform. The experimental implementa-
tion of the dissipative element is a Mach±Zehnder inter-
ferometer with two semitransparent mirrors, a wave plate
that introduces a phase shift y between the channels, and two
compensating wave plates (Fig. 3). This design is equivalent
to a beam splitter with an arbitrary reflectivity. The beam
splitter plays the role of a tunable device for communicating
with the environment.

Following [32], we consider the formation of the beam
splitter output signal using coherent states as an example. We
assume an initial coherent state jai in beam a1 and a vacuum
state in beam a2; then, the final states in respective beams b1
and b2 are ja cos �y=2�ib1 and ja sin �y=2�ib2 . We choose the
mean value of the amplitude of the input beam a1 as an

independent variable:

hxinia1 � Re �a� :

The memristor is a dissipative element, and therefore the
number of photons in beam b1 changes, which allows this
quantity to be regarded as a dependent variable. We choose
the output signal to be

hnoutib2 � jaj2 sin2
y
2
:

The output state can be controlled by changing the reflectivity
of the beam splitter using the phase y.

On the other hand,

hnoutib1 � jaj2 cos2
y
2
:

This allows writing the relation between the input and output
signals as

hnoutib1 � f
ÿ
y; hxinia1

� hxinia1 : �6�

We have

_y � g
ÿ
y; hxinia1

�
: �7�

Equations (6) and (7) define the memristive behavior of the
system. In the case where

hxinia1 � hxmax
in ia1 cos �ot� ;

with hxmax
in ia1 � a, the function

f
ÿ
y; hxinia1

� � hxinia1 cos2 y
2

can be interpreted as the transmitted intensity per unit of
initial displacement. The function g�y; hxinia1� that defines the
beam splitter reflectivity can be chosen arbitrarily. In [32], _y
was chosen to be directly proportional to hxinia1 . The
dependences of hnoutib1 on hxinia1 are shown in Fig. 4. As
was expected, we can see a closed hysteresis loop, which
indicates that this system behaves like a memristor with
respect to these variables.

This dynamics is closely related to refractive optical
bistability, where an optical mechanism is used to change
the refractive index in inverse proportion to the light source
intensity. Optical bistability is the property of optical devices
to exhibit two resonant states, either stable or dependent on
the input state. In other words, for a given input signal
intensity, two different output signal intensities are possible,
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Figure 3. Two semi-transparent mirrors and three wave plates in Mach±

Zehnder scheme form an effective beam splitter with an arbitrary

reflectivity. Because the phase shift of the wave plate can be directly

controlled, the device is suitable for building a quantum memristor on a

quantum photonics platform [32].
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Figure 4. Hysteresis loops for coherent states in variables hnoutib1 and

hxinia1 . Dependences are shown for three different frequencies of the

periodic signal [32].
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andwe need to know the previous states to determine which is
the correct, non-Markovian one. This property is attended by
a hysteresis loop in the output intensity plotted versus the
periodic input intensity.

The system under consideration also exhibits memristive
behavior if one input channel of the beam splitter remains in
the vacuum state and the other channel is in a squeezed light
state z � r exp �ij�. Then [32],

hnoutib1 � sinh2 r cos2
y
2
; hnoutib2 � sinh2 r sin2

y
2
:

We can choose the independent variable as the variance

hx 2
inia1 �

1

2

ÿ
1� sinh2 rÿ sinh �2r� cosj� ;

which characterizes the squeezed state. For the vacuum state,

hx 2
vacia1 �

1

2
:

In this case (assuming that y depends on sin �ot� linearly),
hysteresis is observed in the dependence of hnoutib1 on
hx 2

vacia1 ÿ hx 2
inia1 . In Fig. 5, these dependences are shown for

different values of o.
Of great interest for encoding quantum information are

Fock states. We consider a qubit state encoded in the
superposition

jCi � exp �ia� cosj j0i � sinj j1i :

We feed this state to channel 1, and assume channel 2 to be in
the vacuum state. The action of the beam splitter on these
states is described by the operator [41]

B�y;j�j00i � j00i ;

B�y;j�j10i � cos
y
2
j10i ÿ exp �ij� sin y

2
j01i :

Therefore, the effect of the beam splitter on the superposition
is

B�y;j�jC0i � exp �ia� cosj j00i

� sinj
�
cos

y
2
j10i ÿ exp �ij� sin y

2
j01i

�
:

We note that the mean value in the jCi state is

hxinia1 �
1���
2
p sin �2j� ;

and the intensity of light coming out of channel 1 is given by

hnoutib1 � sin2 j sin2
y
2
:

By choosing _y in (7) to be proportional to sin �2ot�, we obtain
hysteresis in the dependence of hnoutib1 on hxinia1 (Fig. 6).
Here, in contrast to the previous cases, the hysteresis loop
does not pass through the origin, which means that the
memristor is not passive. This is reflected in the hysteresis
area tending to a constant A � p=�4 ���

2
p � � po0=�8

���
2
p

o� at
high frequencies. Such stability can be useful for quantum
information processing.

Fock states and a beam splitter were also used to create a
quantum memristor in [42]. The setup is shown in Fig. 7. The
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Figure 5. Hysteresis loops for squeezed states of light in variables hnoutib1
and hx 2

vacia1 ÿ hx 2
inia1 . Dependences are shown for three different frequen-

cies of the periodic signal [32].
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Figure 6. Hysteresis loops for Fock states in variables hnoutib1 and hxinia1 .
Dependences are shown for three different frequencies of the periodic

signal [32].
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Figure 7. Tunable beam splitter with active feedback. Channel A is used as

the input port, and channels C and D as output ports. Reflectivity R�t� is
updated based on measurements in channel D [42].
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reflectivity R�t� in the beam splitter is tuned and dynamically
controlled by active feedback based on the detection of single
photons in the output channel D.

The input state (in channel A) is the quantum super-
position

jCini � a�t� j0iA � b�t� j1iA ;

where ja�t�j2 � jb�t�j2 � 1, and j0iA and j1iA are the vacuum
and one-photon states in channel A. Thus, channel A can
either contain one photon with the probability jb�t�j2 or
contain no photons with the probability ja�t�j2. If a photon
is detected by detector D after reflection, then the output of
channel C is simply the vacuum state j0i. But if detector D
does not register a photon, then the output state in channel C
is ��Cout;C�t�

� � a�t�����
N
p j0iC �

b�t�����
N
p

�����������������
1ÿ R�t�

p
j1iC ;

where N is the normalization constant. This state is still a
quantum superposition. To prove this, the authors of [42]
define the state after reflection in channels D and C by the
wave function��Cout;CD�t�

� � a�t�j0iC j0iD � b�t�
�����������������
1ÿ R�t�

p
j1iC j0iD

� ib�t�
���������
R�t�

p
j0iC j1iD :

The density operator corresponding to this state is

rout;CD �
��Cout;CD�t�

�

Cout;CD�t�

��
� jaj2j00ih00j � ab �

������������
1ÿ R
p

j00ih10j ÿ iab �
����
R
p
j00ih01j

� a �b
������������
1ÿ R
p

j10ih00j � jbj2�1ÿ R�j10ih10j
ÿ ijbj2

�������������������
R�1ÿ R�

p
j10ih01j � ia �b

����
R
p
j01ih00j

� ijbj2
�������������������
R�1ÿ R�

p
j01ih10j � jbj2Rj01ih01j :

The density matrix of the state in channel C is calculated
by taking a partial trace over the D states:

rout;C � Tr �D�rout;CD � jaj2j0ih0j � ab �
������������
1ÿ R
p

j0ih1j
� a �b

������������
1ÿ R
p

j1ih0j � jbj2Rj0ih0j � jbj2�1ÿ R�j1ih1j :

Explicitly,

rout;C �
jaj2 � jbj2R; a �b

������������
1ÿ R
p

ab �
������������
1ÿ R
p

; jbj2�1ÿ R�

 !
:

The trace is

Tr r2out;C � 1ÿ 2jbj4R�1ÿ R� :

That this is not an entirely mixed state (except in the case
jbj4 � 1, R � 0:5) means that the device can maintain some
degree of quantum coherence and therefore satisfies the
requirements for a quantum memristor.

The hysteresis dependence in the case under consideration
is obtained if the input signal is chosen as hnin�t�i � jb�t�j2.
The output state is then given by


nout�t�
� � ÿ1ÿ R�t��
nin�t�� :

The role of the state parameter, the variable s in (5), is played
by the reflection coefficient R�t�. Its dependence on time can
be specified arbitrarily, to some extent; in [42], this depen-
dence was chosen as

R�t� � 
nin�t��ÿ 0:5 :

Hence,

R�t� ÿ R�tÿ T � � 1

T

� t

tÿT

ÿ

nin�t�

�ÿ 0:5� dt ; �8�

where T is the period over which integration is done at each
step of the variation of R�t�. The flux of single photons
entering channel A changes in time in accordance with the law


nin�t�
� � ��b�t���2 � sin2

pt
Tosc

with the characteristic oscillation period Tosc. The dynamics
of the device operation is determined by the ratio T=Tosc.

The authors of [42] not only described the operation of the
system theoretically but also implemented it experimentally.
The experimental setup is shown in Fig. 8. A collinear source
emits pairs of identical photons at a wavelength of 1550 nm.
The source is implemented on a 30-mm PPKTP crystal. The
crystal is pumped by a continuous-gain diode laser (Toptica
TA Pro 780, USA) with a pump power of about 80 mW. The
crystal is inserted into a Sagnac interferometer, which
generates photons. One of the photons (idler) is sent directly
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Figure 8. Experimental setup of photonic quantum memristor. When pumped by a continuous wave laser, a spontaneous parametric downconversion

source with a periodically polarizedKTP (PPKTP) crystal generates orthogonally polarized photon pairs with a wavelength of 1550 nm. Photon pairs are

separated by a polarizing beam splitter (PBS), such that measurement of one photon signals the presence of the other, which is injected into the photonic

quantum memristor. A state preparation stage consisting of a Mach±Zehnder interferometer with two tunable phase switches (PS) allows creating input

state for the quantummemristor. In the final part of the device, photon undergoes a tomography stage, which is used to determine characteristics. A logic

block analyzes coincidences among idler photon, output photons, and feedback photons, triggering emission of a rectangular pulse whenever a

coincidence is detected.RC filters are used tomeasure photon count for both output and feedback signals [42]. m is amirror, dm is a beam splitter, QWP is

a quarter-wave plate, and HWP is a half-wave plate.
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to the detectors, and the other (signal) is transmitted to a
built-in photonic processor via a single-mode fiber, which
is glued directly to its surface. In the photonic processor,
the photon goes through a state preparation stage and
then enters the quantum memristor. At the output, the
processor is connected to single-mode fibers connected to
detectors. Superconducting nanowire single-photon detec-
tors (Photonspot Inc., USA) have an average detection
efficiency above 95%. A total of three detectors are used:
one for the idler photon, one for the feedback signal, and one
for the output signal. After the detectors, a logical block
analyzes the signals. Each coincidence of the idler and
feedback signals triggers the generation of a rectangular
voltage pulse in the feedback channel. Similarly, each
coincidence of the idler and the output signals triggers a
voltage pulse in the output channel. With a pump power of
about 80 mW in the source, the maximum coincidence rate in
each channel is approximately 3� 104 samples per second.
Both channels are then low-pass filtered with RC filters
(RC � 100 ms). This gives rise to averaging of the pulse
trains and produces a continuous voltage signal proportional
to the pulse frequency, which is in turn proportional to the
number of photons. Thus, the measurement of the output
voltage of the RC filters is a measurement of the expected
photon number value. At this instant, the output signal is sent
to the oscilloscope for final data recording, while the feedback
signal is sent to a microcontroller, which calculates hnini and
uses it to update the value of R�t�.

The experimental and theoretical dependences in terms of
the variables hnouti and hnini are shown in Fig. 9.

We note that the setup presented above (see Fig. 7) allows
encoding information in the so-called dual-rail regime, when
encoding occurs along spatial modes. For example, the j0i
state can correspond to a photon in channel A, and the j1i
state, to a photon in channel B.

In the studies discussed above, a quantum memristor was
constructed from a beam splitter with tunable reflectivity,
which could be modified depending on the measurement
results in one of the channels. The authors of [40] showed
that a similar implementation is possible using frequency-
entangled optical fields and a frequency mixer, which,
working similarly to a beam splitter, creates superpositions
of states. They considered a memristor based on a frequency
beam splitter, which is a Hadamard element acting on the
frequency degrees of freedomof the input data. To coordinate
operations between frequency ranges, they used an electro-
optical phase modulator (EOM) and a pulse shaper with a
Fourier transform. By cascading EOMs and pulse shapers
in an alternating sequence, any frequency-bin unitary can
in principle be realized with favorable resource scaling.
Figure 10 shows a possible experimental setup for a
frequency-bin memristor. The input spectral modes a0 and
a1 are combined into a single fiber, where they are temporally
phase modulated with an amplitude y and cyclic frequency
Dn. In the pulse shaper, a phase shift j is applied to the modes
n5 1 (including those outside the two-dimensional space). A
second EOM, driven at the same amplitude as the first, but
exactly out of phase, concludes the frequency beam splitter.
The output signal b1 is then extracted and measured, and
the results are used to update the phase shift j of the pulse
shaper.

In the output signal detection and feedback circuit
implemented here, the phase j changes depending on the
measurement result at the output of the beam splitter coupled
to the environment. The other output operates as a response
signal of the memristor. The number of photons is measured
at the output coupled to the environment, after which the
phase j is changed depending on the average value of the
obtained data. In each individual experiment, occurring at a
time tk with a fixed phasej�tk�, the average number of output
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photons is obtained and is then used to change the value of j
from j�tk� to j�tk�1�.

The photonic platform was further developed in [43],
where polaritonsÐbound states of photons and pho-
nonsÐwere used to obtain the memristive effect. In such
devices, the time evolution of the system depends on the ratio
of the internal relaxation time of the system to the time of
change of its parameters; at some values of this ratio,
bistability occurs. The behavior of a polariton-based quan-
tum memristor is controlled by the time dependence of the
atomic modulation, providing a hysteresis response of the
number of quasiparticles. This mechanism is based on
interresonator exchange of polaritons and atomic modula-
tion. The memory effects depend on the initialization of the
system (plasticity) and the time scale of the effect.

3. Quantum memristors based on trapped ions

The use of ultracold trapped ions for the implementation of a
quantum memristor appears to be very promising due to the
presence of a sufficiently large number of ionic levels with
different lifetimes and transitions with different `oscillator
strengths,' as well as the possibility of using bound states of
ions. The concept of a quantummemristor based on ultracold
ions was first proposed and developed in the work of
researches from the Lebedev Physical Institute [44, 45].

In the case of an ultracold ion captured in a trap, three
levels can be selected: the ground state jgi, an excited long-
lived state jei, and an excited short-lived state jai. Using
various techniques (laser or microwave resonant excitation,
or Raman excitation), Rabi oscillations between the jgi and
jei levels can be initiated, which means that, under the action
of such a perturbation, periodic transitions from the jgi to the
jei level and back occur. The wave function is then given by
the superposition

jCini � ajgi � bjei ;

where jaj2 � jbj2 � 1. The probability of excitation of the jei
level changes with time t and is given by

jbj2 � sin2
�
Ot
2

�
;

where O is the Rabi frequency for the jgi $ jei transitions.
Also, by resonantly affecting the ion with another

electromagnetic field, a transition from the jei level to a
certain jai level can be initiated, such that the transition
from jgi to jai does not occur. The transition probability can
be controlled by choosing the duration t of the laser pulse
and/or its amplitude. By selecting the values of these
parameters, the jei ! jai transition probability

jgj2 � sin2
�~Ot

2

�
(where ~O is the Rabi frequency for the jei $ jai transitions)
can be varied in the range from 0 to 1. The wave function of
the ion after initiating the jei ! jai transition is

jCouti � ajgi � b
���������������
1ÿ jgj2

q
jei � bgjai :

The excitation of the jai level is recorded using lumines-
cence.

To obtain a hysteresis dependence, we choose the input
signal x to be the probability of the ion being in the state jei
before the laser pulse that initiates the jei ! jai transition:

x � ��hejCini
��2 � jbj2 :

The output signal y is the probability of the ion being in the jei
state after the laser pulse that initiates the jei ! jai transition:

y � ��hejCouti
��2 � jbj2ÿ1ÿ jgj2� :

The dependence of the output signal on the input signal is
then given by

y � ÿ1ÿ jgj2�x : �9�

As we have already noted, jgj2 can be changed with time,
and therefore this probability plays the role of the state
parameter s: s � jgj2. The law by which the state parameter
changes over time can be chosen quite arbitrarily, for
example, in the form

_s � 1

T
�xÿ c� ; �10�

where c is a constant. Equations (9) and (10) are analogous to
Eqns (4) and (5) and hence define the memristive behavior of
the system with respect to the variables x and y. Integrating
(10) over a certain period T, we have

s�T � � s�0� � 1

T

� T

0

�xÿ c� dt : �11�

The procedure for the implementation of a quantum
memristor is as follows. At the initial time instant, a certain
probability s�0� is fixed and the parameters of the laser
radiation initiating the transition jei ! jai are set so as to
ensure this probability. A period T is selected during which
the transitions jei ! jai are excited and the population of the
jai level is recorded. The probability of finding the ion in the
state jai is then given by hai� jhajCoutij2� s�0�x. Hence, by
determining the value of hai experimentally, we can calculate
the value of the input signal x on the first period T. Letting x1
denote this value, we can use formula (9) to obtain the
corresponding output signal y1, and by substituting x1 in
formula (11), we find the new value of the state parameter
s�T �. For this value of s�T �, x2 and y2 are calculated in the
same way as x1 and y1 were calculated, and then s�2T � is
found. The procedure is then iterated.

In [44], to study the influence of some laser pulse
parameters on the memristive characteristics of the proposed
object, the population dynamics of the levels of a three-level
system under the influence of a sequence of resonant laser
pulses was simulated. For this, a system of equations for the
population amplitudes a of the selected levels of an atom
interacting with two resonant laser fields was used,

_ajgi � iO � exp
�
ÿ
�
tÿ t01
t1

�2�
ajei ;

_ajei � iO exp

�
ÿ
�
tÿ t01
t1

�2�
ajgi � i~O exp

�
ÿ
�
tÿ t02
t2

�2�
ajai ;

_ajai � i~O � exp
�
ÿ
�
tÿ t02
t2

�2�
ajei ;
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where t02 ÿ t01 is the time delay between pulses and t1; 2 are the
durations of laser pulses. The calculations were performed for
the values of Rabi frequencies, durations, and time delays
expressed in relative dimensionless units.

Figure 11 shows the dynamics of the population ampli-
tudes of the levels calculated for the parameters O � 0:0755,
~O � 0:09, t1 � 50, t2 � 0:5, and t02 ÿ t01 � 20. It is evident
that, under the action of the first pulse, Rabi oscillations are
observed for the populations of the jgi and jei levels. Under
the action of the pulse of the second resonant field, the jai
level is excited. For these field parameter values, y and x were
calculated and a hysteresis dependence was thus obtained
(Fig. 12).

Another possibility of creating the above-described three-
level scheme in the 171Yb� ion was analyzed in [45]. It was
noted that, first and foremost, the experimental implementa-
tion of a quantummemristor on ions requires deep cooling of
the ion in a Paul trap. To manipulate a single ion, one can use
three-dimensional traps, which are somewhat simpler to
manufacture than linear ones and which ensure good optical
access to the ion capture region. Ion cooling can be achieved
by standard methods, for example, by Doppler or sympa-
thetic laser cooling. The excitation of the jai state can be
registered by the well-known method of quantum jumps
(electron shelving). To ensure signal accumulation and
reliable registration of the jai state population, the jai state
lifetime should be much shorter than that of the jei state.
Usually, when implementing the quantum jump method with
a wide dipole transition whose line width is tens of MHz, the
registration time is about several milliseconds. Therefore, the
lifetime of the jei level should be much longer.

When implementing a quantum memristor on a trapped
ultracold 171Yb� ion, there are several options for the set of
levels jgi, jei, and jai to be chosen. In the first option, the
hyperfine sublevels 2S1=2 (F � 0) and 2S1=2 (F � 1) of the
ground state can serve as respective jgi and jei levels. The
energy difference between these states is 12:6 GHz in a zero
applied magnetic field. The only decay mode of the state 2S1=2
(F � 1) is a magnetodipole transition to 2S1=2 (F � 0). The jai
state can be the shorter-lived state 2D3=2 (F � 2), which
decays into 2S1=2 in about 50 ms. In Fig. 13, such a set of
levels and the corresponding transitions are shown in blue.

In the second option for defining the levels, the hyperfine
sublevels of the 2F7=2 level can be chosen as jgi and jei. The
energy difference between them is 3.6 GHz. The jgi level can
be initially populated, for example, by a p-pulse from the
ground state. To connect jgi and jei via a magnetic dipole
transition, radio frequency pulses at 3.6GHz can be used. The
only decay channel of the state 2F7=2 (F � 3) is the octupole
transition to the ground state 2S1=2 (F � 0). The 2S1=2 ground
state can in turn be chosen as the jai state. Its population can
be easily detected using the quantum jump method. A special
feature of the proposed scheme is that the jai level (the ground
state of the ion) has a lower energy than jgi does. At the same
time, the long lifetime of the jgi level (which significantly
exceeds the experiment time) allows one to hope for the
successful implementation of this method for defining the
levels of a quantummemristor. In Fig. 13, the set of levels and
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Figure 11. Dynamics of population of jgi, jei, and jai levels calculated

for parameter values O � 0:0755, ~O � 0:09, t1 � 50, t2 � 0:5, and
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(F � 4) (jei) and between levels 2F7=2 (F � 3) and 2S1=2 (F � 0) (jai)
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ion (levels and transitions are shown in red) [45].

862 P A Forsh, S Yu Stremoukhov, A S Frolova, K Yu Khabarova, N N Kolachevsky Physics ±Uspekhi 67 (9)



transitions corresponding to the second option for defining
the quantum memristor are shown in red.

Importantly, the presence of two patterns of levels in one
ion, with significantly different excitation resonant frequen-
cies, allows proposing a scheme of coupled quantum
memristors on a single ion, where the successive action of
resonant fields can be used to send the state from memristor
to memristor. In addition, the two proposed patterns involve
one common level 2S1=2 (F � 0), which allows such systems to
be trained. Two layers of memristors can thus be implemen-
ted on a single ion.

It is also noted in [44] that the use of the coupling between
ions due to their Coulomb interaction can lead to the creation
of coupled quantum memristors on different ions. Obtaining
entangled states between ions can allow the use of quantum
gates to optimize the operation of a chain of quantum
memristors.

4. Quantum memristors
on superconducting circuits

Superconducting circuits naturally include memristor ele-
ments in Josephson junctions, which were used in the design
of a classical superconducting memristor proposed relatively
recently [41]. This asymmetrically conducting superconduct-
ing quantum interference device (CA-SQUID) could provide
hysteretic behavior, but did not include quantum features. In
[33], a design of a superconducting quantum memristor was
proposed using quasiparticle tunneling for memristive quan-
tum information processing.

The proposed device has the design of a radio frequency
SQUID (rf SQUID), shown in Fig. 14. It is a superconducting
circuit with an inductance L that contains a built-in small
circuit with negligible inductance (DC SQUID), playing the
role of a Josephson junction with an externally controlled flux
through it. The DC SQUID junctions are made of different
materials, and they therefore share the same critical current,
but have different conductivities. Hence, the effective critical
current in the DC SQUID can be completely suppressed by
changing the magnetic flux byF0=2, whereF0 is the magnetic
flux quantum. Also, passing amagnetic fluxFd through the rf
SQUID leads to the phase shift

jd �
2pFd

F0
:

The Hamiltonian of the system is given by

Hs � Ecn
2 � EL

2
�jÿ jd�2 ;

where n and j are the Cooper pair number operator and the
phase difference (phase shift) operator, Ec is the capacitive
energy, and EL is the inductive energy. The dynamics of the
system is confined between the two lower levels of the
Hamiltonian Hs. The authors apply an ensemble interpreta-
tion of the input and output data of the system, while the
mean superconducting phase difference stores information
about the past dynamics. Projective nondestructive measure-
ments described in [46] are also used. As a result, the authors
show that hysteresis is observed in this device if the mean
voltage on the tunneling element is taken as the input
parameter and the quasiparticle current is taken as the
output parameter.

In [34], a quantum memristor-driven LC circuit was
discussed as a quantum memristor paradigm, and the
compatibility between memory effects and quantum proper-
ties such as coherent superpositions was considered. Con-
tinuous measurements were used to preserve coherence [47,
48]. The authors demonstrate a protocol for correctly
constructing the evolution equation for superconducting
circuits connected to quantum memristors. The model
proposed in that paper is conceptual and is not limited to
electrical circuits; it can also be studied on other quantum
platforms. The paper demonstrates the non-Markovian
nature of the dynamics of quantum memristors. The memory
effects measured as the hysteresis loop area are shown to be
maximized in the classical limit.

Importantly, the superconducting and ionic platforms
show remarkable potential for computing the features of
open system physics [49].

5. Quantum memristors
versus classical memristors

There is currently no clear answer to the question of whether
quantum memristors can provide any advantages over
classical memristors in neuromorphic computing. Intui-
tively, it seems that quantum memristors can have greater
potential due to quantum superposition and the possibility of
using quantum algorithms. However, this problem still needs
to be studied in greater detail. We only note a numerical
assessment of the efficiency of a quantum reservoir [50, 51]
based on quantum memristors given in [42] (Fig. 15).
Quantum states of three photons, which can occupy nine
different optical modes, are fed to the reservoir input. Next, a
matrix of beam splitters with randomly assigned reflectivities
is set in place, which mixes information between all modes;
after that, the information is sent to the inputs of the
memristors. After the memristors, the information is mixed
again by a beam splitter array and fed to a photonic detector
array, which feeds a small linear readout network with
1,600 adjustable parameters. This quantum reservoir was
trained to recognize images from a subset of the MNIST41
handwritten digit database representing the digits 0, 3, and 8;
only the readout network was trained. Each image was
coarse-grained to 18� 12 pixels. The input consisted of one
column of pixels at a time, encoded by a simple amplitude
scheme. At each step, the quantum memristors were adjusted
in accordance with a discrete-time version of Eqn (8). After

Fd

F0=2

Figure 14. Schematic representation of a superconducting quantum

memristor (green and red stripes show transitions with different conduc-

tivities) [33].
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training on 1000 different images for 15 cycles, a classification
accuracy of 95% was achieved on a test set of 1000 images,
not used previously and uniformly distributed over the
selected digits.

To have an idea of the quantum advantage of quantum
memristors, we performed the same image recognition using
only classical information at the input. This was achieved by
encoding the input information with classical coherent light
instead of single photons, with all other conditions kept the
same. As a result, the accuracy of recognizing three digits
dropped to about 71%, indicating superior performance in
the quantum case. When the quantum memristors were
turned off, the accuracy dropped to the level of random
guessing. Moreover, in [52, 53], where classical memristors
were used for similar reservoirs, accuracies of 91±92% were
achieved using 88 memristors or 500,000 adjustable para-
meters and much larger training sets (14,000 and 60,000).

Of course, these facts do not prove the quantum super-
iority of the quantum memristor, but they are indicative
of a significant potential for its use in neuromorphic
computing.

6. Conclusions

According to the data presented, a quantum memristor must
include the following components: a tunable dissipative
element, weak measurements, and classical feedback. These

components can be implemented on different platforms. At
present, research into the creation of quantum memristors is
only starting. Basically, conceptual ideas are currently
available, most of which have not yet found practical
implementation. But even a theoretical analysis does not
incorporate all possible platforms. In particular, the creation
of a quantum memristor on neutral atoms, semiconductors,
and other systems is of interest. In addition, the issues of
creating coupled quantum memristors using entangled states
and quantum algorithms are yet to be studied. Even more
difficulties are encountered in the practical construction of
quantum memristors, because their necessary components
are extremely complex from the standpoint of experimental
implementation. We also note that the classical memristor is
close in its properties to a synapse, which provides contact
between neurons in the brain. At the same time, many
scientists, in particular, Penrose [54, 55], who is a Nobel
laureate, tend to believe that the work of the brain is
determined by the laws of quantum physics. If this is so,
then the quantum memristor and computing systems based
on it can provide an accurate simulation of the operation of
the brain. Moreover, the design and fabrication of quantum
memristors, regarded as the main elements in biosimilar
learning schemes, entirely belong to nature-based technolo-
gies. Research on quantum memristors is an emerging field
with great prospects and a number of unresolved issues,
which guarantees its rapid development.
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