
Abstract. The latest achievements are presented in experimen-
tal and theoretical studies of resonance scattering of low-energy
(0±15-eV) electrons from molecular targets in a gas phase
resulting in the formation and decay of negative ions. The focus
is on dissociative electron attachment spectroscopy for studying
the microsecond dynamics of molecules containing an excess
electron. Some studies of fundamental processes in isolated
negative ions containing up to several electronvolts of excess
energy are briefly described, and the possibility of using the

results in interdisciplinary fields is discussed. A goal of the
paper is to attract attention to the above-mentioned studies,
which are rapidly developing abroad but only scarcely pre-
sented in the domestic literature.

Keywords: resonance electron scattering, shape resonance,
vibrational Feshbach resonance, long-lived molecular ne-
gative ions, dissociative attachment, electron autodetach-
ment, electron-induced processes, spectroscopy, mass-
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1. Introduction

1.1 Brief information on dissociative electron attachment
The ability of many atoms and molecules to attach an
additional electron, known since the early 20th century [1, 2],
can lead under certain conditions to the formation of bound
statesÐnegative ions (NIs) with lifetimes from femtoseconds
to milliseconds. This process occurs during the transfer of an
electron from a neutral particle or other NI [3, 4] or due to the
attachment (the term `adhesion' [5] is also used in the Russian
literature) of free electrons. The latter process can be
considered to be low-energy electron scattering from mole-
cules [6] at energies significantly lower than the ionization
potential of target molecules and the direct formation energy
of ion pairs. If the incident electron energy is sufficient for
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occupying one of the vacant orbitals of a target molecule, we
are dealing with resonance scattering and the formation of
short-lived NI states which can decay by dissociating into
fragments (dissociative electron attachment (DEA)) or by
spontaneous ejection (autodetachment) of the attached
electron [7, 8]. In this case, the scattering cross section
drastically increases, and narrow maxima corresponding to
the formation of bound states are observed on a gradually
decreasing background of the potential scattering cross
section depending on the electron energy. The development
of experimental methods and the history of resonance
attachment studies began from the second half of the
20th century [9±11] simultaneously with the development of
basic theoretical concepts in this field [6, 12, 13].

1.2 Essential literature
Our review does not claim to be a full consideration of the
problem under study, and therefore we only briefly mention
in this section fundamental work which can be useful for our
readers. After the publication of fundamental studies by
Schulz [10, 11] containing basic information on resonance
electron capture by atoms and diatomic molecules, numerous
monographs and reviews have been published in this field.
Note among them the books by Christophorou [14] and
Illenberger [15] describing all the numerous experimental
and theoretical methods used in these studies. The authors
of book [16] explain how the methods developed in this field
can be used to solve problems appearing in various, some-
times unexpected, fields, such as plasma physics, micro- and
nanoelectronics, nanolithography, DNA investigations, and
atmospheric and interstellar medium physics. Theoretical
investigations are considered in work on the fundamentals
of physics of electron-molecule collisions [17] and applica-
tions of ab initiomethods [18]. The main results and stages of
the development of negative ion mass spectrometry of
resonance electron attachment (NIMS REA) in Ufa are
described in Khvostenko's work [19, 20].

The unique experimental equipment in electron impact
spectroscopy is described in Allan's review [21]. Note that a
trochoidal monochromator [22, 23] is the most convenient
instrument for reducing the energy spread of initial electrons.
Review [24] describes theoretical approaches to studying
electron attachment (the projection operator method, Fad-
deev equations, the R-matrix theory) and some experimental
methods under conditions of pair collisions (collisional
ionization of Rydberg atoms, photoionization of inert
gases, the crossed beam method) and multiple collisions (the
swarm method, the Langmuir probe, pulsed radiolysis).
Threshold phenomena in the electron scattering cross
section studied with ultrahigh resolution (microelectron-
volts) are described in [25, 26]. Fabrikant [27] considered
methods of the R-matrix theory explaining many experi-
mental observations: from the behavior of cross sections at
low temperatures and threshold effects to the temperature
dependence of the electron attachment rate. The structure
and dynamics of atomic NIs are presented in review [28].
Note also recent studies [29±31].

1.3 Topical applications of results
The elementary process of electron capturing by an isolated
molecule is of interest from both the fundamental and applied
points of view [14±16]. The formation of molecular negative
ions (MNIs) is governed by resonance mechanisms [10, 11]
and described in terms of the energy and symmetry of vacant

molecular orbitals (MOs), which facilitates the development
of quantum-chemical methods [32, 33]. MNI decomposition
due to electron autodetachment or dissociation into frag-
ments is determined by the fundamental characteristics of a
target molecule: the number of vibrational degrees of free-
dom, the spatial structure, the vibrational state [34], and the
electron affinity. The is a manifestation of a sequence of
quantum processes, including electron capture by one of the
vacant MOs, electronic excitation energy transfer to vibra-
tional modes [35], the redistribution of excess energy among
MNI vibrations, its concentration on a certain coordinate of
the reaction, and MNI dissociation [36]. Thus, DEA studies
provide new information on the structure and dynamics of
microscopic systems.

The electron attachment determines a broad scope of
phenomena from chemical reactions, properties of gas
dielectrics [37], reactions in the atmosphere [38] and the
interstellar medium [39, 40] to electronic processes in thin
films and redox reactions. The results are important in many
fields, such as low-temperature plasma physics [41], biophy-
sics, atmosphere physics, molecular electronics, medicine,
toxicology and pharmacology, and materials [42] and
environmental [43] science and are used in scientific and
applied problems in radiation biology [44], to control
chemical reactions on surfaces [45], and in studies of the
origin of life [46]. Thus, DEA studies should be performed in
order to understand fundamental natural phenomena at the
molecular level and applications in various interdisciplinary
problems.

1.4 Current state of domestic studies
The DEA studies being performed at present in Ufa are
unique for our country, which is not, however, related to the
loss of their applicability, as is illustrated in Fig. 1, where the
main foreign scientific centers working in this field are shown.
This direction in Russian science is poorly known, which
probably explains the fact that reviews [47, 48], devoted to
mechanisms of the biological action of radiation and, in
particular, pointing out the necessity of a search for new
radiation-induced factors, do not mention the DEA mechan-
ism, whose contribution to chromosome aberrations was
established [49] (see Section 4.1 below).

It seems that a poor state of DEA studies in our country
is mainly explained by recent political events in the history of
Russia. The NIMS REA method was developed in Ufa in
the 1960s [19, 20] simultaneously with the efforts of foreign
researchers [10, 11]. More detailed historical information can
be found in [50]. A decade later, reviews were published in
Sov. Phys. Usp. [51, 52] and in foreign journals [7, 21]. Aside
from the Ufa school, researchers from Novosibirsk [53],
Vladivostok [54], Uzhgorod [55, 56], Moscow [57], Lenin-
grad [58], Riga [59], Cheboksary, and Minsk [60, 61] were
involved in this field. The collapse of the USSR catastrophi-
cally prevented the development of a new field of science at
that time.

In our country, the latest review on DEA was published
more than 20 years ago [5]. New results in this field were
published abroad in monograph [31] and reviews [29, 62].
Note also the declared renaissance in investigations of
resonance scattering [63] and numerous publications pre-
sented below. The above consideration suggests that the
discussion of some achievements in the field of resonance
scattering in domestic scientific literature is absolutely
necessary.
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1.5 Structure of the review
This review is not supposed to be a comprehensive discussion
of the material but instead presents the authors' view of the
subject under study. We considered studies published mainly
over the last twodecades, i.e., after paper [5], andpresenting, in
our opinion, interesting and new areas of investigations. In
Section 2, experimental studies of electron-molecule collisions
in the resonance capture regime are described, the technique of
Ufa experiments is presented as an example of using a sector
magnetic field as a mass analyzer, the recent method of
velocity slice imaging is mentioned, and the use of polarized
electrons and the possibility of detecting neutral fragments is
discussed. In Section 3, we considered briefly theoretical
approaches, attempts at DEA simulations, and calculations
of molecular characteristics by the methods of the density
functional theory (DFT). The main focus is devoted to the use
of simple methods describing experimental results for quite
large molecules, which is impossible within the framework of
more rigorous theoretical approaches. In Section 4, new results
are considered, including the fundamental possibility of
estimating electron affinity fromMNI lifetimes, which can be
considered a promising development in DEA spectroscopy,
which involves, however, the upgrading of experimental
equipment. In Section 4, also described are studies having
applications in radiobiology. The results of DEA studies for
biologically active molecules and structural elements of
organic electronics are presented.

Thus, aside from some solved problems related to new
directions in the experimental technique (Sections 2.2 and 2.3)
and the development of calculation methods for interpreting
experimental results (Sections 3.2±3.4), our review concerns a
number of fundamental questions related to the formation
and decomposition of NIs in pair collisions of electrons with
isolated polyatomic molecules. In our opinion, the most

important of the problems unsolved so far is the measure-
ment of the nonradiative relaxation rate (internal conversion)
of shape resonances resulting in the rapid stabilization of
short-lived femtosecond NI states. In addition, the rates and
paths of the redistribution of internal energy and vibrational
relaxation in long-lived (microseconds) molecular anions
should be found. These processes determine the dynamic
behavior and decomposition of NIs caused by electron
autodetachmentanddissociation into fragments (Sections3.5,
3.6, 4.5). However, their description is complicated due to the
obvious manifestation of anharmonicity and due to the
difference between vibrational spectra of NI and neutral
molecules. The solution to these problems is complicated
not only by the presence of an additional electron in the
molecular system and a large excess of internal energy (up to a
several eV), but also by the fact that, at present, of interest are
mainly polyatomic structures whose calculations require
considerable computer time. Note that great progress was
achieved in the understanding of long-range effects and the
formation of nonvalent NI states, which are inmany cases the
transient states providing the initial delay of an electron near
a target molecule and giving rise to vibrational Feshbach
resonances observed in the spectra of transmitted electrons as
narrow peaks (tenths of eV) with energies below the first
shape resonance (Section 3.1).

The use of the results of DEA spectroscopy in simulations
of biological processes at themolecular level (Sections 4.1 and
4.2) and for understanding electronic processes in elements of
organic electronics (Section 4.3) requires solving the problem
of extrapolating the results of gas-phase experiments to a
condensed environment consisting of many phases and
components. At present, this problem is far from a solution,
which requires the use of several experimental methods,
including studies of electrochemical processes in solutions
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Figure 1. (Color online.) Some research groups involved in studies of resonance electron scattering and processes of production and decay of negative

ions. The only group actually involved in such studies in our country is indicted in red.
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and electron capture by molecules introduced into clusters in
combination with simulations of electron scattering in the
presence of an environment. A separate problem is the
development of a new method for estimating the electron
affinity by measuring the mean electron-autodetachment
time (Section 4.4), which simultaneously solves the problem
of interpreting the results of DEA spectroscopy under real
experimental conditions, i.e., in the presence of the distribution
of target molecules over vibrational states and of electrons
over energies. In the conclusion, the outlook for the develop-
ment of this field is considered and new problems, including
interdisciplinary ones appearing in these studies, are discussed.

2. Experimental methods for studying
resonance electron attachment

2.1 Electron swarm method
and the crossed beam technique
Electron attachment by molecules can be studied by two
methods: the electron swarm method (or the electron cloud
method in the domestic literature) and the crossed beam
technique described in Section 2.4. Work based on the first
method played a considerable role in the past in electron
attachment studies [64, 65]. The number of such studies in the
last two-three decades has noticeably been decreasing. The
electron adhesion to molecules in swarm experiments is
studied at pressures of about 1 Torr, where the flowing
afterglow [66] or electron mobility in homogeneous electric
fields is observed by the pulsed Townsend method. The
Townsend method was developed in the last decade by
groups in Mexico [67±71], Poland [72], and Serbia [73, 74].
Researchers in Switzerland recently used the Townsend
method to study the transport and kinetics of electron
interactions in gases [75, 76] to determine transport para-
meters of electrons and ions, including the drift velocity, the
total electron-molecule collision cross section, and the
capture cross section. Electrons move in a homogeneous
electric field in a buffer gas with negative electron affinity
(inert gases, N2, CO2) at a low concentration of molecules
under study. Electron sources work based on the photo-
electric effect using a nanosecond UV laser.

Polish researchers used the Townsend method to measure
the electron attachment rate for halogen-containing com-
pounds by studying the dependence of an NI signal on the
molecular concentration [77±79]. The method of ion mobility
spectrometry uses drift tubes [80±83] at high pressures close to
atmospheric pressure. The electron source is a radioactive
element, for example, beta radiation from 63Ni or a photo-
cathode irradiated in the UV range. Electron capture is also
studied in a negative corona discharge in inert gases. The
electron-molecule adhesion rate can be determined from the
dependence of the electron current on molecular concentra-
tion and also by the detection moment of NIs moving more
slowly than electrons, which allows their nature and the
capture rate to be established.

The development of beam experiments is mainly deter-
mined by the use of time-of-flight mass spectrometers and the
velocity slice imaging technique, which can be applied for
studying not only the electron capture kinetics but also the
dynamics of this process by determining the symmetry of the
states of transient negative ions. A great contribution to the
application of the time-of-flight techniquewasmade by Indian
researchers [30, 84±86], who used a crossed beam device and a

linear mass spectrometer tomeasure the absolute partial DEA
cross sections. Molecules in excited vibrational states were
studied using a laser [84±86]. A time-of-flight mass spectro-
meter containing several segments to compensate themagnetic
field of an electron source manufactured in Freiburg, Switzer-
land used for measuring effective DEA cross sections is
presently operating in Prague [87±89].

2.2 Velocity slice imaging
This method is based on velocity map imaging developed for
studying photoionization [91±93]. However, in the case of
photonic processes, the experiment is much simpler than for
electron-induced reactions. Indian researchers [86, 94, 95]
have used a position-sensitive detector to measure kinetic
energies and the angular distribution of NIs. Anions moving
with the same momentum form a so-called Newton sphere,
resulting in a spherical distribution in the velocity space, as
shown in Fig. 2. The kinetic energy ofNIs and their formation
process can be determined from the size of the image of this
sphere in the position-sensitive detector.
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The application of this technique for DEA studies
requires solving several technical problems [30]. For exam-
ple, the electric field in the interaction region should not affect
the electron beam, which requires the use of a pulsed regime,
while the influence of secondary electrons is suppressed by a
certain configuration of a magnetic field. A position-sensitive
detector can be constructed based onmicrochannel plates and
fast electronics for determining the NI incidence place [96, 97].
A more accessible variant is the use of a phosphorescence
screen and data accumulation with a charge-coupled device
(CCD). The required time resolution is achieved by the fast
(� 1 ns) switching of a microchannel plate. The delay
between the electron beam pulse and the microchannel plate
switching is determined by the NI time of flight in the drift
region. Beginning with Krishnakmar's pioneering work, the
method was widely applied for DEA studies at laboratories in
Mumbai and Calcutta (India) [98], Milton Keynes (Great
Britain) [99, 100], Heidelberg (Germany) [101], Berkeley
(USA) [97, 101], Auburn (Alabama, USA) [102], and China
[103±105]. It is assumed in [29] that this method can be
accepted in the next decade as a standard instrument for
DEA analysis.

2.3 Polarized electrons and detection of neutral fragments
The use of spin-polarized electrons in an irradiating beam
[106, 107] allows one to distinguish differences in the DEA
spectra of enantiomers and to study electron-induced effects
in chiral molecules [108]. In these papers, the DEA was
studied for camphor molecules containing halogen atoms,
which are detached most efficiently in the form of NIs. It was
shown in [106, 107] that the detachment efficiency of the
halogen NI for a given enantiomer depends on the polariza-
tion of the primary electron beam. These studies are closely
related to the Wester±Ulbricht hypothesis [46, 109] and
require the development of methods for obtaining polarized
electrons [110].

Until recently, the structure of neutral fragments pro-
duced due to DEA was determined based on the energy
balance and most probable bond dissociations in target
molecules. Quantum chemistry methods (see Section 3.4)
allow one to calculate the DEA energetics, thereby predicting
the structure of neutral fragments even in the absence of
thermochemical data. The detection of neutral fragments by
their electron-impact ionization immediately after NI detec-
tion was developed in [111]. The authors managed to measure
directly the yield of dechlorinated radicals produced due to
electron capture by CCl4 molecules [111].

2.4 Mass analyzer based on a sector magnetic field
and a quadrupole filter
We will describe briefly the experimental setup in Ufa [19]
schematically shown in Fig. 3. This construction does not
implement the crossed bean method, because the electron-
molecule interaction occurs in an ionization chamber. An
electron beam with a specified energy is collimated by a
longitudinal magnetic field and is transmitted through vapor
of thematter under study. The currents of NIsmass separated
in a sector magnetic field (the resolving power was 1100, the
interval of mass number was 2±700, and the acceleration
voltage was 4 kV) were detected as functions of electron
energy in the range of 0±15 eV. The electron energy spread
estimated from the SFÿ6 ion current was 0.4 eV for a beam
current of 1 mA. The accuracy of measuring the resonance
peak positions was �0:1 eV. The electron energy scale was

calibrated by the current of SFÿ6 anions produced by the
capture of thermal electrons by SF6 molecules and also NHÿ2
from NH3 (the resonance at 5.65 eV) and Oÿ from CO2

(maxima at 4.4 and 8.2 eV).
The high measurement sensitivity ensures the detection of

metastable NIs (Section 3.5). Measurements of the mean
autodetachment time htai of electrons from MNIs proposed
for time-of-flight analyzers [112] are performed by applying a
high voltage (2 kV) to a deflecting plate (see Fig. 3), which
ensures the detection of a signal only from neutral particles
produced due to electron autodetachment in region II with-
out a field. The value of htai is determined from the ratio of
this signal to the total signal [19] (Sections 3.6 and 4.4).

Note that at present the crossed beam technique uses
mainly DEA spectrometers equipped with a quadrupole mass
analyzer [113±117] and a trochoidal monochromator [22].
This reduces the electron energy spread to 30±50 meV for
beam currents of the order of a nanoampere, as in the
Bratislava experiment [118]. The electron and molecular
beams interact in a small region of their crossing, which,
along with the use of amonochromator, considerably reduces
NI currents. Another disadvantage of such instruments is that
they cannot be applied for detecting metastable ions and
direct measuring of htai because of the use of a low
accelerating voltage (� 400 V). However, combined mea-
surements performed with instruments having considerably
different timescales and sensitivities can provide additional
information on the evolution of MNIs (Section 3.5).

Figures 4 and 5 show the results of DEA studies with
rhodanine molecules [119, 120] performed inUfa as well as by
the method of electron transmission spectroscopy [121]. This
technique [7, 8] is used to measure the energy of resonances in
the total scattering cross section by detecting the first energy
derivative of the electron current (dIel=de in Fig. 4) trans-
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mitted through the ionization chamber without collisions
between the electrons and molecules under study. High-
resolution DEA spectra (blue dashed curves in Fig. 4)
exhibit narrow peaks in the cross-section dependence on
the electron energy. However, only the most intense signals
are detected: long-lived MNIs (m=z � 133) and fragmented
NIs (m=z � 132 and 91) corresponding to the ejection of a
hydrogen atom and the opening of a cycle with the detach-
ment of a neutral CH2CO molecule, respectively. High-
sensitivity experiments reveal numerous less intense MNI
decompositions (black curves in Figs 4 and 5), metastable
NIs (Section 3.5) (see Fig. 5), and can be used to estimate htai,
considerably supplementing the picture of fragmentation of
rhodanine molecules during thermal electron capturing
(Fig. 6).

2.5 Molecular-beam formation methods
The required concentration of molecules under study in the
region of interaction with electrons is produced, as a rule,
by thermal evaporation at temperatures not exceeding 200±
300 �C [14, 15, 19, 121, 122] with the characteristic degree of
excitation of vibrational-rotational states of a few tenths of
an eV. Crossed-beam experiments use an effusive molecular
beam containing molecules with a known amount of
vibrational energy [123]. This makes possible studying
rather drastic temperature effects both in the DEA cross
section [124] and in the detection of long-lived (micro-

seconds) MNIs [125]. The high vibrational states of target
molecules can be populated with the help of a second
electron beam [126]; however, this technique has not been
widely accepted. Additional possibilities are presented by
optical pumping of vibrational degrees of freedom [127] and
the preparation of excited electronic states of initial
molecules [84, 85, 128], which not only allows studying the
evolution of MNIs with a specified amount of internal
energy but also finds practical application [129]. Studies of
electron capture by excited molecules are presented in
review [130].
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are in paper [120]; (b) broad mass peaks m �1 and m �2 recorded at fixed

electron energies (0.6 eV and thermal) indicate slow (microsecond)

successive MNI decays.
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3. Theoretical and calculation methods.
Interpretation of experimental results

3.1 Long-range interaction effects
in resonance electron scattering
and nonvalent states of negative ions
The long-range interaction of electrons with molecules gives
rise to dipole-bound states (DBSs) [131, 132]. The mixing of
these states with valent states can be accompanied by the
redistribution of the excess energy over the internal degrees of
freedom [133, 134]. This results in the formation of long-lived
NMIs or in dissociation [135, 136], while DBSs themselves
are treated as weakly bound (hundreds of meV) doorway
states [137, 138]. Nonvalent NI states are important in the
presence of environment and determine electronic processes
in liquefied gases, reactions in the interstellar medium, and
radiation-induced DNA damage [139, 140], which requires
the extrapolation of gas-phase results to processes in the
medium [141±144]. A few observations of quadrupole-bound
NIs [145, 146] give estimates of the bond energy in the area of
a few to tens of meV.

As shown in review [147], the suppression of long-range
effects in the presence of a condensed environment does not
necessarily reduce the DEA cross section, but can increase it
[148, 149], which is a key element in using the results of gas-
phase experiments to describe biochemical processes (see
Section 4.2 below). For example, the DEA cross section
(detachment of a chlorine anion) for CH3Cl molecules
adsorbed on a Kr surface is five orders of magnitude higher
than the one in the gas phase [150]. This is explained by the
increase in the survival factor [12] leading to a drastic decrease
in the autodetachment probability in a condensed state due to
stabilization of NIs during their interaction with the surface
[151±153].

Because DBSs are mainly determined by polarization
effects, the author of review [147] points out some incorrect
considerations, assuming the existence of a critical dipole
moment equal to 1.625 D [154], which is necessary for DBS

formation. It is more correct to speak about `weakly bound'
or `diffusion' NIs, without specifying the forces responsible
for the bond appearance, because the bond energy is
determined by both long-range and short-range interactions
[155]. Long-range effects can be taken into account in the
R-matrix theory [156, 157], which is the expansion of the
modified effective range theory [158] and allows one to
describe resonance scattering using the Breit±Wigner for-
mula [159]. The successes of the theory in the description of
long-range effects upon resonance scattering achieved in the
two last decades are presented in detail in [147].

The long-range interaction gives rise to vibrational
Feshbach resonances (VFRs) [25, 147], as shown in Fig. 7.
We assume that in the absence of long-range interaction only
one resonance state (RS) existsÐ the adiabatic term shown
by the dashed curve in Fig. 7a. Vibrational levels of a weakly
bound state, shown by blue dotted lines, lie lower than
vibrational levels of a neutral molecule by the value of the
bond energy (Fig. 7b, the diabatic RS2 term). The zero
vibrational level of such a composite state [25] can lie in a
bound region, which corresponds to a stable NI not observed
in the scattering of free electrons. Vibrational levels of a
composite state lying in a continuum (in an unbound region
with positive energies) correspond to the formation of VFRs.
Their decay by autodetachment is possible due to kinetic
mixing of two resonance states and a continuum and is
manifested as narrow peaks observed below the threshold of
vibrational excitation of target molecules in the cross sections
of elastic scattering or vibrational excitation. Observations of
VFRs for molecules with dipole moments below the critical
value and even nonpolar molecules [147] confirm that the
polarization interaction is sufficient for DBS formation.

Vibrational Feshbach resonances are observed in the
cross section of hydrogen detachment from uracil and
thymine molecules [135, 160, 161]. The dipole moment of
uracil (4.7D [162]) considerably exceeds the critical value, i.e.,
the main contribution is expected from the dipole interaction.
However, the structure of these molecules is too complex to
use the nonlocal resonance theory, and therefore the

VFR

P
o
te
n
ti
al

en
er
gy

Internuclear distance

AB AB

PC

PC1

PC2

A+B A+B

ABÿ ABÿ

A+Bÿ A+Bÿ

0 0

a b

Figure 7. (Color online.) (a) In the absence of long-range interaction: AB is the termof a neutralmolecule (plus an electron at infinity); ABÿ is the termof a

negative ion (dashed curve corresponds to one resonance state (RS) slightly stabilized due to interaction with a continuum). (b) In the presence of a dipole

or polarization interaction: RS1 andRS2 are diabatic terms appearing due to the presence of aweakly boundNI state; quasi-bound vibrational RS2 terms

located at positive energies lead to the formation of VFRs. (Adapted from [25].)

February 2022 State of the art in dissociative electron attachment spectroscopy and its prospects 169



pseudodiatomic approximation is used with a separated
reaction coordinate (the N±H bond). The rest of the degrees
of freedom are treated as a `frozen frame', which results in an
adequate description of the detachment of a hydrogen atom
from a uracil MNI below the excitation threshold of the N±H
bond vibrations [163, 164]. The measured cross section for
�MÿH�ÿ ion formation from formic acid (the dipole moment
is 1.42 D [167] and is lower than critical) well agrees with the
theoretical prediction (Fig. 8). An analytic approach allows
narrow resonances (� 0:1 eV) to be described in the spectra of
transmitted electrons of five-membered heterocyclic com-
pounds (imidazole, pyrazole, and pyrrole) detected lower
than the energy of the first shape resonance (SR) [168], as
shown in Fig. 9. According to calculations [168], these
spectral features are caused by symmetry-allowed DBS
mixing with a valence state associated with the low-lying
s�NÿH MO and are not observed for isoxazole molecules not
containing the N±H bond.

The formation of nonvalent NIs is also studied by time-
resolved photoelectron spectroscopy [134], which allows one
to determine the nature of the initial state and evolution
times. Correlation forces can be sufficient for electron holding
in correlation-boundNIs [169, 170], which are intermediate in
the formation of valence states. For example, it was shown in
[171] that the electron transfer from an iodine NI to a
hexafluorobenzene molecule upon photoexcitation of the
IÿC6F6 cluster results in the relaxation of the initial
correlation-bound NI to a valence state at the femtosecond
timescale [172, 173]. An example of the reverse process is the
ultrafast conversion of the excited valent NI of p-Coumaric
acid to a DBS [174].

3.2 Ab initio methods applied
to resonance scattering problems
The nonlocal resonance theory [175] quite accurately
characterizes the electron-molecule interaction, but mainly
for diatomic molecules or in the pseudodiatomic approx-
imation, whereas the local approximation [176] does not

describe threshold phenomena. An appropriate choice is the
R-matrix method [27, 156, 177], which is analogous to the
nonlocal theory of the complex potential and can explain
many features of DEA cross sections (behavior at low
collision energies, resonances, and temperature effects), but
can be applied only to rather simple structures, for example,
glycine and formic acid [166]. Good agreement between
theory and experiment was achieved for hydrohalogens.
However, difficulties are encountered even for the simplest
F2 and Cl2 molecules [27].

The R-matrix method can be applied using the program
package [178, 179] to calculate diffusion NIs and differential
and transport scattering cross sections. A simple method for
estimating the DEA cross section based on the calculation of
the formation cross sections of resonance states and survival
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factors [180] adequately describes experimental results for
simple molecules (Fig. 10). The use of more specialized
programs [182] is described in review [183]. Along with the
R-matrix method, a number of theoretical approaches exist
describing electron-molecular scattering [184, 185], including
methods based on the variational principle of Kohn [186] and
Schwinger [187]. A description of the latter technique and
examples of calculations of DEA cross sections and inte-
grated cross sections for uracil halogen derivatives are
presented in [188].

3.3 Simulation of dissociation of negative ions
by molecular dynamics methods
Molecular dynamics methods do not describe electron auto-
detachment but can be applied for simulations of the final
DEA stages, realized in a program package [189, 190] for
describing the monomolecular decomposition of ions using
statistical approximation [191]. The modern theory allows the
expansion of the typical timescale (5±10 ps) up to nanoseconds;
however, the microsecond interval corresponding to meta-
stable decays in mass-spectrometer experiments [192, 193]
remains inaccessible. The program package was used to
determine the relative intensities of fragments and character-
istic reaction times for derivatives of acetonitrile and cyana-
mide in the attachment of electrons with energies of 0±20 eV
[194]. This model assumes (Section 3.6) the relaxation ofMNIs
to the ground electronic state and the intramolecular redis-
tribution of the internal energy, which is typical of structures
with a positive electron affinity exceeding 0.5 eV [193]. The
MNI dynamics can be studied using hybrid functionals in the
DFT in combination with ab initio molecular-dynamics
methods, for example, for predicting the observed bond
dissociations in nucleotides [195] and also complex rearrange-
ment of atoms in the MNIs of fluoroderivatives of toluene,
aniline, and phenol [196]. It was shown in [197, 198] that the
C±Cl bond dissociation time in an anion during the DEA by
chlroalkylbenzene molecules of the type C6H5�CH2�n Cl,
n � 0ÿ4 [199] was tens of femtoseconds and nonmonotoni-
cally dependent on the length of the alkyl substitute.

The electron-induced decomposition of chloroethane was
studied in [200] based on amixed quantum-classical approach
[201] taking into account all the vibrational degrees of

freedom of target molecules, unlike previous studies [202,
203]. The energy of resonances was calculated by methods
convenient for calculating valent bound NI states and their
widthsÐusing a combination of calculations of bound states
and the scattering theory. It was shown in [200] that electron
autodetachment occurs for about 10 fs, and its attachment on
the s MO by the SR mechanism leads to the rapid
stabilization of MNIs due to the change in the C±Cl bond
length. The temperature dependence, value, and shape of the
formation cross section ofClÿ were predicted. Thesemethods
can simulate the DEA in the presence of an environment, for
example, solvation effects were found at the final stage of the
electron-induced dissociation of thymine molecules [204].

3.4 Quantum-chemical estimates of the shape resonance
position and fragment appearance thresholds
Modern program packages [205, 206] allow estimating the
molecular properties required to interpret DEA spectra
whose resonance character in the energy region below the
first electronic excitation (94 eV) is determined by the
electron vertical attachment energy (VAE) [7, 8, 12]. The
VAE values can be estimated by calculating the energy of
vacant MOs (VOE, Virtual Orbital Energy) by the Hartree±
Fock (HF) or DFT methods using the hybrid B3LYP
functional and the standard basis set 6-31G(d), despite the
fact that NI calculations involve difficulties [207] that do not
appear in calculations of positive ions or neutral molecules.
However, a linear correlation [199, 207±209] exists between
experimental VAEs [210, 211] and the VOE of neutral
molecules calculated in bases not containing diffusion
functions. The empirically determined parameters of this
linear relation depend on the type of MO (s � or p �) and
lead to more accurate estimates for molecules with close
structures.

The relation VAE�0:8054�VOE�1:2110 was obtained
by calculations using the B3LYP/6-31G(d) method for
compounds having p �MOs, including heteroaromatic hydro-
carbons [199], while the relation VAE � �VOEÿ 2:12�=1:87
was obtained using the HF/6-31G(d) method used for the p �

MOs of chloroderivatives of salicylic acid [212]. The energy of
s �CÿCl orbitals is scaled by the expression VAE � 0:8111�
VOE� 1:6097 obtained by the B3LYP method for chlor-
oderivatives of alkanes [213] or by the expression VAE �
�VOEÿ 2:83�=1:11 obtained by the HF method [214]. Note
that SRs related to electron attachment on the s �-MO are
short-lived and are more weakly manifested in spectra than
p �-resonances. For this reason, the values of s �-VAEs
obtained by this method are usually less accurate than
p �-VAEs [32].

In addition to the energy scaling of the lower vacant MO,
the first vertical electron affinity (EAv) can be calculated from
the difference between the total energies of the ground state of
a neutral molecule and MNI in the optimal molecular
geometry, for example, in the 6-31�G(d) basis tested in
[192, 199]. The adiabatic electron affinity (EAa) can be
estimated from the difference between the total energies of
the ground states of a neutralmolecule andMNI calculated in
their optimal geometry. In the choice of large basis sets, the
probability increases that single occupied MOs will be
represented by a diffusion function that does not have the
physical meaning [199, 208, 215]. The structures of fragment
NIs and neutral fragments are determined by calculating the
thermodynamic thresholds of their formation as the differ-
ence between the total energies of the ground state of a neutral
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molecule and the total energy of decay products. These
calculations showed that the B3LYP-6-31�G(d) method is
convenient for performing such estimates [119, 120].

3.5 Kinetic decay equation for molecular negative ions
The formation of MNIs and fragmentation ions in DEA
spectroscopy is described by the first-order kinetic equations,
while the observed relative intensities of NI currents depend
on the time window of the experiment. The extraction time
of NIs from an ionization chamber (see Fig. 3) depends on
the pushing and pulling potentials, as a rule, amounting to
fractions of volt, and is estimated as 10 ms for SFÿ6 ions
[19, 193]. After acceleration, NIs subsequently pass through
field-free region I, the mass-selection region, and field-free
region II, and reach a detection system. The flight through
each of the regions I and II for SFÿ6 ions takes about 5.5 ms,
and inside an analyzing magnet, 4 ms, i.e., the time between
the moments of formation of SFÿ6 ions and their detection is
about 25 ms.

During the flight, MNIs can either lose an excess electron
or dissociate, which is described by the first-order kinetic
equations

Mÿ�t� �Mÿ
0 exp

�ÿ �ka � kd�t
�
; �1�

Rÿ�t� �Mÿ
0

kd
ka � kd

h
1ÿ exp

�ÿ �ka � kd�t
�i
; �2�

where Mÿ
0 is the number of molecular ions at the formation

moment (t � 0), ka and kd are the rate constants for
autodetachment and dissociation, and Rÿ�t� and Mÿ�t� are
the numbers of fragmentation ions and MNIs at the moment
t. All the fragmentation ions produced in the ionization
chamber are detected as `normal' narrow mass peaks
corresponding to the integer mass numbers. If an NI is
decomposed in the reaction Mÿ ! mÿ� a neutral frag-
ment after escape from the ionization chamber, i.e., in the
region of action of an accelerating potential or in field-free
region I, it is detected as a broad metastable peak with the
apparent mass m � (Fig. 5b), which can be calculated as
[216, 217]

m � � m 2

M
: �3�

Metastable peaks show that Mÿ was decomposed at the
microsecond timescale.

Expressions (1) and (2) estimating the numbers of MNIs
and fragmentation anions can explain [218] the difference
between their relative intensities, which is detected with
instruments with different time windows using a sector
magnetic analyzer (see Fig. 3) and a quadrupole mass filter
with the extraction and flight times equal to 20 and 200 ms,
respectively. The DEA spectra of bromobiphenyl [219]
obtained using instruments with different time parameters
are considerably different, but the approach described above
allows one to reconcile the results of experiments, thereby
removing the problem of their reproducibility.

3.6 Statistical approach
for describing electron autodetachment
Dissociative electron attachment by polyatomic molecules is
a multistage process [19] including electron capture by a
molecule with the formation of a metastable MNI followed

by its evolution, which assumes transitions to other rovi-
bronic states with possible energy losses by emission,
autodetachment, and dissociation. These competing pro-
cesses are characterized by decay constants, which give
information on the mechanism of redistribution of the excess
energy in the MNI. Note that the DEA can be treated as a
multistage process only when the lifetime of a molecule +
electron complex exceeds the electron flight time over a
distance equal to the effective diameter of the molecule.1

Only in this case the electron attachment have the resonance
character; it is governed by the VFR mechanism at thermal
energies and by the SR mechanism or the electronically
excited resonance (EER) mechanism [19] at epithermal
energies. During radiative attachment, an electron moves
to a bound state due to radiative energy losses, which is
possible for any collision energy. Despite the absence of
experimental data, theoretical estimates show in [222] that
radiative attachment cross sections are negligibly small, i.e.,
the evolution of MNIs is determined by the excess energy,
equal to

Eexc � Evib � D� Erot � EAa � e ; �4�

where Evib is the vibrational energy (above the zero-vibration
energy) of a target molecule, D is the difference between zero-
vibration energies of the target molecule andMNI, Erot is the
initial rotational energy of the target molecule, and e is the
incident electron energy. The redistribution of Eexc over
rovibronic degrees of freedom of MNIs determines all the
variety of evolution processes having a statistical nature.

Electron autodetachment plays a key role in the under-
standing of DEA processes, while a knowledge of the
corresponding decay constant allows one to distinguish
`slow' statistical decay processes from `fast' dynamic pro-
cesses [223]. Unfortunately, DEA spectroscopy cannot be
used to simultaneously measure the decay constants of
dissociation and autodetachment, and only the total MNI
decay constant can be measured. Nevertheless, autodetach-
ment processes can be studied in a `pure' form when
dissociation is impossible due to a lack of energy, which is
usually observed in the thermal and near epithermal electron
energy region (� 0ÿ2 eV). Namely such processes will be
considered below.

TheMNI decay constant ka in the case of autodetachment
is related to the measured lifetime ta by the expression
ka � 1=ta. Assuming that MNIs decay exponentially and
are physically indistinguishable, choosing any convenient
`time window' Dt � tl ÿ t2 in the MNI trajectory, and
measuring the ratio Ii=In of the charged and neutral
components, the required ta can be found from the expression

ta � Dt
ln �1� In=Ii� : �5�

Obviously, in the case of exponential decay, ta is independent
of the time boundaries tl and t2 and the size Dt of the time
window.

1 This is not always the case. For example, for the DEA by H2 molecules,

the lifetime of the bound state is comparable to the electron free path time

over a distance equal to the H2 molecule diameter [220]. This is the so-

called direct DEA process without the formation of an intermediate long-

lived complex. Such direct processes are calculated using the quantum

scattering theory in a system of several particles [221].
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As experimental data were gradually accumulated, it
became clear `that something was wrong' with the exponen-
tial decay law for MNIs. SF6 molecules, widely used as a
reference in measurements of ta, produce long-lived MNIs
SFÿ6 at an electron energy close to zero, and the measured
values of ta significantly differ from each other (see Table).
The almost three-order-of-magnitude spread in the values of
ta for the exponential MNI decay cannot be explained by the
focusing of neutral and charged particles, conditions in the
ion source (temperature, pressure, electron energy distribu-
tion), and the detection efficiency [112, 224±227]. These
factors can cause systematic errors in measuring ta with
different instruments; however, the great value of this error
(up to 1000%) stimulated a search for other reasons for this
error. The authors of [226, 227], citing paper [228], assume
that the large spread in measuring ta can be explained by the
quasi-equilibrium theory (QET) [225], which predicts that,
even in the case of the capture of monoenergetic electrons, the
initial thermal distribution of target molecules leads to the
production of MNIs with different excess energies and
therefore with different ta. Thus, their decay should be
nonexponential, and ta will depend on the time window and
ionization chamber temperature.

The nonexponential decay of SFÿ6 was observed for the
first time in experiments with an ion cyclotron resonance
(ICR) mass spectrometer [229]. Depending on the observa-
tion time, ta changed from 50 ms to 10 ms. Similar results
were obtained for SFÿ6 and C6F

ÿ
6 during the transfer of

Rydberg electrons [230, 231] in experiments with electro-
static circular storage [232] and with a static mass spectro-
meter for o-carboran-12 [233], which confirms in fact the
hypothesis [228] about the necessity of taking into account the
energy distribution of target molecules within the framework
of the QET [225, 228] and the static RRKM (Rice±
Ramsperger±Kassel±Marcus) theory [234, 235]. In the case
of nonexponential decay, the quantity ta, measured by the

Edelson±Khvostenko method [19, 112], is not a characteristic
MNI itself but reflects the evolution of a statistical ensemble,
being the average htai. Theoretical approach [249] gives the
dependence of ta on the incident electron energy, but ignores
the temperature dependence. Model [5] describes ta for
different vibrational states of a target molecule at extremely
high temperatures, when nuclear vibrations can be assumed
classical. The values of htai can be estimated using a one-
dimensional statistical model [250, 251]. However, quantita-
tive agreement is achieved only at energies above the MNI
observation maximum.

The parameters of molecules and electrons interacting
with them determining htai can be conventionally separated
into individual and collective. The former include the electron
affinity, the attachment cross section, vibrational frequencies,
the number of active degrees of freedom of a molecule, and
the electron energy. The latter characteristics of a statistical
ensemble are temperature, the vibrational energy, and kinetic
energy distributions of targetmolecules. The values of htai are
estimated in these models by using in fact the average values
of collective parameters as individual. In this case, htai is
independent of the time window, the spread of experimental
values of htai is difficult to explain, and dependences of htai
on temperature and the electron energy are poorly repro-
duced. These disadvantages are absent in models directly
taking into account the distributions of molecules over
vibrational states and electrons over energies.

The multiexponential decay model [236] considers MNIs
distributed in groups characterized by their own ta and
obeying an exponential decay law. The greater the size of the
time window and the farther its boundaries from the electron
capture moment (t � 0), the more long-living MNIs will be
detected. During the capture of thermal electrons, i.e., the
formation of VFRs [19, 237], the MNI distribution over the
excess energy is determined by the distribution of molecules
over vibrational states, which was found using the quantum

Table. Experimental values of MNI lifetimes (time-window boundaries for static and time-of-flight mass spectrometers are presented at the accelerating
voltage of 4 kV).

MNI ta, ms Reference Mass spectrometer type
Time-window boundaries, ms

Lower Top

SFÿ6

150 [236] MI-1201 static mass spectrometer 24 30

10 [112] Specially constructed time-of-êight mass spectrometer � 1 6

25 [223] Bendix, Model 14-206 time-of-êight mass spectrometer � 1 9

25.8 [244] Bendix, Model 14-206 time-of-êight mass spectrometer � 1 9

32 [245] Bendix, Model 14-206 time-of-êight mass spectrometer � 1 9

70 [226] Bendix, Model 3015 mass spectrometer � 1 28

68 [227] Bendix, Model 3015 mass spectrometer � 1 28

67 [246] Bendix, Model 3015 mass spectrometer � 1 28

500 [247] ITsR mass spectrometer � 1 � 1000

50ÿ104 [229] ITsR mass spectrometer � 1 � 104

C6H5NOÿ2

90 [236] MI-1201 static mass spectrometer 22.5 27.5

47.3 [227] Bendix, Model 3015 mass spectrometer � 1 25.6

17.5 [224] Bendix, Model 14-206 time-of-êight mass spectrometer � 1 8.1

C6F
ÿ
6

35 [236] MI-1201 static mass spectrometer 27.2 33.9

12 [248] Bendix, Model 14-206 time-of-êight mass spectrometer � 1 10
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approximation and Boltzmann statistics. The dependence of
ta on the vibrational excitation of molecules was obtained in
the Illenberger±Smirnov±Kompaneits (ISK) model [5] in the
form

ta � t0
n�Rÿ�
n�Rm� ; �6�

where t0 is the characteristic variation time of the distribution
over vibrational states, n�Rm�, and n�Rÿ�, is the number of
vibrational states for the nuclear configuration responsible
for the electron capture and corresponding to the maximum
electron bond energy, in other words, the number of
vibrational states of a molecule and MNI. The model follows
from the RRKM theory [235] and is based on the Born±
Oppenheimer approximation and on the assumption that the
excess energy of an MNI completely transfers to its vibra-
tional energy. Results obtained in [236], taking into account
only the distributions of molecules over vibrational states,
qualitatively describe the values of ta for SFÿ6 , C6H5NOÿ2 ,
and C6F

ÿ
6 measured with static, time-of-flight, and ICRmass

spectrometers, including the dependence on temperature and
the time window. Calculations performed for 9,10-anthtra-
quinone [238], phthalimide, pyromellitc diimide [193], and
azobenzene [239] showed that the best agreement with
experiments was obtained taking into account the electron
energy spread as well. Figures 11 and 12 present experimental
and calculated dependences for compounds forming long-
lived MHIs, both in the thermal and epithermal regions of
collision energies [193].

All the models existing at present and describing the
electron autodetachment process confirm its statistical char-
acter and are in fact variants of the QET and RRKM for
monomolecular decay reactions. Aside from expression (6)
for calculating the autodetachment constant, the expression
for the microscopic decay rate constant [240±242] and the
Arrhenius formula [219, 243],

k�Eexc� �W#�Eexc ÿ EAa�
hr�Eexc� ; �7�

k�Eexc� � k0 exp

�
ÿ EAa

kBTion

�
� k0 exp

�
NEAa

Eexc

�
; �8�

are used, where W#�Eexc ÿ EAa� is the sum of states in an
activated complex in the energy interval from zero to
Eexc ÿ EAa, r�Eexc� is the energy density of MNI states, k0 is
the frequency factor, and N is the number of vibrational
degrees of freedom.

Despite the obvious successes of theoretical models
describing autodetachment, the contribution of radiation
and rotational degrees of freedom to the redistribution of
Eexc is still unknown. The influence of rotation is determined
by the law of conservation of angular momentum for anMNI
as an isolated system and by the interaction of vibrational and
rotational subsystems. The rotational characteristic tempera-
ture of polyatomic molecules is fractions of degrees Kelvin.
At temperatures of experiments of � 360ÿ500 K, all three
rotational degrees of freedom of a molecule are excited, and
their energy 3kBT=2 barely changes. Later, the transfer of
part of the energyEexc to the rotational subsystem of theMNI
depends only on the interaction with the vibrational sub-
system. This interaction in the nonrigid rotator model is
relatively weak [252], at least upon excitation of low
(� 1ÿ3) vibrational levels of the oscillator. At a high degree

of equipartition of Eexc among all the vibrational degrees of
freedom of MNIs, this approximation should be valid for all
oscillators.

The role of radiation in the redistribution of the excess
energy is discussed assuming that MNIs do not emit energy
during the entire time interval ta. Indeed, a drop in the excess
energy in the form of radiation should stabilize an MNI,
which would result in a drastic increase in the measured value
of htai. This is not observed in experiments and is theoreti-
cally explained by small Einstein coefficients for spontaneous
radiation. The mean lifetime of a state emitting a photon is
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inversely proportional to the cube of the spontaneous
transition frequency [253]. This lifetime for electronic states
is of the order of 10ÿ8 s and for vibrational states is of the
order of 10ÿ2 s. Radiative electronic transitions to the ground
electronic state are important at the MNI stabilization stage.
Their role is small due to competition with nonradiative
transitions (see Sections 4.4 and 4.5 below), while the role of
intramode vibrational transitions is small, because their
lifetime lies outside the time window of the experiment [254].
Note in addition that the interaction between vibrational
modes ofMNIs leads to a rapid energy transfer between them
at the rate of � 1013 sÿ1. This corresponds to the time of
transition from one vibrational state to another equal to

� 10ÿ13 s. Obviously, in this case, the excited-state lifetime of
an oscillator can never reach milliseconds. The question of
whether radiation can occur directly in intermode energy
exchange is still open.

Note in concluding this section that the dependence of the
autodetachment constant on Eexc according to expressions
(6)±(8) is not being experimentally tested at present. Themain
reason is the impossibility of `preparing' MNIs in certain
vibronic states with close energies. Because of the distribution
of target molecules over vibrational states and electrons over
energies, the scatter in the values ofEexc forMNIs is in a range
from a few tenths to a few eV [192, 239], whose width depends
on the number of atoms in the molecule, vibrational
frequencies, and temperature. In this connection, of interest
are crossed-beam experiments in which a molecular beam is
formed after passing through a supersonic nozzle [255, 256],
i.e., almost all molecules are found in the ground electronic-
vibrational state, which suppresses fragmentation and makes
autodetachment a dominating decay channel of MNIs. A
simultaneous decrease in the electron energy spread makes
possible the experimental test of expressions (6)±(8) at energy
Eexc � EAa and of the dependence of the thermal electron
attachment cross section on the vibrational excitation value.
In particular, assumption [239] about a strong dependence of
this cross section on the mutual location of terms of the
molecule and MNI can be confirmed by the absence of the
MNI current at the thermal energy in experiments with a
supersonic nozzle.

4. Some modern directions in studies
of dissociative electron attachment

4.1 Mechanisms of the radiative damage of cells
The direct interaction of radiation with living tissues does not
cause genotoxic effects, but results in the formation of
secondary products such as ions, radicals, and electrons.
The last are produced most efficiently, in the amount of
about 50,000 per MeV of the incident radiation energy [257],
and reach thermal equilibrium with the environment for
nanoseconds. As a result, independently of the type of
primary particles, regions with localized electrons with
energies up to 30 eV and a distribution maximum at 9±10 eV
are produced along the paths of particles. As shown in [49,
259, 260], these electrons efficiently produce damage to DNA
molecules [258] and proteins [259] via the DEA mechanism.
In particular, it was shown in [49] that electrons with energies
from 3 to 20 eV break helices or damage the superhelical
DNA structure. The dependence of the intensity of such
damages on the electron energy exhibits resonances corre-
sponding to those observed upon theDEA in the gas phase by
DNA components [260]. This result initiated numerous
studies (for example, [164, 261]) of the DEA by molecules
simulating different types of DNA and RNA. Studies of
nitrogen bases [161] opened up a broad scope of applications
of the DEA results in radiation chemistry. It is shown in [154]
that mechanisms of formation of the primary NI bound state
[164] play an important role in the processes of damage to
living tissues and the appearance of mutations.

The application of the results of DEA studies to the
problems of radiation therapy has even a shorter history
[262]. Radiosensibility increasing cell sensitivity to the action
of ionizing radiation with the help of chemical compounds is
important in radiation therapy, representing a method of
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delivering high radiation doses to tumor regions to destroy
cancer cells, minimizing the damage to healthy tissues. It is
assumed that platinum drugs, for example, cisplatin, prevent
DNA replication due to their ability to enter the structure of
this molecule, thereby enhancing the damaging effects of
radiation. The radiosensiblity of platinum drugs is due to the
activation of molecules after electron attachment with the
formation of negative and neutral fragments by the DEA

mechanism. It was found that the detachment of two chlorine
atoms from a cisplatin molecule [263] occurs similarly to the
activation of a given compound with the formation of a
Pt�NH3�ÿ2 complex responsible for the suppression of DNA
replication, as is shown schematically in Fig. 13. The electron
acceptor properties of radiosensitizers were studied in numer-
ous papers, for example, [265] (2-fuoroadenin), [266] (chlorine
and bromine derivatives of pyrimidines, [267] (hydroxycar-
bamide), [268] (uracil derivatives), [269] (taurine and thyopro-
lin), [270] (bromoadenine), [271] (platinum bromide), [272]
(nitroimidazoles), and [273] (misonidazole). DEAwas studied
for amino acids [274, 275], peptides [276±279], nucleosides
[280], and model compounds [168, 281]. The main results are
generalized in monograph [282] and reviews [283±285].

The possibility of using experimental results obtained in a
gas phase to interpret biological processes stimulated by the
capture of weakly bound electrons in a cell medium is still
being discussed. After reaching a conclusion about the
suppression of dissipation with the formation of dehydrogen-
ized fragmented NIs upon microsolvation of uracil and
thymine molecules [225], it was shown in [286] that, in the
case of halogen-substituted analogs (5-fluoro and 5-bromur-
acile), MNI decays were observed for the brom-substituted
compound at lower electron energies. It was found in [287]
that the formation of hydrogen bonds and protonation of
nucleotides in an aqueous medium strongly affect the barriers
of the DNA break reaction. Hydrated electrons produced
during radiotherapeutic action do not damage DNA in fact,
whereas the capture of electrons by brom-substituted nucleic
bases is a key factor of sensitization [288]. The unified
mechanism of DNA damage by low-energy (5±10 eV)
electrons is assigned to the appearance of electronically
excited resonances [289]. The development of this area will
lead to the understanding of fundamental mechanisms of
interaction of ionizing radiation with cells of living organisms
based on physicochemical methods in accordance with
attempts to combine biological studies with methods of
molecular and optical physics [290].

4.2 Electron-induced processes in molecules
of biologically active compounds
Studies presented in this section are intended to elucidate the
role of electronic processes in biological systems at the
molecular level within the framework of problems in
quantum biology [291, 292]. These new quite deliberative
studies [293] based on old ideas [294, 295] attempt to simulate
the behavior of xenobiotics (compounds that are foreign to
living organisms and contain molecules that often have a high
electron affinity) near electron-transport paths in cells. No
doubt, quasi-free electrons in a cell medium localized at phase
interfaces (lipid±protein±cytosol) are involved in fundamen-
tal processes [296, 297], which can be explained quantum-
mechanically, as was proposed more than 80 years ago in the
pioneering work of Szent-Gy�orgyi [294] and developed by
Lovelock [295].

The origin of quasi-free electrons that can be captured by
xenobiotic molecules in a cell medium may be related, first, to
the respiratory electron transport chain in mitochondria [298,
299] and, second, to ferments of the P450 cytochrome system
considered an `unusual' electron-transport chain [300, 301]. The
`leak' of electrons from the respiratoryComplex III (ubiquinol-
cytochrome c-oxidoreductase) localized on an internal mem-
brane of mitochondria leads to the formation of a superoxide-
anion radical (�Oÿ2 ) due to the one-electron reduction of
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molecular oxygen [298, 299]. It is reasonable to assume that a
xenobioticmoleculewith an electron affinity higher than for the
O2 molecule (EAa � 0:45 eV [302]) approaching the `leak'
region will compete with O2 for the capture of electrons [293].
P450 cytochrome ferments localized in an endoplasmic
reticulum perform the first phase of metabolism of xenobiotics
by successive two-electron reduction [301],which can also result
in the formation of an MNI xenobiotic [303].

Papers considered below assume that the formation and
destruction of MNIs in a cell medium are governed by
resonance mechanisms, and experimental observation in a
gas phase can be used as a model for processes of dissociative
electron transfer [304, 305]. According to electrochemical
studies [303, 306], the MNI dissociation in a condensed
medium can occur due to both fast femtosecond `single-
vibration' decays [307, 308] and slow microsecond processes
related to the rearrangement of atoms [309, 310], despite the
highly possible dissipation of the excess MNI energy in the
second case. Note also that reduction reactions in solutions,
similar in many respects to the DEA in a gas phase, as shown,
for example, for dichlor diphenyl trichlormethylmethane
(DDT) [308, 311], are successfully used to simulate the
metabolism of xenobiotics by the P450 system [312±314].

The one-electron reduction of the molecule of a model
toxic compound, carbon tetrachloride, (CCl4, EAa � 0:8 eV
[315]) by P450 ferments occurs similarly to the gas-phaseDEA
process [307, 316, 317] and leads to the formation of chloride
[318] and a CCl�3 radical. The latter can abstract a hydrogen
atom from lipids [319], thereby initiating a chain reaction
damaging biological membranes [320] and producing a toxic
effect [321]. Simultaneously, the main metabolite of carbon
tetrachloride chlorineÐa chloroform molecule CHCl3 Ð is
produced. DEA studies of DDT (EAa � 1:04 eV) [311] and
some other xenobiotics, including chlorpyrifos [192], perox-
ybenzoate [322], and brome-containing compounds [323],
suggest that a similar toxicity mechanism is possible for
many systems containing halogen atoms and other electron-
acceptor groups [293], as shown schematically for DDT in
Fig. 14. The formation of active radicals is possible when
xenobiotic molecules penetrate into mitochondria as well,
which is followed by the breaking of membranes and cell
destruction [293]. Of special interest are electronic processes in
chloroplasts [324], because the `leak' of electrons from a

photosynthetic chain occurs after photoexcitation [325].
This, first, makes possible their capture in high orbitals,
thereby opening new MNI decay channels and, second, can
be a reason for the difference between biological effects
produced by the same compound in respiratory and photo-
synthetic organisms [326].

Studies of DEA by molecules of polyphenol compounds,
for example, flavonoids [327, 328], stilbenes [329], spin-
chromes [330], and some others [331±334], demonstrate a
specific MNI decay caused by the presence of closely spaced
hydroxyl groups. Namely, two hydrogen atoms are ejected at
the thermal electron energy most efficiently. The ejection is
possible only after the break of O±H bonds with the
formation of the quinoid structure (C � O double bonds)
carrying an additional electron and of a neutral H2 molecule
[327, 331]. The reversibility of similar decays in solutions [335]
is especially important in light of the mechanism proposed
below. Polyphenol compounds reveal the antioxidant activity
related to the neutralization of reactive oxygen species (ROS)
[336]. However, the existing mechanism based on the ability
to donate a proton [337] cannot completely describe the
observed effects.

An alternative mechanism of the protective action of
polyphenol compounds near the main source of ROSs
involving mitochondrial complex III is illustrated in Fig. 15
for piceatannol (EAa � 0:56 eV [338]). The protective action is
caused by three components [338]: (1) the suppression of ROS
production due to the capture of `leaking' electrons 2 fromO2,
(2) the production of molecular hydrogen with very strong
antioxidant properties [339, 340] near the main source of the
oxidative stress, and (3) the formation of a quinoid structure
performing electron transport, thereby stimulating cell
respiration [341]. Note in conclusion that molecular mechan-
isms of action of xenobiotics in mitochondria are extremely
important for the development of the promising direction in
mitochondrial medicine [342, 343], while studies of electron-
stimulated reactions in drug molecules can help to find
potentially dangerous side effects [344].
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2 Note here that the capture of `leaking' electrons will be more efficient if

the antioxidantmolecule has largeEAa. However, as the electron-acceptor

properties of a xenobiotic increase, the probability of a toxic effect

increases, that limits the values of EAa for molecules of compounds

positively affecting an organism.
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4.3 Electronic properties and stability
of structural elements of organic electronics
One of the main problems preventing wide applications of
organic materials in electronics is the absence of their long-
term stability [345]. In an environment with an excessive
negative charge, in particular, under physiological conditions
[346], many organic molecules can be damaged by the DEA
mechanism. For example, the capture of electrons by dye
molecules used in photogalvanic energy converters leads to
the breaking of bonds [120, 347] but depends on the electron
resident time near a molecule [120]. Many promising
compounds with strong electron-acceptor properties (full-
erenes [348], tetracyanoquinoidimethane [349], naphthalene-
and perylentetracarbonic dianhydrides [350, 351], condensed
aromatic compounds [352±354]) exhibit high stability after
the electron attachment and can hold electrons for times from

hundreds of microseconds to milliseconds. In this case,
fundamental results obtained by DEA spectroscopy about
the electron capture and confinement mechanisms and the
MNI dynamics [241, 349] are interesting for the development
of organic electronics and photonics [355].

Excitation of internal rotations during electron capture
can be considered to be the model of an electron-driven
molecular rotor [356, 357], which is an actual problem [358].
It was found in [359] that electron capture by an
anthracene molecule containing two aniline residues leads
to the excitation of the rotational motion and then,
depending on the resonance state energy, to the irreversi-
ble stop of a motor due to fixation of a `rotor' or a `stator'
according to the DEA mechanism or to electron auto-
detachment, which preserves the integrity of the molecular
structure, as shown schematically in Fig. 16. Similar effects
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are also observed for other objects [216, 360], and results
obtained for isolated molecules are used to describe complex
systems in which rotating parts are connected with a massive
environment [361, 362]. Note also that the structure of vacant
orbitals of isolated p-conjugated molecules in fact completely
determines the density of vacant electronic states in the
conduction band of ultrathin (10±15 nm) films of similar
materials [350, 351] (results obtained by total current
spectroscopy [363] and DEA spectroscopy).

Structural transformations of isolated molecules caused
by electron capture and the corresponding changes in their
electronic structure are another example of results required
for describing electron-induced processes in macroscopic
objects. Conjugated organic materials with different forbid-
den bandwidths are of great interest formolecular electronics,
in particular, for the development of photogalvanic con-
verters [364, 365]. Polymer films prepared from phthalide
monomers belong to a class of broadband polymers and
under some conditions have metal-type electric conductivity
[366]. Unlike usual p-conjugated systems [367], substituted
polyarylenephthalides [368] probably reveal conducting
properties in the broken configuration of a phthalide
fragment [369]. Recent studies have confirmed the unique
behavior of the MNI phthalide in a gas phaseÐ the
intramolecular break of a covalent bond [370]Ðand also
predicted similar effects for structurally close molecules [371,
372], which is necessary for understanding the properties of
polymer conducting structures [366].

4.4 Estimate of the electron affinity
from lifetimes of molecular negative ions
The relation between the electron affinity of a target molecule
with themeasured electron autodetachment time has not been
found to date. As shown in this section, the solution to this
problem allows one to propose a new method for estimating
the electron affinity of molecules using DEA spectroscopy.
Studies of MNI lifetimes attracted the greatest interest in the
1970s [373]. However, with the advent of quadrupole mass
analyzers, such work became the prerogative of Russian
scientists. The absence of new experimental data resulted in
the disappearance of theoretical papers, and interest in these
studies arose again only in the 2010s. The formation ofMNIs
by the VFR mechanism [14, 15, 19] is inherent only in
polyatomic systems having positive electron affinity.
Because the equilibrium geometries of an ion and a molecule
are, generally speaking, different, the ion begins to move in
the direction of the total energy minimum, which makes
electron ejection impossible until the system returns to the
initial geometry. For a diatomic molecule, the value of ta is
determined by the time nuclei move along the negative term
from the distance R0 (Fig. 17) at which the electron capture
occurs to the distance RC. For R > RC, this state becomes
stable.

In the case of a diatomic molecule, a MNI decays during
one or several oscillations of nuclei (for the electronic term of
theNI in the form of awell), depending on the autodecay term
width. Therefore, ta for the autodecay term is 10ÿ14ÿ10ÿ12 s
[5]. For polyatomic MNIs, where the energy excess is
redistributed between oscillations, the values of ta can reach a
few ten or even thousands of microseconds at the typical
oscillation period of atoms in an ion of 10ÿ13±10ÿ11 s [5, 19].
The value of ta can be roughly estimated from the expression [5]

ta / N! exp �EAa� ; �9�

where N is the number of active degrees of freedom involved
in the MNI geometry transformation. Because N � 3nÿ 6,
where n is the number of atoms in a nonlinear molecule, the
value of ta can be considerable. Because a VFR is related to
violation of the Born±Oppenheimer principle and therefore
requires a long lifetime of an electron in the scattering
potential region, the maximum electron energy is rather low
and, as a rule, does not exceed the thermal energy. Otherwise,
the electron will bypass the molecule in a time insufficient for
nuclei to begin the motion. This fact motivates a search for
intermediate electron capture mechanisms providing electron
confinement (see Section 3.1). In [373], the expression
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is obtained, where m is the electron mass, 1ÿ bw 0 is the
correction to the internal energy amount, b is a function
taking into account the frequency dispersion, ez and e 0z are
vibrational energies of the molecule and anion, respectively,
and ni are vibrational frequencies of the molecule. In this
model, the fraction of active degrees of freedom determining
the internal energy supply is specified by a choice of fitting
parameters w 0 and w 00. This disadvantage is absent in the
quantum statistical approach used in [374] to analyze MNIs
of fullerene C60. However, model [373] can be simplified
without loss of its predictive strength, as was done in [243,
375]. Although the simplified model (see Fig. 17) rigorously
describes only a diatomic molecule, it can be used to analyze
polyatomic molecules [5, 19], as in the description of decays

P
o
te
n
ti
al

en
er
gy

0

EAa

RCR0 Ra

Internuclear distance

VAE
VDE

Neutral molecule

Anion

Figure 17. (Color online.) Schemes of molecular (solid curve) and MNI

(dashed curve) terms: VAE is vertical attachment energy, VDE is vertical

electron detachment energy, EAa is adiabatic electron affinity, R0 and Ra

are equilibrium internuclear distances in a molecule and anion, respec-

tively, RC is the term crossing point.

February 2022 State of the art in dissociative electron attachment spectroscopy and its prospects 179



of ClCFÿ3 [376] and ClCHÿ3 [377] by considering the C±Cl
bond as the reaction coordinate and `freezing' the rest of the
degrees of freedom. Such a semi-classical dynamic approach
provides simulation of fast decays proceeding at the time
scale of � 10ÿ13 s of one oscillation of the halogen±carbon
bond.

According to review [378], the equilibrium in a vibrational
subsystem of a molecule or an MNI is described as their
`temperature' [374, 378±382]. This approach for molecules
became standard long ago; however, for MNIs, the question
is whether the complete redistribution of the vibrational
energy over internal degrees of freedom has time to occur
before the decay. In the case of long-livedMNIs ormetastable
decays, the energy equidistribution is obviously established,
but rapid processes require careful consideration. It was
shown recently theoretically [383] and experimentally [378,
379] that the intramolecular energy transfer time for vibra-
tional excitation can be rather small. For example, the energy
transfer from the selectively excited vibrational degree of
freedom of C±H in a benzene molecule and some other
polyatomic molecules can completely occur for times shorter
than 50 fs [384]. The experimental study of the dynamics of
the intramolecular redistribution of the vibrational energy of
the initially excited acetylene-type C±H bond to other modes
of the HÿC � CÿSi�CH3�3 molecule [385] gives a deexcita-
tion time of 128 ps.

It is reasonable to assume that anions have close
vibrational relaxation times and can be described statisti-
cally. Amolecular negative ion produced near a pointRC (see
Fig. 17) moves to the term minimum and, in the case of a
diatomic molecule, will return to the initial point in which the
autodetachment is an open channel. However, the MNI of a
polyatomic molecule moving to the minimum can transfer
part of the vibrational energy to other internal degrees of
freedom, making the return to the point RC impossible [378].
As a result, the MNI will oscillate near the equilibrium state
value of Ra until a sufficient supply of vibrational energy
concentrates on the reaction coordinate for returning to the
vicinity of the pointRC. The total vibrational energy stored in
the MNI is

Eÿvib � EAa � E 0
vib � e ; �11�

where E 0
vib is the vibrational energy of the initial molecule and

e is the captured electron energy. In the classical approxima-
tion,

E 0
vib � NkBT ; Eÿvib � NkBT

ÿ ; �12�

where N is the number of internal degrees of freedom, T and
Tÿ are `temperatures' of the molecule andMNI, respectively.
Then, in the Arrhenius approximation, the time to return
from the minimum of the MNI term to the point RC can be
described by the expression

ta � t0 exp

�
EAa

kBTÿ

�
� t0 exp

�
NEAa

EAa �NkBT� e

�
; �13�

where t0 is the period of anion vibrations in a potential wall, as
was shown in [234, 364].

Another physical interpretation of the parameter t0 is the
characteristic time of the distribution of vibrational energy
between internal degrees of freedom of the MNI, which can
vary from 100 [243] to 500 fs [375], depending on the
compound type. Unfortunately, no experimental or theore-

tical approaches for measuring this quantity exist, but clearly
it cannot be smaller than the minimal period of nuclear
oscillations in an MNI and probably should not exceed the
maximum oscillation period, i.e., it lies in the range from a
hundred to a few thousand femtoseconds. With the exception
of t0, expression (13) contains quantities measured in
experiments and gives the estimate of EAa in the form [218,
219, 372, 386]

EAa � ln �ta=t0��NkBT� e�
Nÿ ln �ta=t0� : �14�

The optimal method for estimating the electron affinity is
the study of related compounds, with one of them having the
known EAa [243, 375], which provides an estimate of t0 [387].
Figure 18 compares the values of EAa obtained by the
electron transfer reaction (ETR) method [4] with calcula-
tions by the B3LYP/6-31�G(d) method and calculations
using expression (14). The agreement between the ETR and
DEA results is quite satisfactory, whereas DFT calculations
systematically overstate the value of EAa by approximately
10% [387±389]. Note that ETR measurements are also based
on a comparison with the known value of EAa, while a more
accurate method is the photoelectronic spectroscopy of NIs
[390, 391]. Analysis of the EAa values calculated from (14)
showed that the variation in t0 considerably improves
agreement with data in the literature and the value of t0 does
not exceed 1000 fs. Note that the estimate of the amount of
vibrational energy from (12) gives overstated values at low
temperatures [374] in the denominator of expression (13);
however, a similar `error' also appears in the numerator,
because the excess MNI energy is assumed to be evenly
distributed over vibrational degrees of freedom. As a result,
these inaccuracies are compensated to some degree, leading to
acceptable results [218, 219, 243, 372, 375, 386, 387, 392, 393].

Ponomarev andMazunov noted earlier [394] that 10±30%
of the captured electron energy can be spent to change the
rotational and translational energy of MNIs, and only about
30% of internal degrees of freedom are involved in the
redistribution of the MNI vibrational energy. However, a
modification of expressions (13) and (14) taking these facts
into account does not lead to good agreement with data in the
literature. Khatymov et al. [395] attempted to modify the
Arrhenius equation to estimate EAa for phthalocyanine and
tetraphenylporphyrin molecules producing long-lived MNIs
for energies above 5 eV using the expression

ta � t0 exp

�
NEAa

eÿvib

�
�15�

instead of (13), where eÿvib=N corresponds to themean internal
vibrational energy per degree of freedom, and also represent-
ing the vibrational energy of the molecule in the quantum
approximation [374] as

e 0vib �
XN
j�1

P1
n�0 gj nhnj exp �ÿnhnj=kBT �P1

n�0 gj exp �ÿnhnj=kBT � ; �16�

where gj is the degeneracy degree and nj is the vibrational
frequency. The authors correctly note in [395] that the use in
(15) of more realistic values of e 0vib calculated by quantum
expression (16) instead of classical estimate (12) leads to
unacceptable values of t0 � 10ÿ24ÿ10ÿ19 s. Obviously, this
is explained by the fact that not all the MNI vibrations are
involved in the redistribution of the excess energy [373, 394].
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The decay rate of anions of 5,6,11,12,17,18-hexaazatri-
naphthalene and its derivative in the ground electronic state
due to autodetachment was estimated from the expression
[242]

k�eÿvib� �
sW��eÿvib ÿ ea�

hr�eÿvib�
; �17�

where ea is the activation energy, W��eÿvib ÿ ea� is the sum of
the states of the activated complex in the interval from zero to
eÿvib ÿ ea of all degrees of freedom orthogonal to the reaction
coordinate, r�eÿvib� is the density of the active states of the
anion, and s is the degeneracy degree of the reaction
coordinate. The required parameters were obtained by the
DFT method in the PBE=3z approximation [396], and the
results agree well with experiments and suggest that this
approach is promising despite the problem of fitting para-
meters and cumbersome calculations. Note finally that
expression (14) contains the only variable parameter t0, and
gives the estimate of ta or EAa, which is important for
describing MNIs with optimal structures significantly differ-
ent from the geometry of the initial molecule.

4.5 Stabilization mechanisms
of long-lived molecular negative ions
The delay of autodetachment during the attachment of
thermal electrons by the VFR mechanism [14, 15, 19] (see
Section 4.4) is determined by the redistribution dynamics of
the excess energy (see Section 3.6). In the epithermal energy
region, the SR lifetime is determined by electron tunneling
through a centrifugal barrier and is � 10ÿ10ÿ10ÿ15 s [237],
while the EER lifetime cannot exceed the characteristic
radiation lifetime of � 10ÿ8 s. There are several hypotheses
explaining the nature of MNI transitions from the initial
short-lived state to the long-lived state observed in the
epithermal region:

(1) formation of an EER and stabilization of theMNI due
to a nonradiative transition to the ground electronic state
[397, 398],

(2) formation of SRs and internal MNI conversion in the
ground electronic state [193, 238, 239, 399±401],

(3) formation of an EER and transformation of the ion
doublet to an ion quartet by intersystem crossing [402],

(4) MNI transitions to more stable conformations [394,
403, 404],

(5) electron attachment with excitation of plasma modes
[405].

Hypotheses 1±4 explain the existence of long-lived MNIs
in several resonances in the energy range from 0 to � 4 eV.
Hypothesis 5 explains a broad and in fact continues energy
range from 0 to 15 eV in which long-lived MNIs of fullerene
and its derivatives are observed [406±408]. The authors of
[405] considered in fact resonances of a new type when the
incident electron spends its energy to excite plasma oscilla-
tions and is captured with an energy close to zero. However,
obviously, this mechanism does not guarantee at all the
existence of long-lived MNIs, because the lifetime of
plasmons is � 10ÿ14ÿ10ÿ15 s [409]. Note that nothing is
known about the behavior of a fullerene MNI after electron
capture [410], although the electron autodetachment rate
constant is completely determined by the MNI excess
energy, meaning that the ground electronic state of fullerene
MNIs has a long lifetime.

Analysis of the literature shows that, independently of the
mechanism of initial electron attachment, the long lifetime of
MNIs in the epithermal energy region is determined not by
the initial but by the final long-lived electronic state, which is
obviously the ground electronic state produced from a short-
lived state due to a series of fast (10ÿ12ÿ10ÿ14 s) [411±413]
nonradiative transitions without multiplicity changing
(internal conversion). In this case, the radiative energy losses
are absent and all the excess energy of the MNIs is converted
into vibrational energy. This mechanism is confirmed by at
least three experimentally established facts:

(1) rapid monotonic decrease in htai with electron energy
[19, 193, 238, 239, 251, 370, 397, 398, 400±402],

(2) decrease in htai with increasing temperature at a fixed
resonance energy [193, 238, 239, 251, 400, 410],

(3) gradual disappearance of the temperature dependence
of htai with increasing resonance energy [238, 239, 251].

These observations can be explained without complicated
calculations. Namely, the MNI lifetime for molecules with
positive electron affinity is completely determined by the
excess energy and decreases with increasing Eexc. From the
mathematical point of view, htai is a unique monotonically
decreasing function of the excess MNI energy htai �
f �Eexc� � f �EAa � Evib �T � � e�. In the absence of radiation
losses, the value of Eexc increases with increasing e at
T � const and with increasing T at e � const. As e increases
for the fixed temperature range T1 < T < T2, the proportion
of mean vibrational energy Evib�T �=Eexc decreases.

From the theoretical point of view, the final electronic
state of long-lived MNIs obtained due to internal conversion
is analogous to the state formed during thermal electron
capturing, 3 but for excess energy higher by e, i.e., htai is also
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Figure 18. (Color online.) Comparison of EAa values obtained by ETR

(squares) [4] and B3LYP/6-3�G(d) (triangles) methods and from MNI

lifetimes (dots) [388]. List of compounds in the order of their arrangement

in the plot: 2- and 3-nitrotoluene, 2-, 3-, and 4-fluoronitrobenzene, 2-, 3-,

and 4-chloronitrobenzene, 3,4-dichloronitrobenzene, 1,4-dinitrobenzene,

1,4-naphthoquinone, 9,10-anthraquinone, phthalimide, azobenzene, pyr-

ene, benzopyrene, anthracene, tetracene, pentacene, 1,8- and 1,5-dini-

troanthraquinone, 1,2-, 1,8-, and 1,4-dihydroxyanthraquinone, 1,2,4-

trihydroxyanthraquinon, 2-hydroxy-1,4-, 5-hydroxy-1,4-, 5,8-dihydroxy-

1,4-, 3,5-dihydroxy-1,4-, 2,5,8-trihydroxy-1,4-, 2,3,5,7-tetrahydroxy-1,4-,

2,5,6,7-tetrahydroxy-1.4-, 2,5,7,8-tetrahydroxy-3-aceto-1,4-, 2,3,5,7,8-

pentahydroxy-1,4-, 2,3,5,7,8-pentahydroxy-3-aceto-1,4 and 2,3,5,6,7,8-

sextahydroxy-6-ethyl-1,4-naphthaquinine, 2,5-dichloronithrobenzene,

1,2,3,4,5,6,7-hepta(metoxycarbonyl)-, 1-cyano-2,3,6-trimethoxycarbo-

nyl-4,5 diari-7-trifuoromethyl-, 1,2,3,6-tetramethxycarbonile-4,5-diaryl-

7-trifuoromethyl-, 1-metoxy-2,7-dimetyl-3,6-dietoxytoxycarbonyl-4,5-

diaryl- and 1,2,4,5,7-pentaaryl-3,5-dietoxitoxicarbonyl-cycloheptatrien.

3 Note that such a state is completely similar to the autoionization state of

fragmented ions with the vibrational excitation energy exceeding the

electron affinity of radicals [19]. Measurement of the lifetimes of such

ions was difficult sometimes because of a small signal intensity, but in

some cases it was possible [414].
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determined by statistical laws. For example, Eexc for the
anthraquinone MNI can reach � 4 eV (`effective' vibra-
tional temperature [400] Tve � 1200 K), while for MNIs
of fullerene and its derivatives, � 20 eV [406, 407]
(Tve � 1950 K). To answer the question of whether MNIs
with such a high vibrational energy will be long-lived, the
temperature dependence of htai was studied for azobenzene
MNIs with a static mass spectrometer using the ISK model
(see Section 3.6). The numberW �E � of vibrational degrees of
freedom of the molecule and ion was determined by direct
calculations, which made it possible to express them in terms
of the functions of density rn�E � and ri�E � of the correspond-
ing energy state and to use themain formula of the ISKmodel
in the form

ta�Ev; e� � t0
ri�EAa � Ev � e�

rn�Ev � e� ; �18�

where Ev is the vibrational energy.
The initial Boltzmann distribution of molecules was

calculated from the expression

P �Ev;T � � rn�Ev� exp �ÿEv=kBT �
P 3Nÿ6

i�1
�
1ÿ exp �ÿhcoi=kBT �

�ÿ1 ; �19�

where oi is the frequency of the ith molecular vibration and
the electron capture cross section s�e� was simulated by
Gaussians. The values of ta and the shape of the azobenzene
MNI current calculated at several temperatures reproduced
experimental data with an error of� 2ÿ10%,which confirms
the correctness of the statistical ISK model and the assump-
tion that MNI stabilization during the attachment of
epithermal electrons occurs due to internal conversion.
Obviously, each MNI has its own critical excess energy at
which ta becomes smaller than 1 ms. It is convenient to define
this energy per vibrational degree of freedom for a correct
comparison of different MNIs. For example, these energies
for MNIs of azobenzene [239], fullerene [406±408], and
anthraquinone [238] are � 0:05 eV, � 0:1 eV, and
� 0:07 eV, respectively.

Figure 19 shows the energy level diagram (similar to the
Jablonski diagram in photochemistry) of competing radiative
and nonradiative processes in MNIs produced using the SR
mechanism. The diagram is constructed for the lowest-energy
SR by ignoring dissociation processes (assuming that they are
either unlikely or do not have enough energy to occur) and
conformation transitions. One can see from the diagram that
the SR evolution is determined by the competition of
autodetachment and internal conversion. In this case, it is
necessary to distinguish two types of autodetachment
processes: from the MNI initial state (femtosecond pro-
cesses 2 and 3) and from MNIs relaxed due to internal
conversion to the ground electronic state (microsecond
processes 5 and 6). Experimental data on the rate constants
of internal conversion of MNIs are absent, but we can
assume that they are close to these rates for molecules, i.e.,
1012ÿ1014 sÿ1 [411±413]. In the case in Fig. 19, the main
competing processes are reactions 2±4.

In the alternative concept of MNI stabilization during
electron attachment by the EER mechanism with the
transformation of an ion doublet to an ion quartet [402], the
internal conversion efficiency is assumed to be low due to the
large excess energy of the MNI ground electronic state.
However, the consideration of internal conversion and a

similar consideration of the EER evolution lead to the same
results as in the SR case (Fig. 20), whereas intersystem
crossing, as a spin inversion process, corresponds to less
probable relativistic effects. The intersystem crossing rate is
usually 2±3 orders of magnitude lower than the internal
conversion rate, i.e., the latter is the most probable compet-
ing process. Even if we assume that intersystem crossing for
molecules studied [402] is more probable, it remains unclear
how this concept agrees with temperature effects and the
dependence of htai on e. It is not by chance that the final
state, the Mÿ

q ion quartet, has a configuration different from
that of the initial Mÿ� ion doublet, i.e., intersystem crossing
is accompanied by conformational changes, so that Mÿ

q

proves to be in fact devoid of a vibrational energy supply,
and only then can its further behavior be explained by
electronic effects [402].

In concluding this section, we consider the possibility of
using modern theories of nonradiative transitions in polya-
tomic molecules [411±413] to describe MNIs. Because of the
short duration of the exciting pulse and high density of
vibronic states, molecules are excited to nonstationary states
[412, 415]. In the case of MNIs excited by electron pulses, the
electron capture time of� 10ÿ15 s is estimated by the electron
free flight time over a distance equal to the effective diameter
of the molecule. The 1-eV electron flies over a distance of 3 �A
during � 5� 10ÿ16 s, so the natural width of the exciting
pulse is � 1:3 eV. The density of vibrational states of
azobenzene molecules in the maximum of their distribution
at a temperature of 353 K obtained by direct calculations is
� 4:6� 108 eVÿ1, i.e., the incident electron has time to
`interact' with � 6� 108 vibrational states, while the nonsta-
tionary MNI state produced is a mixture of the order of 108

stationary states. During mixing of this nonstationary state,
the nuclear motion becomes stochastic, as in the VFR case, or
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an irreversible nonradiative transition to a lower electronic
state occurs. The probability of this transition increases with
increasing density of vibronic states of the lower electronic
state at a vibrational energy equal to the nonradiative
transition energy. The density of such vibronic states for an
MNI is higher than that for a molecule, because the
vibrational energy of an MNI is higher by the value of EAa

and is � 3:2� 1025 eVÿ1 for azobenzene, i.e., nonradiative
transitions in MNIs are much more probable than in neutral
molecules.

5. Conclusions

A comprehensive detailed consideration of the problem
indicated in the title is obviously far beyond the scope of our
paper, especially taking into account the fact that the last
review in this field was published in Russian more than
20 years ago [5]. Nevertheless, based on the material
presented here, we can mention some prospects for studying
resonance electron scattering. One trend is the complication
of objects, including biological structures [284], molecules
introduced into clusters [416] and adsorbed on surfaces [417],
and structural elements of organic electronics [418]. Tradi-
tional experimental methods, including molecular beam
preparation, allow the study of these objects; however, the
theoretical description of electron-induced processes in large
molecules encounters considerable difficulties [29±31]. There-
fore, it is necessary to develop methods for describing the
DEA by polyatomic molecules for interpretation of experi-
mental results and describe evolution processes from the
moment of rapid `vertical' electron attachment to the
microsecond and millisecond MNI decay, which at present
is impossible even using imitation simulations [200].

One of the most important problems, which was partly
solved for neutral molecules [419±422], is related to the paths
and the rate of motion of excess energy over the vibrational
degrees of freedom of MNIs, which takes into account the
energy exchange between normal vibrations due to their
interaction and is described in anharmonic approximations

[423]. The development of this area will make a substantial
contribution to the description of mechanisms of metastable
decays and various MNI dissipation channels. At present,
these effects are only mentioned based on DEA observations
of structurally close molecules at the microsecond time scale
[120], while the energy redistribution in MNIs determining
key autodetachment and dissociation processes does not have
a theoretical description, even in the case of SFÿ6 [147, 424].
Note here also the opposite case of existing highly excited
localized vibrational states of polyatomic neutral molecules
[425, 426]. A focused search for the manifestation of local
modes using the DEA spectroscopy method will help to open
new MNI stabilization mechanisms.

To understand the electron capture process at the initial
moment, it is very important to know fundamental mechan-
isms and temporal characteristics of competing femtosecond
processes, which lead either to rapid electron detachment or
to a series of nonradiative transitions delaying autodetach-
ment and making dissociative decays possible. An accurate
description of these phenomena requires solving complex
quantum-mechanical problems, but it will give a detailed
picture of the initial moment of electron attachment followed
by themotion of the excess energy inMNIs. In particular, it is
necessary to have ab initio estimates of SR lifetimes [427, 428]
and rate constants of internal conversion for MNIs, which at
present are known only for neutral molecules [411±413].

Concerning new experimental methods, quite promising
is the recently developed velocity slice imaging technique
[429]. However, the method of electron transmission spectro-
scopy [7, 8, 121], which is quite rare at present, has not lost its
significance at all, especially as a source of information about
fast resonance processes supplementing the results of DEA
spectroscopy at the microsecond time scale [254]. To develop
applied and interdisciplinary directions, it is necessary to
estimate absolute DEA cross sections [430] for measuring
quantitative characteristics of elementary processes. Promis-
ing studies of large objects are closely related to the
development of techniques for obtaining molecular beams,
including experiments with clusters. Note also the possibility
of changing the time scale of mass-spectrometric experiments,
which provides additional information on theMNI evolution
[254].

The combined efforts of numerous scientific groups in
studies of radiosensitizers will probably give the most
important results for DEA applications in radiation biology
[431]. This area is quite closely related to the use of
nanoparticles in medicine [432±434] involving reactions of
dissipative electron transfer [435, 436]. In addition, two broad
areas in applications of results in molecular electronics and
biochemistry have been initiated, in particular, in actual fields
of mitochondrial medicine, precise drug delivery, determina-
tion of the molecular mechanisms of action and side effects of
drugs, mechanisms of toxicity and action of antioxidants, and
studies of the electronic properties of natural compounds
[293]. In addition, the results discussed above can find
important applications in agriculture related to the study of
action mechanisms of herbicides and inductors of plant
stability to environmental stresses [324], and also in the
effects of xenobiotics in photosensitizing organisms [326].

Note in conclusion that resonance scattering and DEA
studies have not lost at all their fundamental importance,
relevance, and outlook, especially taking into account the
goal of achieving an understanding of many processes in a
variety of fields of knowledge at the level of individual
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molecules and their elementary interactions. In domestic
science, contrary to common sense, the situation seems to be
determined again by historically political factors, which at
present is leading this field of study to complete disappear-
ance. However, undoubtedly, resonance scattering and DEA
studies in the work of foreign colleagues will be rapidly
developed in the nearest future according to the require-
ments of modern science.
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