
Abstract. We consider various methods and techniques that
are used in experimental condensed matter physics for mea-
suring electron magnetization and susceptibility. The list of
considered methods for macroscopic measurements includes
magnetomechanical, electromagnetic, modulation-type, and
thermodynamic methods based on chemical potential varia-
tion measurements. We also consider local methods of mag-
netic measurements based on the spin Hall effect and
nitrogen-substituted vacancies (NV centers). Scanning probe
magnetometers±microscopes are considered, such as the mag-
netic resonance force microscope, SQUID microscope, and
Hall microscope. The review focuses on the electron spin
magnetization measurements in nonmagnetic materials and
systems, particularly in low-dimensional electron systems in
semiconductors and in nanosystems that have come to the
forefront in recent years.
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1. Introduction

Due to the additivity of thermodynamic quantities, measure-
ments of any of them become challenging upon reducing the

size of the studied sample. Experimentalists already face this
problem when dealing with small three-dimensional objects
such as `whiskers' of Zn, Bi, and Sn, whose typical sizes are
1� 10� �100ÿ1000� mm3. Indeed, the magnetic susceptibil-
ity of nonmagnetic metals is typically � 10ÿ6; therefore, the
magnetization of such a sample in a field of 103 Oe is
� 10ÿ12 CGS, which is several orders of magnitude less than
the sensitivity threshold of traditional laboratory magnet-
ometers, including torsion [1, 2], Faraday (or `magnetic
balance'), vibration-type (so-called Foner magnetometers)
[3], and others.

For such small samples, a change in the magnetic
susceptibility by 1% in a field B � 103 G causes a change in
the magnetic flux through the sample cross section of
1� 10 mm2 by about 10ÿ11 CGS, which is approximately
10ÿ4 times the flux quantum and also lies beyond the
sensitivity threshold of SQUID magnetometers.

This seemingly purely technical problem for a long time
remained an obstacle to studying the magnetic properties of
two-dimensional (2D) electron systems in which the effective
thickness of the electron layer is of the order of the Fermi
wavelength 10ÿ50�A and where the typical number of
electrons in the sample in total is 108ÿ109. The characteristic
energy associated with the desired changes in magnetic
properties are not so small, � mBB � 0:1 K per electron,
where mB is the Bohr magneton. This obviously means that
the diféculty of measuring the magnetic properties of 2D and
ultrathin samples is associated not with the smallness of the
effects but with the failure of traditional methods for
measuring the properties of samples of small thicknesses.

Clearly, to overcome the problem, different measurement
methods are needed in which the signal strength does not
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decrease proportionally to the sample volume. This review
addresses a number of such, in fact, classical methods that
have been successfully used in practice.

In the field of condensed matter magnetometry, there is a
review byUsher and Elliot [4] discussing classical methods for
measuring orbital electron magnetization and their applica-
tion for studying the quantum Hall effect and related
phenomena. There are also a number of monographs (e.g.,
[5]) where techniques for measurements with ferromagnetic
materials are considered. In this review, in contrast to [4, 5],
we focus on methods for measuring spin rather than orbital
magnetization of electrons in nonmagnetic materials; spin
magnetization is usually much less than the orbital one. For
completeness and the convenience of the reader, we briefly
mention not only spin magnetism but also the orbital
magnetism of electron systems, including those that have
already been described in [4]. However, we supplement this
description with some results omitted in [4].

We then describe more modern methods developed in the
last 20 years for studying the spin properties of strongly
correlated electrons in low-dimensional systems. Recently,
thermodynamic methods have turned out to be among the
most fruitful; they are based on measurements of chemical
potential derivatives for 2D systems. We describe several key
physical results obtained by these methods. Finally, we
consider local methods of measurements, including various
types of scanning magnetic microscopes, booming recently in
connection with the numerous problems in spintronics,
single-spin manipulation, biophysics, and virology.

2. Traditional methods
of electron magnetization measurements

2.1 Electromechanical methods
These methods can be divided into two classes: (a) based on
measurements of the force acting on a sample in an
inhomogeneous magnetic field, F � �MHH�B (Faraday mag-
netometer), or of the torque L �M� B in the case of an
anisotropic sample in a uniform magnetic field (a torsion
magnetometer) and (b) based on electromagnetic induction
measurements (a Foner magnetometer).

2.1.1 Torsion magnetometer. This type of magnetometer is
based on `torsion balance' introduced into everyday use
of experimental physics at the end of the 18th century by
C-A de Coulomb to measure electrical forces and by
H Cavendish to measure gravitational forces. In contempor-
ary experimental physics, laboratory magnetometers are
ubiquitous for measuring the torque acting on an anisotropic
sample in a uniform field B. In torsion magnetometers, this
torque is compensated by forces from the elastic element
deformation.

To measure the deformation of the elastic element,
capacitive, inductive, or optical sensors are used. Capacitive
deformation sensors [1], starting from the 1960s to the
present, have been successfully used for measurements of
oscillatory magnetization (de Haas±van Alphen effect,
dHvA). With regard to the problem of measuring the
magnetic properties of low-dimensional systems, torsion
balance scales were adapted by Eisenstein et al. to measure
the dHvA effect for electrons in a 2D system [6, 7]; the design
of these scales is shown schematically in Fig. 1. The sampleÐ
a GaAs±AlGaAs heterostructure with the 2D electron gasÐ

is attached to a thin elastic thread (Pt±W, with a diameter of
37 mm and 2 cm long), stretched perpendicular to the
magnetic field direction. The orbital magnetic moment M of
electrons in a 2D system is the partial derivative of the free
energy with respect to the magnetic field:

M � ÿ
�
qF
qB

�
N

:

For isotropic samples (ignoring the geometric demagne-
tizing factor), the field-induced magnetic moment M is
parallel to B, and therefore torque does not arise. For a 2D
electron system, the induced orbital moment is always
directed normal to the 2D plane, due to in-plane cyclotron
motion. This magnetic moment causes a mechanical torque
acting on the sample,

L �M� B� d� HH�MB� ;

where the second term arises in an inhomogeneous magnetic
field and d is the vector arm of the applied torque relative to
the rotation axis.

The torque L leads to twisting the elastic thread until the
force of its elastic deformation compensates the applied
torque. The thread rotation angle f is registered, for
example, by a capacitance change. For a small twisting angle
j5 y0, the restoringmechanicalmoment of the twisted elastic
thread is Lj �MB sin y0, where y0 is the angle between the
field direction and the normal to the plane. While deviations
from the equilibrium are small, j < 10ÿ4 rad, torsion scales
operate in the linear regime, with j /M.

The authors of [6, 7] estimated the sensitivity limit for the
thread twisting as 1 mrad, and for the magnetometer in total
as 10ÿ12 J Tÿ1 (or 10ÿ9 CGS) in a field of 5 T, which is
equivalent to 1011mB. To detect the dHvA effect with such a
relatively low magnetometer sensitivity, the authors used a
GaAs=AlGaAs heterostructure containing a large number of
parallel-connected 2D electron sheets with a total area of
2 cm2 [6], and even 12.5 cm2 [7]. Due to the nonlinearity of
capacitance changes with the angle (disc misalignment), the
amplitude M was measured in Refs [6, 7] with a 25%
uncertainty.

A different design of the torsion magnetometer with a
capacitor more sensitive to the angle of sample rotation was
developed by Templeton [8] and was later applied with some
improvements in a number of studies [9±11]. In this design,
twisting the thread together with the sample and the capacitor

Rotating electrode

Steady electrodes

Sample

n

B

Figure 1. Schematic design of the torsion magnetometer from Ref. [6].

nÐnormal to the sample plane, BÐmagnetic field vector.
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plate changes the effective capacitor gap d rather than the
area of the plates. As a result, relative capacitance changes
amount to dd=d, rather than dS=S, as in the design in Fig. 1,
giving a gain in threshold sensitivity by an order of
magnitude.

Due to the small gap d � 0:2 mm between the capacitor
plates, the magnetometer threshold resolution in terms of the
rotation angle �1=C��dC=dj� could be a factor of� 25 better
in this design than in the magnetometer in Fig. 1, although in
practice it appeared to be improved only 10-fold, being
limited by vibrations. Another advantage of this design is
the possibility of using an electrostatic (ponderomotive)
force, by applying a DC voltage between the capacitor
plates. Such a feature is useful for damping the rotation
system dynamics, for calibrating the absolute value of the
elastic torque (in situ, in the course of experiment), as well as
for introducing feedback, thereby linearizing the amplitude
response characteristics of the magnetometer.

The threshold resolution was 10ÿ12 J in terms of the
detectable torque and � 1 mrad in units of the detectable
rotation angle, or 10ÿ5 in terms of the relative change in
capacitance. This resolution enabled detecting dHvA oscilla-
tions for a single heterojunction 8mm2 in area, with a total
number of electrons� 7� 1010.

Because all torsion magnetometers are based on a freely
suspended electromechanical system, themain source of noise
is vibrations. Wiegers et al. [12, 13] described a design more
resistant to vibrations, which contains a cylindrically sym-
metric rotor capacitor, with the sample located in the center
of mass of the rotary unit.

These design features have reduced the parasitic coupling
to external vibrations. The resonant frequency of the
suspended system is 1.5 Hz, and the sensitivity threshold of
this magnetometer can be estimated from the reported
measurements of the oscillatory signal as dM � 0:01mB per
electron, although slow variations in the background were
about a factor of 10 larger [12, 13]. The authors estimated the
threshold magnetometer sensitivity as 10ÿ13 J Tÿ1, which is
equivalent to dM � 1010mB in a field of 1 T.

2.1.2 Torsion magnetometers with optical detection. In torsion
magnetometers with capacitive sensors, the detecting bridge
circuit is fed with a low-frequency AC voltage, which can
induce unwanted EMF at the sample contacts.

In Refs [14, 15], an optical technique was used to detect
sample deviations. For this, a laser beam was introduced into
a cryostat via a multimode fiber and reflected from the
sample, after which it reached the photodetector. In [16], the
magnetometer was successfully used to measure electron
magnetization of quasi-two-dimensional small organic crys-
tals (weighing 0.13 mg), as well as to measure magnetization
of GaAs double quantum wells [15] and a single-layer
GaAs=AlGaAs heterostructure [14]. A threshold sensitivity
of 2� 10ÿ13 J Tÿ1 in a field of 15 T corresponds to
magnetization changes dM � 5� 10ÿ3mB per electron. Opti-
cal detection turned out to be workable even for measure-
ments in the field of a Bitter magnet, which creates fairly large
electrical noise. In this case, the threshold sensitivity was an
order of magnitude worse, but was still sufficient for studying
quantum oscillations of magnetization of single- [16] and
double-layer heterojunctions GaAs=AlGaAs [15].

2.1.3 Microconsole-type magnetometers. The operation prin-
ciple of these magnetometers is similar to the torsion balance.

Just as in the latter, the torque acting on a sample from the
magnetic field is balanced by the mechanical torque of elastic
forces. The difference is that the elastic element undergoes
bending rather than torsion deformation.

In Ref. [17], a `flexural' magnetometer is described in
which the sample is not integrated into the console, but itself
plays the role of a bending element. Thus, the torque acting on
the sample causes bending of the sample itself, and not of the
auxiliary elastic element. The sampleÐa flat threadlike
crystal (whisker) � 1 mm thick and l � 200 ± 1000 mm
longÐ is placed in a magnetic field tilted by 0 < j < 90�

relative to its plane. One end of the sample is firmly fixed. The
magnetic field induces the torqueL � HHj�MB�. According to
the elasticity theory, the resulting bending of the sample is
characterized by a certain average angle

a � k
Ll

Ed 3b
; �1�

where E is the elastic modulus, d is the thickness, b is the
sample width, and k is a factor of the order of unity.

As can be seen from Eqn (1), the bending angle is
inversely proportional to d 3, while the torque L itself is
proportional to the sample volume, i.e., the thickness d.
Thus, with a decrease in the sample thickness, the bending
angle does not decrease, but increases! The measured
bending angle is a measure of the mechanical torque L, and
therefore of the magnetic moment M.

Using this magnetometer, quantum magnetization oscil-
lations were measured for a threadlike Bi crystal with sizes of
1� 10� 600 mm3 [18]. The bending angle for such samples in
this case was 10ÿ3 rad, and magnetic moment changes
10ÿ11 CGS.

To linearize the characteristics of the device, feedback is
introduced by applying a voltageU between the sample and a
closely located metal plate. The torque ZU 2 of electrostatic
forces acting on the sample compensates the measured
torque L. For a large amplification factor in the feedback
circuit, the angle a is practically unchanged, and ZU 2 is the
measure of the desired magnetization signal dM=dj. Due to
the feedback, the dynamic range of the measured moment
spanned 4 orders ofmagnitude, i.e., 80 dB [18]. The noise level
of the magnetometer was � �10ÿ6 ± 10ÿ7� dyn cm in the 1 Hz
bandwidth.

With the development of microtechnologies at the end of
the 20th century, micromechanical cantilever (or console)
magnetometers (MCMs) were designed based on both
silicon technology [19, 20] and GaAs technology [21, 22].
Figure 1 shows a planar sample with the 2D electron gas,
mounted at the end of an elastic microconsole. The external
magnetic field B is applied at an angle to the sample plane
(Fig. 2). Because the orbital electron magnetization vector is
perpendicular to the 2D electron gas plane, the console with
the sample experiences the mechanical torque L �M� B.
Thus, the desired magnetic moment, in the first approxima-
tion, is proportional to the angle of deformation of the
elastic beam.

The operation principle of theMCM is illustrated in Fig. 2
taken from [20]: the sample, glued at the end of the console, is
a chip 1 mm2 in area with an Si=SiGe heterojunction
containing a 2D electron system; to reduce the weight, the
SiGe substrate is thinned to 10 mm. The console with the
sample is directed at an angle a to the magnetic field B vector;
changes in the magnetic moment, proportional to the torque
L, are directly related to the console bending angle:
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dM � dL=B? tan a. The typical thickness of the bending
elementÐbeamÐ is 10 mm [22].

Micro-console magnetometers provide high sensitivity.
In particular, in Ref. [22], the threshold sensitivity was
dM � 3�10ÿ15 J Tÿ1 (dL � 1� 10ÿ14 N m) or � 107mB, i.e.,
10ÿ3mB per electron. In experiment [20], using this magnet-
ometer, quantummagnetization oscillations for a 2D electron
system in SiGe were reliably detected starting from a field
� 1 T. Using this, in Ref. [20], the authors were able to study
Landau level broadening, the valley and spin splittings and
their renormalization in a magnetic field. In experiments
[23, 24] with a GaAs=AlGaAs heterojunction, the authors
measured the density-of-states profile at the Landau levels:
minima of the density of states, the amplitude of oscillations
in absolute units, as well as the enhancement of spin splitting
caused by exchange interaction between the Landau levels. In
an experiment with ZnSe=Zn1ÿxÿyCdxMnySe quantum
wells [25], the evolution of extended states at the Landau
levels with level broadening was studied.

In most magnetometers [19, 20, 22, 23], the bending of the
micro-console was detected via changes in the capacitance of
the capacitor, C � C0 � dC, with a gap between the plates
ranging from 100 mm [20] or 50 mm [23] to 0:1 mm [26].

Besides the capacitive method of measuring beam
deformation, in a number ofMCMdesigns [26, 27] an optical
technique was used, similar to that considered above for
torsion magnetometers. Relinquishing electrical measure-
ments of capacitance with an AC current allows, in princi-
ple, eliminating cross interference on the sample and therefore
enables measuring DC transport properties simultaneously
with magnetization measurement.

For measurements of the magnetic moment for a ferro-
magnetic semiconductorGa1ÿxMnxAs in [21], anothermethod
was used: measuring the shift of the vibration eigenfrequencies
of the console. The elastic beam in the magnetometer [21] had
transverse dimensions of 50� 0:1 mm2, a length of 400 mm, a
resonant frequency � 1600 Hz, and a Q-factor of 11500. A
sample with dimensions of 40� 100 mm2 was installed at the
end of the beam. With these parameters, the threshold
sensitivity was shown to be 3� 106mB in a field of 0.1 T and
in the 1 Hz bandwidth [21].

The obvious advantages of MCMs are their miniature
design and short response time, which is due to the resonant
frequency of the beam being approximately inversely propor-

tional to its length. In practical constructions, the resonant
frequency is� 1 kHz [19], allowing suchmagnetometers to be
used in measurements in pulsed fields. Of course, for
applications in `long' pulsed magnetic fields, of the order of
tens of ms, the mass of the sample should be small, of the
order of a mg; generally, for static measurements, the mass is
limited to � 10 mg, due to unbalanced gravity. In some of
these devices [21, 22, 27], the micro-console is integrated into
a single unit with the sampleÐa GaAs-based heterojunction
substrate with a 2D electron gas.

It is worth noting a local magnetometry technique related
to MCMs: the scanning magnetic force microscope (MFM),
to be briefly considered in Section 5.3.1 below.

2.1.4 Vibrating-type magnetometer. In vibrating magnet-
ometers (VMs), the measured signal is the EMF induced by
mechanical vibrations of the sample relative to a pick-up coil,
placed in a constant magnetic field. The VM was invented by
Foner [28] and described by him in detail in Ref. [3]. In the
original design [3, 28], the sample vibration was driven by a
loudspeaker cone in the direction perpendicular to the
magnetic field. The author estimated the threshold sensitiv-
ity in terms of the susceptibility as dw=w � 2� 10ÿ10 in the
frequency bandwidth of 2� 10ÿ2 Hz [3] and in terms of
magnetization as 10ÿ9 CGS in a field of 1 T [29].

Various options of the pick-up systems for detecting the
induced AC magnetic field, including SQUID magnet-
ometers are discussed in review [29]. Various examples of
VMs in cryostats with 3He [30, 31] pumping, in dilution
refrigerators [32], and in hydrostatic pressure cells [33, 34] are
also considered. The `inverse' VM design is described in [35],
in which the sample is likewise placed in the bore between two
coils. However, the coils are used not to receive the induced
voltage but to generate an alternating magnetic field. As a
result, a force acts on the sample causing it to vibrate, which is
detected by piezo-sensors.

When superconducting coils are used (in contrast to an
electromagnet with a gap between the magnet poles, as in the
first studies [3, 28, 29]) in modern VMs [36±40], the sample
moves parallel to the magnetic field of the solenoid, rather
than perpendicular. Figure 3 shows a schematic design of the
pick-up coil system for this geometry, called a `vibrating
sample magnetometer' (VSM).

Let a sample with a magnetic moment M be located at
an average distance Z from the plane of the pick-up coil
with radius r. The sample sizes are presumed to be much less
than r and Z. The reciprocal motion of the sample along the
magnetic field, z�t��Z0 sin �ot�, induces an EMF in the
pick-up coil [36±41]:

E / qO
qZ
� 6pr 2Z �Z 2 � r 2�ÿ5=2 ; �2�

z

xd

dÿ Dd

a

Mx

Mz

B
M

CantileverGroundplane

C0 � dC

Figure 2. Schematic design of a microconsole magnetometer [20].

Bz�t� � Z0 sin �ot�

Figure 3. Schematics of pickup coils in a VSM for sample vibrations along

the field.
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where O is the angle subtended by the coil perimeter as seen
from the sample location point, and the transverse dimen-
sions of the coils are assumed to be much less than r and Z.
For a pair of identical oppositely connected coils spaced 2Z
apart along the solenoid axis, the sample deviation from the
center by the distance x induces the EMF

E �Z; x� / 6pr 2
��Z� x���Z� x�2 � r 2

�ÿ5=2
� �Zÿ x���Zÿ x�2 � r 2

�ÿ5=2	
: �3�

Adetailed analysis of the EMF induced in the pick-up coils of
various geometries and for their various locations is given in
Ref. [40]. The amplitude of the induced voltage has a
maximum at Z � r=2; however, to achieve the maximum
flatness of E�x� (which is weakly sensitive to the radial
deviation of the sample middle point from the ideal posi-
tion), Z � ���

3
p

r=2 is usually chosen [36].
To drive the sample vibration, several techniques are now

used: electric motors with lower gears [37], bimorph piezo-
elements [31], crankshaft mechanisms [38], and stepper
motors [39]. The threshold sensitivity of a VSM typically
ranges from � 10ÿ5 CGS [37, 39] to 10ÿ6 CGS [31].

With an increase in the amplitude of oscillations, even
harmonics appear in the picked-up EMF in the receiving
coils. In Ref. [40], the amplitude of the second harmonic was
used to absolutely calibrate the VSM; this method is
conceptually similar to the one discussed below, that of
finding the magnetization amplitudes for a nonlinear oscilla-
tor [42, 43].

Vibrating sample magnetometers have proven to be
reliable and convenient tools and are currently produced by
a number of manufacturers of scientific equipment [44].

2.1.5 Summary. The electromechanical and electromagnetic
magnetometers described above provide the possibility of
taking measurements of the thermodynamic magnetization
M � ÿ dF=dB in absolute units. For the majority of them
(except some console types [19]) magnetization measure-
ments are performed under slow magnetic field sweeping or
at a constant field. To lower the unwanted vibration effects,
all these instruments have a low resonant frequency of their
elastic mechanical system, � 1 Hz, and therefore field
modulation is not used. As a result, the magnetometers are
rather slow and, besides the oscillatory magnetization,
detect an unwanted slow monotonic background signal,
related to drifting environment parameters, the drifting of
the construction and magnetism of its elements, etc. Despite
all these shortcomings, due to the simplicity of the design,
VSMs are widely used and are commercially available for
laboratory applications.

Obviously, to reduce the effect of drift, it is necessary to
increase the modulation frequency of the signal. The only
parameter allowing fast modulation is the concentration of
electrons, which can be changed in 2D structures by varying
the gate voltage. This modulation method is described in
Section 2.2.2 below.

2.2 Electromagnetic magnetometers

2.2.1 SQUID magnetometer. The first measurements of the
quantum oscillations of magnetization for a 2D electron sheet
were done in Refs [45, 46] using SQUID magnetometers. By
now, a large number of laboratory instruments of this type

have been described in the literature; moreover, SQUID
magnetometers are commercially available; for this reason,
we mention them here only briefly. In Refs [45, 46], the
authors used a commercial SQUID magnetometer whose
threshold sensitivity was insufficient for detecting quantum
oscillations of a single 2D layer of electrons with a density
� 1011 cmÿ2. For this reason, the authors used a set of
23 parallel GaAs±AlGaAs heterostructures, each with
173 2D layers (quantum wells), a total of 4000 parallel-
connected 2D layers of 240 cm2 in area. As a result, the
authors for the first time observed quantum oscillations (de
Haas±van Alphen effect) for a 2D electron system.

In a more advanced design [47], the threshold sensitivity
was improved by more than three orders of magnitude;
as a result, the authors registered quantum oscillatory
magnetization for electrons in a GaAs±AlGaAs heterostruc-
ture 7 mm2 in area. Subsequently, they were able to study
electron magnetization in the fractional quantum Hall effect
regime [48].

In a SQUID magnetometer [48], a thin-film SQUID
sensor was used with an integrated multi-turn superconduct-
ing coil. A first-order gradiometer was connected to the input
superconducting coil, creating a flux transformer. A sample
with a 2D electron system was positioned in one of the
reception pick-up loops of the gradiometer. The SQUID
itself was located in a remote cryostat and was shielded from
the stray magnetic field. To reduce noise, measurements were
carried out by modulating the gate voltage of the 2D
heterostructure, at a frequency of 1.2 kHz, at which the
SQUID noise level was the lowest. In the absence of a field,
the noise level of the magnetometer was 3:5�10ÿ5F0 Hzÿ1=2

(for � 2� 1010 electrons in the sample); however, the noise
increased with the field, by approximately a factor of
10 already in a field of 6 T.

2.2.2Modulation technique of magnetic susceptibility measure-
ments. The total orbital magnetization for a typical sample
10ÿ2 cm2 in area with 2:4� 109 electrons in a field B � 10 T
amounts to only � 4� 10ÿ11 CGS. In order to measure such
a small quantity, it is necessary to use rather complex
electromechanical constructions discussed above, poorly
compatible with magnetic field modulation. To solve this
technical problem, Fang and Styles [49] modulated the
electron concentration, rather than the external magnetic
field. Implementation of the much higher frequency reduces
the most difficult problem of the low-frequency 1=f noise. In
experiment [49], the gate voltage of the gated structure was
modulated at a frequency of 100 kHz, and to receive the
induced signal, a thin-film coil was fabricated on the surface
of the insulating Al2O3 layer, deposited atop the Al gate.

In order that the picked-up alternating magnetic field not
be shielded by the conducting polysilicon gate, the latter was
lithographically split into 20 strips, each 25 mm wide. Under
harmonic modulation of the gate voltage Vg � Vg0�
DVg cos �ot�, and, accordingly, modulation of the electron
concentration in the 2D layer Dns � �1=e�CDVg cos �ot�, the
voltage V�t� induced in the receiving coil was proportional to
the oscillatory component dM=dns�B; ns�:

V�t� � dF
dt
� SC

e

���� dMdns
���� dVg

dt

� S

�
N� 1

2

�
�hoCDVg

m �c
; �4�

January 2021 Measurements of the magnetic properties of conduction electrons 7



where F is the magnetic flux across the pick-up coil, S is the
total area of the 2D channel, C is the capacitance of the gated
MOS structure,m � is the electron effective mass, andN is the
Landau level number.

Equation (4) has no fitting parameters; the sample
dimensions, area, and capacitance are easily determined.
Despite this apparent simplicity, measurement of the abso-
lute amplitude of oscillations with this technique is impeded
by the recharging time of the MOS structure, � C=sxx �
Cr 2

xy=rxx which for correct amplitude measurements must
be much shorter than the modulation period. In practice,
this requirement can hardly be fulfilled, especially when
approaching the quantum Hall effect, where the conductivity
of the 2D system drops exponentially, and therefore the
recharging time increases in a 2D structure [50].

2.2.3 Oscillatory magnetization measurements in a system with
nonlinear magnetization. In Refs [42, 43], a method was
proposed and implemented for measuring the amplitude of
electron magnetization oscillations from quantum oscilla-
tions of any other quantity (specifically, for example,
magnetostriction) under nonlinear conditions of magnetic
interaction. The parameter measured in this method is the
shape or the spectrum of quantum oscillations; it does not
decrease proportionally to the sample volume; this feature, in
principle, makes it applicable to systems with a small number
of electrons. The method is based on the fact that despite the
smallness of the magnetization oscillations dM, i.e., the
amplitude of the dHvA effect, the oscillation period for
large Fermi surfaces is also small, dB=B5 1, and therefore
the differential magnetic susceptibility jqM=qBj � dM=dB
becomes comparable with 1=4p. As the result, the magnetic
induction B in the sample differs significantly from the
external field,B�H� 4p �1ÿD�M (here,D is the demagnet-
izing factor).

This difference causes the so-called `magnetic interaction'
or `Shoenberg effect' [51, 52]. The magnetization M is
determined self-consistently by solving the exact nonlinear
equation [53]

M �
X1
r�1

Ar sin

�
or

H� 4p �1ÿD�M
�
; �5�

whereo � cS=�e�h� is the circular oscillation frequency for the
given extremal cross section S of the Fermi surface, and r is
the oscillatory harmonic number in the Lifshitz±Kosevich
formula [54, 55]. In Ref. [42], Eqn (5) was solved by successive
approximations, and the amplitude of magnetization quan-
tum oscillations (orbital electron magnetization) was deter-
mined by comparing the spectrum of the measured oscilla-
tions with the solution of Eqn (5).

The pioneering experiments in [42, 43, 45, 49] demon-
strated the possibility of measuring orbital electron magneti-
zation in nonmagnetic metals and semiconductors; however,
in view of the complexity of the methods and their inherent
shortcomings, they were little used subsequently.

3. Electron spin susceptibility
from charge transport measurements

3.1 Spin susceptibility from monotonic magnetotransport
in the in-plane field
To gain information on the spin susceptibility of electron
systems from monotonic magnetotransport, measurements

are performed (a) in strong fields (g �mBBk � EF 4 kBT ) or
(b) in weak fields (g �mBBk5 kBT ).

3.1.1 High-field measurements. The first method is based on
the empirical fact that for the ideal (zero thickness) 2D
system, the in-plane magnetic field couples only to the spin
degree of freedom. When the magnetic field reaches the
complete spin polarization value Bp � 2EF=�g �mB� �
�h=e�n=�g �m ��, the magnetoresistance of a 2D system
exhibits a feature (in Si-MOS and Si=SiGe, the magnetoresis-
tance rxx�Bk� saturates, similarly to what is shown in
Fig. 4) [56±63]; from the position of this feature, the
renormalized spin susceptibility value w � / g �m � was deter-
mined in a number of papers. Here, g � and m � are the
renormalized g-factor and the effective electron mass.

The advantage of this method is the simplicity of
measurements and apparent simplicity of data interpreta-
tion. The disadvantages are connected, first, with the
perturbing action of strong fields, which `cut off' the
temperature dependence of w � [64]; second, with the field
influence on the g ��g ��B� value due to the nonlinear
character of magnetization [65]; and third, with the disorder
effect on the measured magnetoresistance saturation field
[59, 66, 67]. Nevertheless, several studies [61] reported the
consistency of the w � values obtained from the spin
polarization field and by other techniques, considered
below.

3.1.2 Measurements in low and zero field. Quantum correc-
tions to magnetoconductivity in a weak Bk field originate
from the dependence of the effective number of triplet
channels of electron±electron interaction on Zeeman split-
ting. From the magnetoconductivity measured in a weak
field dsxx�Bk�, or from the temperature dependence of the
zero-field conductivity sxx�T �, we can extract the quantum
interaction corrections [64]. According to the theory in [68,
69], their magnitude depends on g ��gb=�1�F s

0 � via the
Fermi-liquid coupling constant Fs

0 in the eÿh triplet
channel:

Dsee�T;B � 0� � dsC�T � �Ntdst�T;Fs
0 � : �6�

Here, the first and second terms respectively describe the
interaction correction in the singlet and triplet channels,
and Nt is the number of triplet channels (Nt � 15 for (001)-
Si in a weak field and for not too low temperatures [70, 71]).

Si-43
T � 0:29K
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10ÿ1

r x
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Figure 4. rxx as a function of the magnetic field Bk for the 2D system of

electrons in silicon at T � 0:29 K. Dashed line marks the field of

magnetoresistance saturation. Density value (from top down) n � 1:91,
1.98, 2.07, 2.16, 2.25, 2.48, 2.70, 3.61 in units of 1011cmÿ2 [59].
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In the ballistic interaction regime (at `high' temperatures)
kBTt=�h4 1,

dsC�T;B � 0� � kBTt
p�h

; �7�

dst�T;B � 0� � kBTt
p�h

F s
0

1� F s
0

: �8�

For the low-temperature diffusive regime of interaction
kBTt=�h5 1, the interaction correction depends logarithmi-
cally on temperature [64, 68].

Extracting the quantum correction from transport in a
zero field is relatively easy in the ballistic regime using the
measured quasilinear T-dependence Dsee�B � 0� / Tt; as a
result of this approach, a number of papers [72±81] reported
measurements of the interaction-renormalized g-factor as
a function of the carrier density.

For a nonzero Bk magnetic field, and within the same
ballistic regime, the interaction quantum correction to
magnetoconductivity is

Dsee�T;Bk� � Dsee�T � � 4DsZ�EZ;T;F
s
0 � ; �9�

Dsee�T;Bk� / 1

p

�
2F s

0

1� F s
0

��
gmBB
kBT

�2
kBTt

�h
;

where DsZ�EZ;T � is a known function of EZ � g �mBBk [69].
We see that Dsee depends quadratically on the field and
inversely on the temperature [68±70], which in principle
enables us to determine g �. However, the g �-factor values
determined from magnetotransport in this way typically lead
to F s

0 values not fully consistent with the ones determined
from the s�T;B � 0� dependence [66, 71, 72]. One reason is
the dependence of the theoretical expression for the quantum
correction on the character of the disorder potential [68, 69,
82, 83], which for real 2D systems is poorly known [84].
Another reason for the discrepancies is related to the
difficulty in disentangling the interaction quantum correc-
tions from classical and semiclassical magnetoresistance
effects [85, 86].

In the `low-temperature' diffusive interaction regime,
kBTt5 �h, inweak fields gmBB5 kBT, according to theory [68,
69], quantum corrections to the magnetoconductivity are
proportional to 1=T 2:

Dsxx /
�
gmBB
kBT

�2

:

Disentangling them from the semiclassical magnetoresistance
is a difficult problem [85, 87] (for amore detailed discussion of
this issue, see [85, 87, 88]).

The disadvantage of all the transport-type methods of
g �-factor measurements considered in this section is their
indirect character; clearly, their results depend on theoretical
models, on the simplifying assumptions, etc. An additional
complicating factor is the dependence of the spin polarization
field on disorder [59, 66, 67]. Finally, all the above methods
enable determining only the renormalized g-factor g �,
whereas the effective mass m � needed to determine
w � / g �m � must be found from other measurements, for
example, from the temperature dependence of the quantum
oscillation amplitude; the oscillatory methods and effects are
discussed below.

3.2 Spin susceptibility from quantum oscillations
in a tilted magnetic field
The simplest and most widely used method of spin suscept-
ibility measurements for 2D electron systems [89 ± 92] was
suggested and first implemented by Fang and Styles [89]. It
consists in magnetoresistance oscillation measurements
(Shubnikov±de Haas effect, SdH) in a magnetic field tilted
from the direction normal to the 2D system plane. The
method is based on the fact that the cyclotron energy �hoc is
related only to the magnetic field component B? perpendi-
cular to the 2D system plane. In turn, the Zeeman splitting of
the Landau levels DZ � gmBB depends on the total magnetic
field Btot. In semiconductors, the g-factor value is often close
to 2 and the effective cyclotron mass m �5me is small;
therefore, the Zeeman energy in the purely perpendicular
field is usually small compared with the cyclotron gap:
�hoc=DZ � �2=g��me=m

���B?=Btot�; this case is schematically
shown in Fig. 5a.

As the magnetic field is tilted, the perpendicular field
component that enters the orbital effects decreases, whereas
Zeeman splitting remains constant. At a certain tilt angle y,
the Zeeman splitting becomes equal to half the cyclotron
splitting (Fig. 5b), and the observed oscillation frequency
doubles. This condition (so-called `spin-zero') enables deter-
mining the spin susceptibility for the known tilt angle y as
w �=wb � cos y=0:38 [90]. Here, w �=wb � g �m �=gbmb, where
w �, g �, andm � are the interaction-renormalized spin suscept-
ibility, the Lande g-factor, and the effective mass; wb, gb � 2,
and mb � 0:19me are their band values for (100) Si. This
method is applicable for the spectrum shown in Fig. 5a, b and
cannot be applied for w �=wb > 1=0:38 � 2:63, i.e., for larger
Zeeman splitting, as shown in Fig. 5c.

3.3 Spin susceptibility from quantum oscillation
interference in the field with a controlled vector
An alternative, more flexible technique for quantum oscilla-
tion measurements in a magnetic field with an electrically
controlledmagnetic field vector was implemented inRef. [93].
Nowadays, vector magnets are commercially available and
are not rare. The magnetic field component Bk in the plane of
the 2D system produces an unequal spin subband population,
which is needed to determine the spin susceptibility value. The
normal magnetic field component is required for observing
quantum oscillations related to Landau level quantization
and hence for finding the electron population in each spin
subband.

As mentioned above in Section 3.2, the conventional way
of oscillationmeasurements in a tilted field [89 ± 91] fails when
the Zeeman energy exceeds half the cyclotron energy and
further field tilting cannot decrease the Zeeman contribu-
tion [94]. The `crossed-field' measurement technique with
independently variable magnetic field components is free of

�hoc �hoc

DZ

�hoc

a b c

Figure 5.Energy spectrum evolution for a single-valley 2D electron system

with a Zeeman splitting DZ: (a) DZ 5 �hoc, (b) DZ � �hoc=2, and

(c) DZ � �hoc. Vertical arrows depict electron spin polarization.
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these limitations and enables expanding the measurement
range to low density values ns, where the Zeeman energy
strongly increases due to the spin susceptibility renormaliza-
tion, as shown in Fig. 5c.

In the presence of a perpendicular field B?, the energy
spectrum of a 2D system is fully quantized and consists of
equidistant Landau levels. Application of the Bk field induces
beating of the quantum oscillations, registered as a function
of theB? field. The cause of oscillation beating is explained in
the right panel of Fig. 6b: the Zeeman splitting of the Landau
levels induces nonequal population of the filled Landau levels
in the " and # spin subbands. The uppermost Landau levels in
the two spin subbands vary with theB? field at different rates.
For some B? field values, they cross the Fermi energy EF in
phase and the oscillation amplitudes add constructively. For
other B? values, the Landau levels in two subbands cross EF

out of phase, and the oscillation amplitudes are subtracted.
The beat frequency (see Fig. 7) is proportional to the spin

polarization of the 2D electron system [94]:

P � n" ÿ n#
n

� w �Btot

gbmB
; �10�

where n" and n# stand for the populations of the " and # spin
subbands, gb � 2 is the bare value of the Lande g-factor for
Si, and Btot � �B 2

? � B 2
k �1=2. For a degenerate 2D Fermi gas,

Eqn (10) can bewritten in amore convenient way for practical
use:

P � g �m �
Btot

nB?
; �11�

where w � / g �m � is the Pauli spin susceptibility of the Fermi
liquid, g � and m � are the renormalized g-factor and effective
mass, and n � nh=�eB?� is the Landau level filling factor. We
can see that the sought spin polarization and spin suscept-
ibility can be found from the beating period.

Of course, for the interacting system, the shape and
amplitude of oscillations may differ from those in the simple
Fermi-liquid theory [54, 55, 95, 96], specifically, for the strong
inter-electron interaction, for strong overlapping and mixing
of the Landau levels, and for the breakup of the Fermi surface
into a multiphase state. In particular, for the strong electron±
electron interaction case, the semiclassical Lifshitz±Kosevich
formula [54, 55] is modified: the interaction effects cause a

temperature- and magnetic-field-dependent renormalization
of m � and the Dingle temperature TD [95 ± 97] in the
exponential magnetooscillation damping factor.

These complications, however, are insignificant for the
beats analysis if the parameters to be determined are only the
beating period and oscillation phase, i.e., spin polarization
and, eventually, the spin susceptibility. Accordingly, this
technique enables the spin susceptibility of delocalized
electrons with a sufficiently large relaxation time oct4 1 to
be determined.

3.4 Comment
All the techniques considered in Sections 3.1±3.3 for measur-
ing w � are based on a comparison of the populations of the
two spin subbands, i.e., M=B. This certainly differs from the
true thermodynamically defined quantity wT � dM=dB con-
sidered in Section 4 in what follows. When the same ensemble
of electrons contributes to the measured quantity and when
M depends linearly on the field, w � and wT should coincide.
Furthermore, the measured susceptibility value is affected by
the nonideality of the 2D system, such as the finite thickness
of the 2D layer [98±101] and the magnetic field dependence of
the susceptibility w�B�.

4. Thermodynamic methods of measurements

4.1 Capacitive `floating gate' method
for chemical potential measurements
We here consider thermodynamic methods based on meas-
urements of the chemical potential m and its derivative
qm=qB; these measurements are probing practically the
whole ensemble of charge carriers (including the majority
of the localized states) capable of thermalizing within a time

a b

E
EF

oc / B?

g�mBBtot

Figure 6. (a) Vector magnetic field setup with two crossed coils. The main

superconductingmagnet provides the in-plane magnetic fieldBk up to 8 T.
The second superconducting split coil system, positioned inside the main

solenoid, produces the field B? up to 1.5 T normal to the 2D plane. The

sample is centered with respect to both solenoids and attached to the cold

finger of the mixing chamber 3He= 4He [71, 93]. (b) Schematic spectrum of

the Landau levels in two spin subbands split by the field Btot.
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m� � 0.22, TD � 0.55 K, g� � 2.63

m� � 0.275, TD � 0.57 K, g� � 3.35

a

b

Figure 7. Example of SdH oscillation beating quoted from [97] for

(a) n � 3:76� 1011 cmÿ2, T � 0:2 K, Bk � 2:15 T, P � 20%; and (b) n �
1:815� 1011 cmÿ2, T � 0:2 K, Bk � 2:5 T, P � 64%. The data are

depicted by solid lines, their approximation using equations [54] (with

the parameters shown), by dashed lines. All data are normalized by the

amplitude of the first oscillation harmonic A1�B�.
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interval of the order of seconds. These methods are based on
the Maxwell relation for the second derivatives of the free
energy F:

q 2F

qn qB
� qm

qB
� ÿ qM

qn
:

A method for measuring the chemical potential variations
dm for a 2D gated system was proposed in Ref. [102]; in fact, it
is a version of the Kelvin technique. This method was used to
measure dm as a function of the magnetic field and the electron
density in a number of studies [103±106].

4.2 Electrometric measurements
of chemical potential variations
The principle of measurements is illustrated in Fig. 8. A 2D
electron layer in the MOS structure is located near the Si
surface and, together with the metallic gate, forms a parallel-
plate capacitor; the gap between the electrodes is filled with
silicon dioxide. When a positive potential Vg is applied to the
gate relative to the 2D layer (via one of the ohmic contacts
with the 2D layer), a charge is induced in the 2D layer, with
the magnitude equal to the charge on the gate but of the
opposite sign.

If the Vg voltage source is disconnected from the gate,
then, at low temperatures, leakage currents are practically
absent and the MOS structure keeps the charge Q � CVg for
a sufficiently long time. Hence, the density of electrons in the
2D layer, n � Q=�eS�, remains constant (S is the area of the
2D layer and e is the elementary charge); for the same reason,
the Fermi energy also remains constant (relative to the lowest
size quantization level), EF � 2p�h2n=�m �gvgs�. Here, gs � 2
and gv � 2 are the spin and valley degeneracies on the (100)Si
surface [107].

When a magnetic field is applied perpendicular to the 2D
plane, the energy of electrons in the 2D system is fully
quantized and, in the absence of impurities and electron±
electron interaction, the energy spectrum consists of d-like
discrete levels:

E �
X
N

�hoc

�
N� 1

2

�
� Dv � DZ ; �12�

where Dv, and DZ are the valley and Zeeman splittings in the
spectrum [107], N is the Landau level index, oc�eB=�m �c� is
the cyclotron frequency, and m � is the electron effective
(band) mass in the periodic lattice potential. Accordingly,
the Fermi level EF can have only quantized values. With the
Landau level spatial degeneracy nH � F=F0 � eB=�c�h�, the
number of filled levels i for a given electron density n is
determined by the condition inH 4 n < �i� 1�nH (F is the
magnetic flux per unit area and F0 is the magnetic flux
quantum). When the magnetic field varies, the Fermi level
changes in a step-like fashion, jumping from the ith to the
�i� 1�th level. Importantly, the chemical potential changes at
a constant electron density n because the gate voltage circuit is
disconnected and the recharging current does not flow. Such
behavior of the chemical potential is considered conceptually
in many textbooks on solid state physics [108±110] and is a
prime cause of the quantum oscillations of magnetization
(dHvA effect), conductivity (SdH effect), etc.

Variations in EF�B� are equal to the chemical potential
variations, which are detected by the electrometer in the
disconnected circuit shown in Fig. 8. In experiments [102],

themagnetic field was swept repeatedly in a sawtooth fashion,
whereas the electrometer signal was accumulated coherently
with a multichannel analyzer for signal averaging in the time
domain.

For accurate electrometric measurements of the potential
variations, the gate potential must not change during the
measurement time (t � 104 s). This sets rather strict, although
feasible, requirements for leakage resistance in the measure-
ment circuit (Fig. 8): R4 t=C � 1013 O, where C � 1 nF is
the capacitance of the gated structure [111].

To implement the `floating gate' method, on the studied
surface a capacitive structure must be fabricated with a
`reference' electrode, relative to which the chemical potential
variations are to bemeasured. InRefs [111±113], the reference
electrode was made of an Al film (gate) deposited on top of
the oxide, above the 2D layer. Typical oscillations of the
chemical potential in a magnetic field are shown in Fig. 9.
The magnetic field derivative of the measured signal,
evidently, equals the changes in magnetization per electron
dm=dB � ÿ dM=dn.

The method described above was also used in Refs [113,
114] to detect chemical potential variations in the gated
GaAs=AlGaAs heterostructure, and in Refs [103, 115] to
measure fine details of the electron spectrum in the Si-MOS
structure. Attempts to measure chemical potential oscilla-
tions in bulk crystals of Bi [114] and Be [116] with this

Ohmic
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2D electron gas
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SiO2
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X

H

Vg

t
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Figure 8. Setup for measurements of chemical potential variations using

the `floating gate' technique [111]. A is the electrometer, X is the variable

parameter (magnetic field), Y is the measured signal (chemical potential

variation).
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Figure 9.Example of the measured chemical potential variations dm�B� for
the 2D layer of electrons in a silicon MOS structure versus the magnetic

field, from Ref. [111]. The electron density is 8� 1011 cmÿ2. The line

segment on the left shows the magnitude of the effect. The number of filled

Landau levels is shown next to each jump of the chemical potential m�B�.
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technique were unsuccessful, possibly because of the Fermi
level pinning by the bulk carriers in a three-dimensional
crystal. For thin YBCO and Ni films, variations in the
chemical potential with the magnetic field were successfully
detected in Ref. [112].

It is worth noting that this technique enables probing the
properties of electrons of the near-surface layer with a
thickness of the order of the Fermi wavelength (in the case
of a 2D layer of electrons in a quantum well or in an MOS
structure) or of the order of the screening lengthÐ in bulk
samples. A modification of the `floating gate' technique with
measurements of the DC recharging current of the MOS
structure was used in Ref. [104] for measurements of the
quantum oscillations of the chemical potential as a function
of the density of electrons in the 2D layer.

4.3 Modulation capacitive method
of measuring chemical potential derivatives
In the early 2000s, the interest of researchers shifted from
orbital magnetization to the weaker spin magnetization
effects, motivated by the problem of the potential Stoner
instability in a strongly correlated 2D electron system. For
spin magnetization, a similar modulation method of thermo-
dynamic magnetization (MMTM) measurements was devel-
oped in [117], which was subsequently used in Refs [118±120].

The measurement setup for theMMTMmethod is similar
to that shown in Fig. 8. However, to eliminate orbital effects
in the spin magnetization measurements, a magnetic field Bk
is applied parallel, rather than perpendicular, to the 2D plane.
Modulation of the magnetic field Bk at a low frequency o
induces modulation of the chemical potential of the 2D
electron layer m2D and corresponding changes to the equili-
brium charge. In contrast to Fig. 8, the recharging current is
here measured in the capacitive structure.

The measurement principle is explained in Fig. 10. The
MOS structure is equivalent to aparallel-plate capacitor [107].
Due to the overall electroneutrality of the sample, the electron

layer charge is exactly equal (with an opposite sign) to the
charge on the gate electrode. When a DC voltage V is applied
to the gate, the free energy of the system becomes

F � Fg � F2D ÿ enV� e 2n 2

2C0
; �13�

where Fg, and F2D are the free energies of the Al-gate film and
the 2D layer. The typical oxide thicknessis dox � 200 nm,
whereas the effective `distance' of the 2D layer from the
interface Si=SiO2 is z0 � 3:5 nm and remains almost con-
stant; therefore, the capacitance C0 in Eqn (13) differs only a
little from the geometric capacitance of the classic capacitor,
by � �z0=dox� � 1:7%:

e 2

C0

dn

dB
� ÿ qm2D

qB
� e 2n

C 2
0

qC0

qB
� ÿ qm

qB
: �14�

The capacitor recharging current dI equals [117, 120, 121]

dI � ioC0dB
e

qm
qB

; �15�

where dB is the amplitude of the magnetic field nodulation
and C0 is the capacitance of the `gate±2D layer' capacitor,
measured independently by a conventional capacitance
bridge. Contributions to the measured capacitance due to
electron±electron interactions and the finite width of the 2D
layer are negligibly small [120, 121].

The quantity qm=qB is found from the measured recharg-
ing current and, due to the Maxwell relation qM=qn �
ÿqm=qB, directly yields the sought `magnetization per
electron' qM=qn, which can then be integrated with respect
to n to obtain the absolute value of the magnetization
M�B; n�. The magnetic susceptibility w is calculated from the
slope M�B; n� as a function of B in low fields. A DC field
applied parallel to the modulation field enables determining
the nonlinear magnetic field dependence of qM=qn andM�n�.

Importantly, all electrons capable of thermalizing during
the field modulation period (in the 0.1±1 s range) contribute
to the magnetization measured by this method [120, 121].1

This difference in characteristic times (ps in transport
measurements and seconds in thermodynamic measure-
ments) sets a fundamental difference in the character of
information obtained from measurements with two different
techniques. In oscillatory transport measurements, only
delocalized (mobile) electrons participate, but in thermody-
namic measurements practically all electrons, delocalized and
localized, contribute. This enables carrying out thermody-
namic measurements even in the insulator state, where the
sample resistivity rises to the giga-ohm range.

In Ref. [121], the applicability of this method was also
justified for measurements in the regime of complex capaci-
tance, which acquires an imaginary part due to contact and

SiAl
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z0

jcj2
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Figure 10. Energy diagram and the principle of modulation-type measure-

ments of spin magnetization in a magnetic field parallel to the 2D plane

[117, 121]. V is the voltage applied to the gate of the MOS structure; m2D,
and mg are the chemical potentials of the 2D layer and the gate, andEc and

Ev are respectively the bottom of the conduction band and the ceiling of

the valence band in bulk Si; I is the current amplifier of the fA range.

1 The SiO2=Si interface is a disordered intermediate SiOx layer, a few

atomic layers thick, where the broken bonds are saturated with hydrogen

in the process of Si-MOS structure fabrication [107, 122]. The localized

states formed at the interface contribute to the threshold voltage Vt in the

relation between the density ofmobile carriers n and the voltageVg applied

at the gate of the MOS structure n � �C=e��Vg ÿ Vt�. For the studied

high-mobility Si-MOS structures, the density of these localized interface

states is 1010 cmÿ2; at low temperatures, they do not recharge for many

years, making electrometric measurements of the chemical potential

possible. The neutral interface dipoles contribute to potential fluctuations

in the 2D layer and to shallow electron localized states. The latter do not

participate in charge transport; however, they thermalize and recharge

over millisecond times.
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channel resistances; the latter enable the range of applicability
of the thermodynamic method to be expanded deep into the
low-density regime of the insulator state.

Using the MMTM, in Refs [117, 118] magnetization per
electron dM=dn was measured in a strong magnetic field for
the 2D electron system in Si. As a result, anticipated features
of magnetization at the full spin polarization field were
revealed. Besides the 2D electron system in Si, thermody-
namic properties of electrons were measured in GaAs
heterostructures [123, 124] and in HgTe quantum wells [125]
using this method. The main physical results of these
measurements are reviewed in Section 6.2.2 below.

5. Methods of local spin magnetization
measurements

The need for local methods of magnetic measurements
emerged in relation to the discovery of a class of similar
spin±orbit effects: the spin Hall effect (SHE), the inverse spin
Hall effect (ISHE), the quantized spin Hall effect (QSHE),
spin currents, etc. Studies in these fields are related to the
development of spintronics, in particular, semiconductor spin
logic elements, electric and optical means of spin magnetiza-
tion control [126±128], and, more generally, the need for
effective information storage and computing devices.

The spin Hall effect reveals itself in the accumulation of
spin polarization at sample boundaries when electric current
flows in the bulk; importantly, oppositely directed spins are
accumulated at the opposite edges of the sample. The idea of
the spin Hall effect goes back to the anomalous Hall effect
(AHE), which was already observed by E Hall in ferromag-
netic materials. In the absence of ferromagnetism, the spin±
orbit interaction (SOI), which is a relativistic effect, also leads
to effects of spin accumulation, e.g., due to the asymmetry of
carrier deflection in scattering processes [128, 129]. In the
ordinary Hall effect, the Lorenz force deflects the charged
carriers toward the sample edges, thus producing an electric
field directed perpendicular to the current. By contrast, in the
anomalous Hall effect, the SOI produces the force deflecting
carriers to the opposite sample edges depending on the spin
direction.

The relation between the charge and spin currents in
nonferromagnetic materials due to SOI was theoretically
predicted in 1971 by Dyakonov and Perel [130, 131]. The idea
of an experiment was suggested in Ref. [132], and the first
measurements were done in [133, 134]. This so-called `extrinsic'
SHE is related to an asymmetry of electron scattering in the
presence of SOI and is an analogue of Mott scattering and the
deflection of an electron beam in a vacuum; its principle is
schematically explained in Fig. 11. The process of charge
carrier scattering by impurities includes a spin-dependent
difference in the deflection probability, which causes an
imbalance between oppositely directed spins.

The `extrinsic' SHE was subsequently supplemented with
the predicted [135, 136] strong `intrinsic' SHE [137±139],
related to dissipationless spin currents and irrelevant to
electron scattering; its physical mechanism is illustrated in
Fig. 12. The inverse SHE (ISHE), discovered in 2006 [140±
142], enables electric sensing of the spin current or the spin
magnetization gradient. For experiments with the SHE,
materials are selected with high spin±orbit coupling para-
meters, such as GaAs (lSO � 5 �A2) or ZnSe (lSO � 1 �A2).

Several reviews have already been published in this
booming field, including [127, 143]; thanks to them, we
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Figure 11. (Color online.) Generation of the extrinsic SHE in a systemwith

SOI. Electrons move in the xy plane in a system with broken inversion

symmetry z! ÿz and are scattered by a negatively charged center. Red

arrows show momentum direction, green arrows show the equilibrium

direction of spins in a system with a Rashba-type spectrum. In the vicinity

of the charged center, electrons are deflected by an electric field E. In this

process, the electron experiences an effective magnetic field Beff / �p� E�
(blue arrows), which is perpendicular to the xy plane, and is inhomoge-

neous due to the momentum dependence. The gradient of the Zeeman

energy (of this effective field) forces spin rotation and their exit out of the

xy plane, as shown by the dashed arcs. The effective magnetic field is

directed oppositely for electrons scattered to the left and right, thus leading

to accumulation of spinmagnetization in opposite directions at the sample

edges.
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Figure 12. (Color online.) (a) Energy spectrum of electrons with a Rashba-

type Hamiltonian for a 2D system with SOI, and (b) the spectrum

projection on the xy plane (Fermi surface, FS). Radially directed

momenta are marked with green arrows on the FS, and the spin

eigenvalues, with red arrows. (c) Under application of an electric field in

the x direction, the FS shifts by jeExt0=�hj over a time t0 < t (where t is the
characteristic scattering time). When an electron moves in momentum

space in the presence of an electric field Ex, the effective torque brings the

spins out of plane: upward for py > 0 and downward for py < 0, thus

causing the spin current in the y direction. (From Ref. [137].)
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avoid describing the field in detail, and only briefly discuss the
physical essence of the effects, experimental techniques, and
the most remarkable results.

5.1 Detecting local spin polarization
5.1.1 Detection using optical techniques. Problems with SHE
detection were initially due to a lack of measurable electric
signals; for this reason, the first experiments were done by
optical methods [144±146]. In experiments, Kerr rotation
of polarization was detected (with spatial resolution) for
light transmitted through the epitaxial layers of p±GaAs,
n±InGaAs [144], n±GaAs [147, 148], n±ZnSe [146], and
InGaN=GaN [149] superlattices, etc. The polarization rota-
tion indicates electron spin accumulation at the sample edges,
perpendicular to the applied electric field. The typical
geometry of measurements is shown in Fig. 13. A beam
linearly polarized along z was directed normally to the
plane of a rectangular sample and focused onto a spot
about 1 mm in diameter. The parameter to be analyzed was
the polarization rotation angle of the reflected beam; it is
proportional to the spin magnetization in the z direction.
Such a setup allows detecting an angle-resolved photolumi-
nescence signal at the opposite edges of the 2D hole system.
For precise sample positioning relative to the incident beam,
a precise piezo-drive was used in Ref. [148] with a 1 mm
coordinate resolution. In all measurements [144±146, 148], a
Ti:sapphire laser with mode locking was used, with a typical
0.15±1 ps pulse duration and 76 MHz repetition rate; the
wavelength of 825 nm was tuned to the semiconductor
absorption edge. In some experiments [146], a pump-probe
technique was used.

Results of the Kerr rotation measurements are shown in
Fig. 13. The rotation angle corresponds to the z component of
spin polarization, which diminishes with the applied in-plane
external magnetic field because of spin precession. The
maximum Kerr angle is reached when the external field Bext

equals the intrinsic spin magnetization, Bint; this qualitative
consideration helps to estimate the spin magnetization at the
edges. By taking similar measurements with a uniaxially
strained InGaAs sample and observing no Kerr rotation
anisotropy, the authors concluded that the observed effect in
all cases was the `extrinsic' rather than `intrinsic' SHE.
Analogous measurements were performed in [150] in the
Voigt geometry with a beam transmitted through the strained
epitaxial layers of InGaAs and GaAs. In all cases, the authors
observed a similar magnitude of the rotation angle: � 4 mrad
for E�4 mV mmÿ1.

The above experiments were performed in the regime of a
`weak' spin-orbit coupling, i.e., when the spin±orbit splitting
is smaller than the disorder-induced level broadening. In the
`strong' SOI regime, measurements were taken in [145], where
the studied 2D hole layer was part of a p±n junction in a light-
emitting diode. The current flowing through the p±n junction
is accompanied by electroluminescence due to electron±hole
recombination. Beyond the ordinary exciton luminescence,
the electroluminescence spectrum contained a circularly
polarized broadened line. Because of the optical selection
rules, the circular polarization in a certain direction points to
spin polarization in this direction of carriers involved in the
recombination.

In all experiments, the Kerr angle yel (or the spin
accumulation magnitude n0), in accordance with the theory,
was found to be linear in the electric field E. The spin
relaxation time t extracted from data approximation (e.g., in

Fig. 13), was fit to a Lorentzian yel � y0=�1� �oLt�2�; it
did not depend on E, but was coordinate dependent,
increasing with the distance from the edges. At 20 K, the
peak value of the spin density near the edges was estimated as
n0 � 16 mmÿ3. Assuming a simple spin diffusion model, we
can assume the spin accumulation profile related to the spin
current to be yel�n0 sech �W=2Ls� sinh �y=Ls�, whereLs is the
spin diffusion length. From the approximation of experi-
mental data in Ref. [146], an estimate Ls � 1:9 mmwas found
for T � 20 K. The spin current density along y can be written
as jJ s

y j � Lsn0=t, whence the spin conductivity is sSH �
ÿJ s

y=Ex � 3 (Om�ÿ1=jej.
It is important to note for potential applications that as

the temperature increased, the magnitude of the effect
diminished (as did the spin polarization n0, the spin relaxa-
tion time t, and the spin diffusion length, the last from 1:9 mm
at 20 K to 1:2 mm at 295 K), but the effect remained
pronounced even at room temperature.

5.1.2 Detection using electrical methods. For electrical detec-
tion, setups with a nonlocal geometry are used, in which spin-
polarized carriers are injected from a ferromagnetic to a
nonmagnetic material. The detection method is commonly
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based on the ISHE, where the Hall voltage is induced by spin
current. Many experimental setups are described in the
literature [140, 143, 151±156]; they use various nonmagnetic
materials, including normal metals, superconductors, and
nanotubes.

Two different approaches are mainly used for the
nonlocal electric detection of SHE: (1) detecting the `direct
SHE', i.e., spin accumulation at two edges of a sample due to
SOI, under the flow of a charge current of unpolarized
carriers and detecting the spin magnetization accumulated
at the edges with ferromagnetic potential contacts [143, 155,
157], and (2) detecting the `inverse SHE' (ISHE) by injecting
polarized charge carriers via ferromagnetic current contacts
and by detecting imbalance in spin accumulation at the edges
with nonmagnetic potential contacts [154, 158±160].

Schematic setups of nonlocal electric detection by the
second method (ISHE) are shown in Fig. 14. If the charge
current is spin unpolarized (Fig. 14a), it generates spin
accumulation at the sample edges (as it does in the SHE),
not leading to the appearance of a Hall voltage because equal
numbers of charge carriers deflect to opposite sides. However,
if the charge current is spin polarized (Fig. 14b) by means of
ferromagnetic injection with the magnetization directed out
of plane, the initial imbalance of electrons with spins " and #
causes an inequality of electrons scattered to different sides.
As a result, a Hall voltage arises between the Hall contacts C
and D. The Hall voltage is measured nonlocally, away from
the injector, whereas the Hall contacts and injector are
disconnected galvanically in order to avoid voltages gener-
ated by the ordinary Hall effect and by magnetoresistance
anisotropy. Therefore, the Hall effect induced by the spin
current shown in Fig. 14b is the inverse effect of the SHE
shown in Fig. 14a.

The polarized electrons are injected in the vicinity of x � 0
and diffuse with equal probabilities toward two opposite
arms of nonmagnetic material. The process of nonlocal
current flow is illustrated in Fig. 15. In the diffusion process,
the nonlocal spin current Js decays with the distance from the

injection point as [152]

Js�x� � P

2

�
I

AN

�
exp

�
ÿ x

lsf

�
; �16�

where P is the polarization of the injected current I � IAB

(Fig. 14b), AN is the cross-sectional area of the nonmagnetic
strip, and lsf is the spin diffusion length. For the geometry
shown in Fig. 14b,

VSH � VCD � ÿ Ey�x�
wN

� wN
sSH
s 2
c

Js�x� ; �17�

wherewN is the width of the nonmagnetic metal strip, sc is the
Drude conductivity for the charge current, and sSH is the
`spin-Hall' conductivity. Substituting Eqn (16) in Eqn (17),
we obtain the nonlocal Hall resistance RSH � RAB;CD �
VSH=I:

RSH � P

2tN

sSH
s 2
c

exp

�
ÿ x

lsf

�
:

In practical devices [151], CoFe was chosen as the
ferromagnetic material, and Al as a normal metal. The
tunnel barrier between Al and CoFe is achieved by oxidation
of the Al strip. The presence of the tunnel barrier is essential
for uniform distribution of the injected current, as well as for
increasing the polarization of injected electrons. Typical
parameters of this device are P�0:28, and lsf � 450 and
700 nm for the respectiveAl strip thicknesses of 12 and 25 nm.
The spin diffusion length sets the required strip length
L�500 ± 800 nm.

An elegant setup for nonlocal ISHE detection in a double-
armH-bridge was realized in Ref. [156]. Usually, to detect the
ISHE with two-arm bridges, spin-polarized carriers are
injected via a ferromagnetic contact [160]. Unlike this, for
spin polarized current injection in Ref. [156], an
HgTe=CdHgTe heterostructure was used with an HgTe
quantum well whose thickness was greater than 6.3 nm. Due
to the spectrum inversion, the regime of a topological
insulator sets in this structure, with the spin-polarized
current flowing along the edges, which allows relinquishing
ferromagnetic contacts.

The idea of ISHE detection using the double H-bridge
was suggested in Ref. [161]. Such a setup was used to
measure the SHE in Au films [162], PbTe layers [163], and
graphene [164]. The principle of its operation is explained in
the inset to Fig. 16. A current of unpolarized charges Jy flows
in the middle arm B. In the presence of SOI, the dominant
scattering direction depends on spin; as a result, a spin current
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sample edges due to SOI when purely charge current flows. (b) ISHE: the
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Js arises in the perpendicular direction. Due to the ISHE,
carrier scattering induces a charge current in the y direction,
perpendicular to the current Js (ISHE), and a difference
between potentials (or a current) is induced in arms A and C.
Despite the doubtless advantage of the double H-bridge, due
to the absence of ferromagnetic contacts the interpretation of
results is hampered by the presence of side effects related to
overheating of arm B (due to the Nernst±Ettingshausen
effect) and diffusive transport [143].

The majority of the devices utilize the extrinsic SHE
caused by scattering anisotropy in the diffusive transport
regime. The ballistic regime of the intrinsic SHE [156, 160]
was realized only for materials with a large carrier mean free

path at low temperatures (e.g., InAs) and for devices with a
short channel. In Ref. [160], the method was used to detect
spin precession under the ballistic propagation of carriers
injected from a ferromagnetic contact (Fig. 17) into the
perpendicular strip of a nonmagnetic material with a large
SO coupling (InAs quantum well).

When carriers are injected from a contact polarized by an
external fieldB along the x direction and are accelerated by an
electric field to the left side into the x < 0 region, then, in the
nonlocal ballistic regime, the charge current is zero in the
region x > 0 (see Fig. 15). In materials with a Rashba
spectrum, the spins tend to align perpendicular to the electron
velocity vx and to the built-in electric field Ez of the quantum
well. In this picture, the spin directed initially (at x � 0) along
x starts precessing as a function of x. Heuristically, we can
imagine that both the electron trajectory and the Hall voltage
Vy � VH between the strip edges exhibit spatial oscillations
[165] with a period l � p�h 2=�am ��, where a is the Rashba
spectrum parameter. As a result, the Hall voltage shows
antinodes at distances x � l=4, 3l=4, etc. Its sign inversion
under current inversion is seen in Fig. 17a. For the magnetiza-
tion directed along y, the carriers injected into InAs propagate
ballistically with no spin precession or trajectory bending, and
the Hall voltage does not arise (Fig. 17b).

Numerous experiments confirmed the operational cap-
ability of the described devices and the ability to electrically
detect the SHE. Quantitative data regarding the parameters
of spin diffusion, the spin diffusion length lsf and its
temperature dependence, were obtained [143, 152].

5.2 Magnetometry based on NV centers
The methods described in Section 5.1 allow sensing electron
spin magnetization with a spatial resolution of the order of
1 mm. However, in some cases there is a need to study
magnetization features on a nanoscale. In magnetic materi-
als and nontrivial magnetic phases, such as skyrmions,
magnetic topological insulators, spin density waves, and
Abrikosov vortices in superconductors, nonuniform mag-
netic structures arise on the nanoscale. Negatively charged
nitrogen-substituted vacancies (NV centers) in diamond offer
the possibility of sensing on the atomic scale, suitable for
quantum magnetization probing with nm resolution.

Figure 18a shows an NV center in the diamond lattice,
and Fig. 18b displays schematic energy levels. The NV center
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in diamond consists of a substituent nitrogen atom neighbor-
ing the carbon vacancy. Such centers emerge in bulk and
nanocrystalline diamondsÐsynthetic diamonds grown by
CVD, as a result of radiation damage and annealing, or by ion
implantation and annealing. The centers exist as negative
(NVÿ) and neutral (NV0) charge states [166]. Besides
diamond, vacancy centers have also been found in silicon
carbide (SiC) [167, 168].

Schematics of the NVÿ center and energy level structure
are shown in Fig. 18. The ground (3A) and excited (3E) states
form a triplet with sublevels ms � 0 and ms � �1. The
transition 3A2 ! 3E can be excited in the optical wavelength
range 450±637 nm, and the fluorescence of the transition
3E! 3A2 occurs in the wavelength range 637±800 nm.

Figure 19a shows a luminescence spectrum at room
temperature [169]. The purely electronic transitions between
the excited 3E and the ground 3A states lead to a narrow zero-
pnonon line (ZPL) at 638 nm. Beside this line, there is a wide
phonon side band (PSB), shifted to the red side; it contains
about 96%of the intensity of theNV-center luminescence [170].

Optical transitions mainly occur with spin conservation;
however, the spectrum contains level crossings between the
singlet and triplet states. Therefore, beside the direct transi-
tion from 3E to 3A, the fluorescence decay channel also
includes intermediate long-lived singlet states, as well as
radiationless transitions from 3E to 1A1 and from 1E to 3A2.
As a result, the relaxation rate to the ms � 1 state is higher
than to the ms � 0 state. Because of this difference, under
optical pumping, an optical spin polarization develops: a
major part of the population transfers to thems � 0 state. The
fluorescence of the NV center is spin dependent and its level is
determined by the spin polarization degree. Such dynamics of
the level population allow polarizing the electron spin of the
NV center via a nonresonant excitation (typically at the
532 nm wavelength, by 1 ms pulses).

In the NVÿ center, the singlet and triplet spin sublevels
ms � 0 and ms � �1 of the 3A2 ground state in a zero field
are split by the crystal field: the energy difference is
D�2:87 GHz (Fig. 18). A weak external magnetic field
shifts the sublevels ms � �1 such that their splitting varies
proportionally to the field projection B on the NV-center
axis: �1=�hB���E�ms � �1� ÿ E�ms � 0�� � 2:8 MHz Gÿ1.
Therefore, the NVÿ centers can be detected not only in the
optical transition between the ground 3A2 and excited 3E

levels but also in the microwave (MW) range, using conven-
tional electronic paramagnetic resonance (at a frequency of
2.87 GHz in a zero field) or by optically detected magnetic
resonance (ODMR) [174±176]. In the latter case, the applied
resonant microwave radiation transfers part of the population
from ms � 0, decreasing the fluorescence signal excited by
nonresonant optical pumping. The properties of NV centers
are reviewed in detail in Ref. [166].

Figure 19 shows an example of optical detectionÐ
optically detected magnetic resonance (ODMR), which is a
sharp intensity drop of the narrow luminescence line under
coincidence of the microwave signal frequency with spin
sublevel splitting. The unique distinction between NV
centers and other solid-state systems with single spins is
that a long coherence time is achieved, even at room
temperature. Thanks to this feature, an individual NV center
in diamond crystal with a low defect density can provide a
threshold sensitivity as low as 30 nT Hzÿ1=2 [174] and even
4.3 nT Hzÿ1=2 [177] at room temperature and in the atmo-
spheric environment.

The second unique feature of NV centers is the small
volume of the sensor, practically on an atomic scale. This
enables bringing the sensor to a sample at a nanometer-
distance for visualizing the magnetic field on the nanoscale.
The magnetic field of individual spins decays as the third
power of distance and, were a sensor located � 1 mm away,
the field from a single spin would be negligibly low,
� 10ÿ21 T. However, NV centers can form within 5 nm of a
diamond surface, at the same time preserving a long enough
spin relaxation time, 100 ms [178]. The proximity of an NV
center to the diamond surface enables sensing the magnetic
field of individual spins in the range of mT [174, 177, 179±181].

Scanning microscopy based on NV centers. Magnetic
sensors with NV centers are compatible with the scanning
probe microscopy technique; owing to this circumstance, they
are used for visualizing magnetic fields on nanoscales. In the
scanning magnetic NV microscope, the diamond nanopillar
serves not only as the probe tip but also as a nanophotonic
light guide. In the latter capacity, it effectively collects and
guides a photoluminescence signal from the NV center to the
optical registration system [182]. A schematic arrangement of
an NVmagnetometer with optical sensing is shown in Fig. 20.
The theory ofmagnetic scanningNV-magnetometer operation
and means of their optimization are considered in [169, 173].
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Figure 19. (Color online.) (a) Typical luminescence spectrum with a narrow ZPL and wide PSB. (b) Example of results of ODMR shows two dips in the
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In this relatively young area, several reviews and mono-
graphs have already been published [166, 169, 173, 183±188],
as have PhD dissertations [189].

Various applications of NV magnetometry for studying
ferromagnetic 50 nm grains in magnetostatic bacteria, 10 nm
grains in meteorites, and magneto-marked cancer cells have
been described [190±192]. Owing to the high spatial resolution
and nontoxicity of diamond,NVmicroscopes are successfully
used in neuroscience and biology [184], including detecting
the intracellular dynamics of a living cell [193, 194]. NV
magnetometers are expected to enable imaging of individual
molecules by NMR and MRI techniques; detecting a single
electron spin was already demonstrated [195].

Traditional technological applications of NV magnet-
ometers are the characterization of read/write magnetic
heads, measurements of stray fields from magnetic domains
in hard disk drives, etc. [179, 196]. In condensed-matter
physics, NV magnetometry was used to study the Meissner
effect, the structure of magnetic flux vortices in super-
conductors [197], the structure of domain walls and vortices
in thin magnetic films [198, 199], spin-wave excitations [200],
skyrmions, spin ice, and other exotic materials [182, 201].

5.3 Scanning probe magnetometers
Besides the magnetic microscopy based on NV centers
considered in Sections 5.1 and 5.2, more traditional methods
are also widely used for local magnetic surface probing.

5.3.1 Scanning magnetic force microscopes. Since the first
realization of the magnetic force microscope in 1987 [202],
a great number of magnetic force microscope (MFM)
designs have been developed and described in detail in the
literature [202±204]. To date, they have become common in
laboratory practice and are commercially available as an
option for atomic force microscopes (AFMs) [205].

The probes typically used for measurements with MFMs
are made either of magnetic materials or with a magnetic
film (Co) deposited onto an ordinary nonmagnetic
probe [206]. In the latter case, the stray magnetic fields in
the vicinity of the tip are smaller by an order of magnitude
than for probes made of magnetic wires. In MFM measure-
ments in the static regime, the probeÐ the magnetic tipÐ
must be located away from the surface, in order that the
magnetic interaction forces exceed the Van der Waals forces
(the dominant forces in the AFM regime). Because of this,
MFMs have a limited spatial resolution. MFM measure-
ments usually require two cycles of scanning: at a short
distance to the surface and at a long distance, with
subsequent subtraction of the results to eliminate contribu-
tions from Van der Waals interactions.

Bimodal MFM designs have also been developed; they
enable measuring AFM and MFM signals in a single scan.
For this purpose, small-amplitude (� 10 nm) mechanical
oscillations are excited in the elastic console simultaneously
at two frequencies; by lock-in detecting AC signals at two
frequencies, the contributions from the long-range magnetic
forces (MFMs) and from short-range Van der Waals forces
(AFMs) [207±211] are disentangled.

5.3.2 Magneto-resonant force microscopy. This method
(MRFM) combines ESR and NMR methods with
MFM [212, 213] and, in principle, allows the 3-dimensional
imaging of magnetization inside materials; several reviews
on MRFM have been published, e.g., [203, 214]. Like MFM,
MRFM uses an elastic console with a probe at its end,
located at a short distance to the sample. A microwave field
with the frequency tuned to the magnetic resonance changes
the spin orientation (of electrons or the nuclei) and hence the
sample magnetization. This causes a change to the magnetic
force acting on the sample and shaking of the elastic console.
To improve the MRFM sensitivity, the amplitude of the
microwave field is modulated at the frequency of the console
mechanical resonance; thereby, the amplitude of its forced
vibrations becomes the measure of the sought magnetiza-
tion.

When the probe is scanned relative to the sample, the
resonant vibration amplitude (of the angstrom scale) of the
cantilever holding the sample is measured. This method is
applicable for magnetic mapping with the pumping of either
electron spins at the ESR frequency or nuclear spins at the
NMR frequency. In earlier studies [215], a spatial resolution
of� 5 mmwas obtained. Subsequently, the spatial resolution
was improved to 0.9 nm [216], whereas the sensitivity
reached 50ÿ100 mB nuclear magnetons (for a 3ÿ5 nm3

voxel) [217]. Such magnetometers are now also commer-
cially available [218].

5.3.3 Scanning Hall microprobes. Scanning Hall magnet-
ometers have a rather simple design and can operate in a
wide temperature range and in the atmospheric environment;
commercially available instruments are fabricated by a
number of manufacturers [219]. Semiconductor hetero-
structures are used as a Hall microprobe with a high-mobility
2Delectron gas inGaAs=AlGaAs [220], InAlSb=InAsSb=InAlSb
[221], as well as Bi [222] and graphene [223]. For example, in
Ref. [220], a Hall microscope is described with a field
sensitivity of � 0:1 G and a spatial resolution of � 0:35 mm,
whereas Ref. [224] describes a vector magnetometer with a
1� 1 mm GaAs sensor, providing a spatial resolution of
� 700 nm.

5.3.4 Scanning SQUID magnetometers. The first scanning
SQUID magnetometer (SSM), or SQUID microscope, was
developed in 1992 [225]. The operational principles of
SQUID as a magnetic field sensor are described in detail in
textbooks [226, 227]. The typical SSM design includes a
scanning module with a console, which carries a micro-
SQUID. In contrast to MFM, where the spatial distribution
of the magnetic field is deduced from the force acting between
the probe and the sample, in an SSM the magnetic field is
measured with a superconducting pickup coil of the SQUID.
Various designs of SSMs are described in review articles [228,
229], and the operation theory and data interpretation can be
found in [230].
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Figure 20. (Color online.) (a) Diagram of an NV magnetometer [179].

(b) Setup of an atomic force microscope (AFM) with a diamond nano-

crystal probe containing a single NV center [183].
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To achieve a high spatial resolution, direct current
SQUIDs (DC SQUIDs) are the most suitable. Their pickup
loop (� 1ÿ10 mm) and the SQUID sensor itself are fabri-
cated using the electron-beam lithography technique. The
threshold sensitivity is determined by the SQUID noise level
and the effective area of the pickup loop. For a typical noise
level 2� 10ÿ6F0 Hzÿ1=2 and the loop area 7 mm2, the noise
level is 10ÿ6 G Hzÿ1=2. In practical SSM devices [231, 232], a
spatial resolution of � 20 nm and the lowest detected
magnetic flux �10ÿ3ÿ10ÿ5�F0 Hzÿ1=2 was achieved for the
SQUID pickup loop diameter � 1 mm.

Scanning SQUID microscopes are also available as
commercial products [233], in particular, the SM-77 SQUID
microscope, designed and fabricated at the Faculty of
Physics, Moscow State University [234].

5.4 Comparison of the local magnetometry methods
Each of the local magnetometry methods listed above has its
own merits and drawbacks [235]: the MFM has a high spatial
resolution (up to 10 ± 100 nm) and can operate in awide range
of temperatures. SQUID magnetometers have a very high
sensitivity (up to 10ÿ15 T Hzÿ1=2), but the worst spatial
resolution (� 0:3ÿ10 mm) and are capable of working only
at low temperatures. Hall microscopes have an intermediate
resolution (� 0:3ÿ1 mm). NV magnetometers are character-
ized by a good combination of spatial resolution
(� 1ÿ10 nm), high magnetic sensitivity, and a wide range of
temperatures. For all the devices, however, there is a
compromise between the accessible threshold sensitivity and
spatial resolution: for example, for NV magnetometers, the
sensitivity increases sharply, up to a few pTHzÿ1=2 in using an
NV-center ensemble (albeit with a loss in spatial resolution) in
a 10ÿ3 mm3 volume [176, 183, 236].

6. Results of physical investigations

In this section, we briefly consider several key physical results
obtained from measurements of electron magnetization.

6.1 Orbital magnetization
of two-dimensional electron systems
Besides the very fact of observing dHvA oscillations in a 2D
electron system in experiments [7, 8, 45, 46], the theory of
magnetooscillations was tested for 2D [54, 55, 95, 96] and
quasi-one-dimensional [237] systems. In Refs [47], electron
magnetization was probed in the regime of the fractional
quantum Hall effect.

Already in 1980±1990 measurements of orbital magneti-
zation were used to obtain information on the disorder-
induced Landau level broadening, the level shape, the
density of states within the gaps between the levels, the
character of electron scattering [4, 27, 238±240], the spatial
inhomogeneity of the electron distribution, and its effect on
oscillation damping [241]. Furthermore, magnetization mea-
surements in 2D systems were used to study breakdown
mechanisms and current `pinching' in the QHE regime.
Related contactless magnetic measurements for studies of
the orbital magnetization and charge transport are consid-
ered in detail in review [4].

Orbital magnetization measurements are also commonly
used to estimate the residual resistance in the QHE regime.
The results of these measurements are briefly described in
Section 6.1. The absolute amplitude of dHvA oscillations and
inter-electron exchange interaction at neighboring Landau

levels were measured using various magnetometry methods
[104, 242, 243]. The results of these measurements were
compared with theoretical calculations [243, 244] of the
oscillation amplitude enhancement due to the many-body
effects of electron±electron interaction (the so-called `inter
Landau level interaction').

Recently, in connection with intensive studies of quasi-2D
high-temperature superconductors and topological insula-
tors, measurements of magnetization oscillations have
become even more widespread.

6.1.1 Hysteresis nonstationary recharging effects in the QHE
regime. With a growing �hoc=�kBT � ratio, the diagonal
components of resistivity and conductivity in the QHE
regime decrease exponentially and then saturate. The resi-
dual dissipative resistivity is an important parameter, both for
clarifying the transport mechanism in the gapped state and
for estimating the accuracy of reproducing quantized Hall
resistance in the Ohm standards [111, 245]. The residual
resistance is so tiny, however, that it can hardly be measured
with contact-type transport techniques; besides, the area in
the vicinity of heavily doped contacts introduces excessive
electron scattering. For this reason, the possibility of
contactless estimation of the true residual resistance offered
by magnetometry is very valuable.

Nonstationary effects in recharging a 2D layer in theQHE
have been found in Ref. [50] in measurements of the chemical
potential m variations for the Si MOS structure, and,
independently, in Ref. [6] in measurements of magnetization
oscillations at the GaAs±AlGaAs heterojunction. Figure 21
shows that the hysteresis effect in the chemical potential is
observed when varying both dm�H � � � �qm=qH � dH and the
electron density dm�n� � � �qm=qn� dn. The phenomenological
interpretation of the observed hysteresis, suggested in [50],
was confirmed in subsequent studies; however, the micro-
scopic origin of the effect remained a subject of debate for a
long time.

The physical picture of nonstationary eddy current
excitation is simple at first glance: under a magnetic field or
electron density changes, in the QHE regime, the relation
n � i� nH must hold between the number of electrons n and
the flux quantum nH � F=F0 (where i is an integer). This
process requires a recharging current to flow in the 2D layer.
The Lorentz forces divert the charges coming into the 2D
layer, thereby causing eddy current excitation. The decay time
of the eddy currents � C=sxx tends to infinity as sxx �
rxx=r

2
xy ! 0. In practice, however, rxx saturates below a

certain temperature; the corresponding saturation of the
decay time allows determining an important parameter, the
true value of the dissipative residual resistance of the 2D
system in the QHE regime, undistorted by contact effects.

Nonstationary recharging currents were studied in the
integer QHE [4, 240, 246, 247] and fractional QHE [248]
regimes. In addition to macroscopic 2D structures, nonsta-
tionary eddy currents were also observed in quantum dots in
the QHE regime [249].

The dynamics of eddy current decay were measured in
many studies [6, 9, 50, 247]. For a GaAs±AlGaAs heterojunc-
tion, the decay time was estimated as 300 s at T � 400 mK in
Ref. [6]. In a more detailed investigation of the eddy current
decay dynamics performed at a temperature of 40 mK in the
QHE n � 4 state [9], the decay was found to be consistent with
the exponential function whose argument strongly varies with
temperature, as expected for hopping-type conductivity in the
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QHE regime. However, for deeper resistance minima n � 2
and 1, a more complex picture was found.

For the n � 2 state, eddy currents initially decay fast, with
a characteristic time t1 � 40 s, which is related to a break-
down of the QHE by eddy currents. Then, a slower process
starts developingwith a characteristic time t2 � 3:6 h. Taking
the t2 value as an estimate of the true decay time in the low-
current regime, in Ref. [9], an estimate was obtained for the
residual resistance at T � 40 mK: rmin

xx � 10ÿ14 Om=& for
the n � 2 state and rmin

xx �10ÿ11 Om=& for the n � 4 state. A
similar estimate was obtained in Ref. [50] for the Si-MOS

structure (n � 4, T � 0:3 K): rmin
xx � 10ÿ11 Om=&, and in [7]

for the GaAs=AlGaAs heterojunction.
Thus, for a typical capacitance of 1 nF for a gated 2D

structure, the characteristic recharging time t � C=sxx �
Cr 2

xy=rxx lies in the range from � 104 s [7] to � 1010 s [9,
50]. These figures are quoted here to illustrate the time scale of
the effect; of course, they depend on the temperature, the
relevant energy gap in the electron spectrum, and the Landau
level broadening [9].

Consequently, the giant resistance drop rmin
xx =rxy by a

factor of � 1014 ÿ 1017 in the QHE regime illustrates the
empirical accuracy of reproducing the quantized resistance
value in the Ohm standards [111, 245]. Another practical
application of the sharp peaks of the nonstationary magnetic
response under recharging in theQHE regime is the control of
homogeneity of the 2D system. Indeed, because rxx increases
exponentially sharply with deviation from the middle point
between the Landau levels, the hysteresis effects occupy a
narrow range in the field or in density; the sharp response
thereby uncovers the presence of domains with different
concentrations of delocalized states in the 2D layer.

Already in the first paper [50], it was pointed out that the
eddy currents can flow locally around macroscopic localized
areas in a smooth fluctuating potential landscape, or along
the real sample edges, leading to a stored inductive or
capacitive energy. This issue was discussed in a number of
papers [9, 246], until the profile of the nonstationary current
distribution was measured experimentally using an electro-
meter with submicron spatial resolution [250, 251]. It was
found that, indeed, the eddy current is concentrated mainly
along the 2D system perimeter, a few microns from the 2D
sample edges. This conclusion is consistent with the magni-
tude of the eddy current estimated from direct measurements
using a torque magnetometer [252].

In spite of the apparently exhaustive answer from
spatially resolved experiments, the eddy current distribution
seems to be more complex [252]. The induced eddy currents
circulate along the equipotential lines in the presence of
potential fluctuations, forming numerous current loops with
various areas. Each current loop decays at its own rate,
related to its capacitance and conductivity. At the end of the
decay, for the remaining single loop, the decay should occur
exponentially with time. These arguments [4], though
plausible, are not fully consistent with the fact that the
exponential law was not observed in the experiments even
after 24 h.

Finally, nonstationary currents were used as a valuable
tool for contactless measurements of the breakdown currents
in the QHE regime and of the charge and current distribution
in the sample in the QHE regime, and also to estimate energy
gaps in the electron spectrum [10, 252±254]Ð issues interest-
ing for physics and important for the QHE metrology.

6.1.2 Structure of the density of states in the QHE regime.
Measurements of the orbital electron magnetization were
used in a number of studies to clarify the energy structure of
the density of states D�E � at the Landau levels, in particular
in the gaps between the levels. According to the semiclassical
theory, for an ideal 2D gas with zero width of the Landau
levels, G � 0, magnetization must vary with the field in a saw-
tooth fashion, with the amplitude m�B per electron and with a
zero width of jumps in the field [107, 255]. A similar
dependence was observed experimentally in high-mobility
GaAs=AlGaAs heterojunctions [13, 23, 238].
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To account for the disorder effect, in the case of isotropic
elastic scattering and an ideal noninteracting electron gas, the
density of states is usually described by a Gaussian or
Lorentzian function [4, 7, 255]:

DG
LL�E � /

1

pl 2B

1������
2p
p

G

X1
N�0

exp

�
ÿ �Eÿ EN�2

2G 2

�
;

DL
LL�E � /

1

pl 2B

X1
N�0

G��Eÿ EN�2 � G 2
� ; �18�

where lB �
�����������
�h=eB

p
is the magnetic length, EN �

�N� 1=2��hoc is the energy of the Nth Landau level, and G is
level broadening.

It is well known, however, that the experimentally
measured density of states deviates from the Gaussian
dependence. In many papers, this deviation is phenomenolo-
gically described by introducing a background density of the
in-gap states [23] between the Landau levels:

D�E � � z
m �

p�h 2
� �1ÿ z� 2eB

ph
DLL�E � ; �19�

where the first term describes the energy-independent density
of states and z is a fitting parameter.

In Refs [23, 24, 239, 256], the measured oscillations of the
thermodynamic parameters for a 2D electron system were
compared with theory. The shape of the measured quantum
oscillations in [123, 257] turned out to be described best using
the Lorentzian distribution with field-independent G, and
using z as an adjustable parameter. In contrast, in Ref. [23,
24], the authors successfully approximated the shape of
magnetization oscillations (and the shape of the electron
specific heat in Ref. [258]) by using the Gaussian distribution
with G / ����

B
p

and with constant z. Finally, in Ref. [239], the
oscillations were found to be equally well described with
Gaussian and Lorentzian distributions, with field-indepen-
dent G.

This apparent inconsistency of experimental results, in
fact, finds an explanation in theoretical calculations for a
smooth random potential [259, 260], according to which, in
weak fields, the Landau level widthmust vary with the field as����
B
p

, whereas in a strong field it must saturate and become
field independent.

The empirically determined nonzero width of magnetiza-
tion jumps dB, i.e., the nonzero `background' density of states
in the QHE regime, is often attributed to in-gap states,
belonging to a separate reservoir of electron states, outside
the 2D system. In the framework of such an approach, from
the width of the jump we can estimate the concentration of
such states by describing it phenomenologically with the same
parameter z, ngap � ndB=B. In particular, in Ref. [13, 23], the
authors estimated ngap=n � 2ÿ3% for n � 2 in a field of 12 T.
However, such a huge value, z � 2ÿ3% [13, 23], and even
z � 49% [91], makes this hypothesis unphysical in our
opinion.

A quite similar idea of the existence of an electron
reservoir outside the 2D system, which the electrons can
enter and leave depending on the Fermi level position in the
gap, was discussed at an earlier stage of QHE studies. To test
this assumption, in Ref. [261] measurements were performed
of the charge coming in to the MOS structure. It was found
experimentally that this charge coincides with the charge of
the 2D layer within an experimental accuracy of < 2%; in

other words, reservoirs of such a huge capacity are missing in
the Si-MOS structure.

In Refs [262, 263], an attempt was made to link the
background density of states with statistical fluctuations of
the spatial distribution of electrons. Another interpretation of
the puzzling background density of states was suggested
in [102, 115, 264]: the authors described the experimentally
observed density of states using a Gaussian distribution with
the widthG�n� depending on the filling factor in an oscillatory
fashion. Such an interpretation is consistent with the concept
of nonlinear screening and also with experimentally observed
oscillations of the Landau level width [102, 115].

6.1.3 Renormalization of the oscillation amplitude of orbital
magnetization by interelectron interaction. As described
above, the energy spectrum of a 2D system in a quantizing
perpendicular magnetic field B consists of d-like discrete
levels (see Eqn (12)). The magnetization per electron in a 2D
system qM=qn � ÿqE=qB, is

qM
qn
� ÿ

X
N

mB

�
m

m �
ÿ
2N� 1

�� 1

2
g �
�
: �20�

This relation is satisfied in all field intervals between the
integer numbers of level fillings (n � n=F0 is an integer and
F0 � hc=e is the flux quantum), where the magnetization
experiences a jump. The amplitude of the jumps equals
2mB�m=m �� for cyclotron splittings (i.e., transitions
n! n� 1), or g �mB for Zeeman splittings between levels
with oppositely directed spins.

A nonzero temperature broadens the step-like changes in
the filling function at the Fermi level, which leads to broad-
ening of the interval of jump-like changes in m�H �. Disorder,
in turn, causes broadening of the initially d-like Landau
energy levels. As a result, both factors, temperature and
disorder, cause a diminishing of the jump amplitude qM=qn.

When eÿe interaction is taken into account, the effective
mass and g-factor vary due to the Fermi-liquid renormaliza-
tion, and the jump amplitude must differ from the free-
electron value. In a quantizing magnetic éeld, the renormali-
zation (by virtue of the so-called `inter Landau level
interaction' or `level repulsion') leads to the enhancement of
the jump amplitude. Such an enhancement of the energy level
splitting in the interacting 2D electron system was observed
experimentally and predicted theoretically [244].

Figure 22a shows the measured chemical potential for a
2D electron system in Si as a function of the perpendicular
magnetic field B (upper curve) [105, 242]. The sharp jump of
m�B� at about 10 T corresponds to the Fermi level transition
from the second to the third energy level. For the Fermi level
location in the energy gap, i.e., in the integer QHE regime, as
was described above, the resistance of the 2D system decays
exponentially, its recharging under such conditions being
accompanied by eddy current excitation considered in
Section 6.1.1. For this reason, the m�B� behavior in Fig. 22
in this range of fields is schematically interpolated with a
dashed-dotted line.

Figure 22b shows the m�B� dependence [105] calculated for
a noninteracting 2D electron gas at T � 0 in the absence of
disorder, and also for typical disorder-induced Landau level
broadening. We can see that the slope of the measured
dependence (i.e., magnetization per electron) qm=qB �
ÿqM=qn for n < 2 is about a factor of two greater than the
maximum possible slope, (qM=qn � mB) for a noninteracting
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electron gas. The steep slope originates from the contribution
of electron±electron interaction, which also enters the inverse
thermodynamic density of states (thermodynamic compressi-
bility) �qn=qm�ÿ1 and determines its negative value. This effect
was predicted by Efros [265] and experimentally observed in
Refs [105, 266, 267].

Qualitatively, the `negative compressibility' is clearly seen
in Fig. 23 as well, where the chemical potential for a 2D
electron system is shown versus the electron concentration,
measured in a constant magnetic field [242]. Instead of the
anticipated (for a noninteracting system) step-like m�n�
dependence with jumps and with the related positive slope

dm=dn in the interval between them, we can clearly see
intervals with dm=dn < 0. These wings with a negative slope
on both sides of the integer fillings n are direct evidence of a
negative contribution to the chemical potential due to inter-
electron interaction (i.e., negative compressibility). The
renormalized amplitude of the dHvA oscillations was
measured in a number of studies [243] and was found to be
in qualitative agreement with theory.

6.2 Spin magnetization of electrons
The problem of electron spin magnetization measurements in
2D systems became topical in the 2000s, in connection with
investigations of interelectron correlation effects. The many-
body effects become progressively stronger in 2D systems as
the electron concentration was decreased, which, in turn,
became possible as a result of the improvement in the quality
of 2D structures. Commonly, the interelectron interaction is
quantitatively characterized by a dimensionless ratio of the
potential interaction energy and the kinetic Fermi energy,
rs [107].

To study the effect of electron±electron correlations on
the spin degree of freedom, numerous experiments were
performed using direct thermodynamic methods as well as
indirect (i.e., based on theoretical models) transport methods;
a brief description and the main results are given below.

6.2.1 Spin susceptibility renormalization determined from oscilla-
tory and monotonic transport. Figure 24a shows the main result
summarizing measurements of w �=wb / g �m �=�2mb� for a 2D
electron system in Si-MOS structures [89±91, 94]. We can see
that as a result of electron±electron interaction, the suscept-
ibility w � / g �m � increases monotonically with rs (i.e., as the
density decreases) by a factor of � 5, although it remains
finite in the explored range of electron densities.

From the measurements of w �=wb � g �m �=2mb, together
with the renormalized effective mass m ��rs�, we can extract
the renormalized g �-factor and hence estimate the lowest-
order Fermi liquid coupling parameter Fs

0 . The effective mass
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m � can be found from the temperature dependence of
quantum oscillations. Figure 24b shows the resulting F s

0 �rs�
dependence obtained from quantum oscillations; the results
of Ref. [91] also agree with the data in Fig. 24b. As can be seen
from Fig. 24c, the Fs

0 �rs� values deduced from SdH oscilla-
tions reasonably well agree with the results obtained from
fitting the s�T;B � 0� temperature dependence by the
method considered in Section 3.1.2.

Finally, Fig. 25, taken fromRef. [84], summarizes the results
for 2D electron and hole systems; it demonstrates the impact of
the character of disorder, clearly breaking the data into two
groups, for short-range and long-range (compared with the
Fermi wave length lF � 100 �A) potential fluctuations, which
are described by respective theories in [68, 69] and [82, 83].

For higher rs values, F
s
0 tends to saturation at the level of

about ÿ0:8; as a result, the Stoner instability expected for
Fs
0 �ÿ1 appears to be unattainable for all the studied 2D

material systems. Another reason for the attainability of the
magnetic transition in a single-phase 2D system is discussed in
Section 6.2.2.

6.2.2 Spin magnetization and susceptibility from thermody-
namic measurements. The method of dm=dB thermodynamic
measurements was described in Section 4.3. Using this
method, and by modulating the perpendicular, B?, rather
than the parallel magnetic field, in Ref. [119] the renormalized
g-factor and cyclotron mass m � were measured for a 2D
electron system in Si; evidently, the results include orbital
effects of interelectron interaction. To probe purely spin
effects free of any orbital contribution, measurements in
Ref. [117, 118] were performed in a magnetic field aligned
strictly parallel to the 2D plane. These results obtained in a
strong magnetic field Bk enable us to detect features expected
for the full spin polarization (see Fig. 26).

In a partially polarized system, the electrons at the Fermi
level have equal densities of states for both spin projections
and contribute almost nothing to the magnetization dM=dn.
Starting from the field of complete spin polarization, the
dM=dn value should sharply increase from 0 to ÿmB, as is
schematically shown by the bold dashed line in Fig. 26a. A
qualitatively similar behavior was observed in experiments
[117, 118, 268] and is shown in Fig. 26a.

Most of the measurements with this technique were
performed in [117, 118] in the regime of strong fields
gmBB4 kBT, which evidently `cuts off' the dM=dn tempera-
ture dependence. In subsequent thermodynamic measure-
ments [120] performed with improved sensitivity, a different
behavior of qM=qn was observed in weak fields
(gmBB < kBT ), as shown in Fig. 26b. At high electron
densities, qM=qn is negative [120], as expected for the Fermi-
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liquid because of the effective mass renormalization
qm �=qn<0.

At low densities, qM=qn becomes positive and in all cases
is much greater than expected for the Pauli spin susceptibility.
When the field increases (while still being smaller than the
temperature, gmBB < kBT ), dM=dn sharply increases and
exceeds the Bohr magneton by more than a factor of two at
low temperatures (Fig. 26b).

Such behavior of qM=qn�B� is reminiscent of the
dependence anticipated for free spins, qM=qn � mB tanh b,
where b � mBB=�kBT �5 1 is the dimensionless magnetic
field. However, the fact that qM=qn exceeds the Bohr
magneton points to a ferromagnetic ordering of the electron
spins. The magnetization curves qM=qn (Fig. 26b) saturate
in the field b � 0:25, signaling that the particles that
respond to the field modulation have spins � 1=�2b� � 2,
rather than 1/2.

Thus, the results in Ref. [120] evidence the emergence of a
two-phase state in the 2D system consisting of a paramagnetic
Fermi liquid and ferromagnetic domains (so-called `spin
droplets') with the total spin � 2, comprising 04 electrons.
It seems likely that the formation of a two-phase state is more
favorable than a transition to the uniform ferromagnetic
state, which is, in addition, forbidden by the Mermin±
Wagner theorem at T 6� 0. In the considered case, the easily
orientable `nanomagnets' remain as the minority phase in the

majority Fermi-liquid phase, even though the dimensionless
conductance of the 2D system kFl4 1. Such conductance was
commonly considered a criterion of the well-defined Fermi-
liquid state. We note that the two-phase state often occurs in
interacting electron systems in the vicinity of phase transi-
tions, expected for a uniform state [269±271].

7. Conclusion

Measurements of the magnetic properties of nonmagnetic or
weakly magnetic materials always represented a topical task,
relevant for both practical material applications and physical
studies. The doubtless advantage of magnetometry is related
to the thermodynamic character of measurements, which in
many cases provides simple and reliable interpretations of the
results. Experimental methods of the magnetic measurements
are continuously being improved, especially since the end of
the 20th century. Here, we have considered various methods
of magnetometry and their evolution in the last 50 years. As a
result of their development, dozens of outstanding laboratory
magnetometer designs appeared, followed by a large number
of commercially available magnetometers and suscept-
ometers.

The demand for magnetic measurements rose sharply at
the beginning of the 1970s, related to the discovery and
intensive studies of low-dimensional systems of electrons in
semiconductor structures [107] and in organic crystals [270,
272, 273]. Low-dimensional electron systems manifest a rich
novel physics in strong magnetic fields. Besides traditional
transport and optical measurements, their study also requires
thermodynamic, and particularly magnetic, measurements.
Investigations of orbital magnetization of low-dimensional
electron systems and nanostructures with a low number of
electrons has required improving traditional designs and
developing novel methods for magnetic measurements.
Along with the discovery and studies of the integer and
fractional quantum Hall effects, simultaneously performed
magnetic measurements with 2D electron systems have led to
a deeper understanding of the origin of these effects and
properties of novel quasiparticles describing the fractional-
charge states, composite quasiparticles consisting of electrons
and flux quanta, and collective spin excitations in electron
systems.

At the beginning of the 21st century, the problem of
weaker effects of electron spin magnetization came to the
forefront. This is related to the topical problem of under-
standing the properties of strongly correlated electron
systems, searching for novel states of electron matter, and
studying the effects of spin ordering and their interplay with
superconducting paring, as well as with application in
spintronics and quantum computations.

Finally, in recent years, new methods of magnetometry
with spatial and temporal resolution have been developed.
Local probing uses tools such as scanning magnetometers
based on NV centers, SQUID magnetometers, scanning Hall
magnetometers, and scanning atomic force microscopes.
Time-resolved magnetometry enables studying magnetiza-
tion dynamics during relaxation of the system between two
quantum states. These methods have great potential because
they are suited to magnetic measurements with more and
more popular nanomaterials, nanostructures of topologically
nontrivial matter, and optically controlled matter. The
magnetometry methods with nm spatial resolution and
temporal resolution are now rapidly being developed,
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adapting to novel tasks, andwill promote new discoveries and
the accumulation of new knowledge, particularly in topical
areas such as studies of quantum topological effects, novel
quasiparticles (including Majorana fermions), living cells,
microorganisms, and neurosystems. Scanning magnetic
local microscopy suggests a unique possibility of noninvasive
probing and visualization of the structure and dynamics of
nano-objects.
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