
Abstract. Concentrated vortices are spatially localized struc-
tures with nonzero vorticity surrounded by a potential flow.
These structures include a broad class of mesoscale vortices,
such as dust devils, water vortices, and fire vortices, as well as
larger-scale and more intense tornados. From a rather broad
class of concentratedmesoscale vortices, dust devils are selected
as the simplest and most easily observable structures owing to
dust particles that play the role of tracers. The aim of this review
is to present the main results of studies of dust devils in the
atmospheres of Earth and Mars. In the framework of ideal
fluid dynamics, a recently proposed model is discussed that
allows describing vortex structures that are fully localized in
space. The results of numerical modeling of vortex dynamics
and an analytic model of vortex generation in a convectively
unstable atmosphere are briefly discussed.

Keywords: vortices, model of vortices, nonlinear structures,
ideal êuid dynamics

1. Introduction

Any real motion in the atmosphere is vortical to one or degree
another. Furthermore, the existence of well pronounced
vortical structures in the atmosphere is one of the main factors
defining weather and climate, which are the result of interac-
tions among vortices of various topologies and scales.
Concentrated mesoscale vortices stand out among a great
variety of vortical motions in the atmosphere, being of
increased interest from the standpoint of both fundamental
research and practice. Concentrated vortices (CVs) are non-
stationary spatially localized vortical structures, elongated in
the vertical direction, with a characteristic transverse size from
several meters to several hundred meters. Concentrated
vortices include dust devils (DDs), as well as more intense and
larger-scale vorticesÐ tornados [1±9]. In seas or large lakes,
water jets (or waterspouts) are observed [10±12]. Distinct from
dust whirlwinds, waterspouts entrain water droplets in vertical
vortical motion. Furthermore, in fires during calm weather,
fiery devils may suddenly occur. Although vortices in this class
evolve in various media and, generally speaking, have different
generation natures, they are all characterized by ascending
helicoidal motion. This broad class of vortices attracts the
attention of numerous researchers. The rotation velocity in
CVs attains its maximum at the characteristic vortex radius
and tends to zero at the periphery, which agrees well with the
rotation velocity behavior in a stationary Rankine vortex [13±
15].Dust devils, as the simplest and rather frequently and easily
observed structures, are of special interest for studying the
whole class of atmospheric CVs.
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Dust intake into the atmosphere is governed by numerous
natural phenomena, themost powerful ones being sand (dust)
storms and dust whirlwinds [16±21]. A substantial amount of
aerosols in the atmosphere is related to dust storms, which
carry dust far into the oceans and even transport it from
Africa to America across the Atlantic Ocean. The effect of
dust on atmospheric dynamics and energy exchange presents
one of the least studied yet most important factors contribut-
ing to the formation of Earth's climate. Studying these
interactions is fundamental for the prognosis of weather
change and climate variability.

The aim of this review is to summarize the research results
pertaining to the CVs in the atmosphere. The main focus is on
dust whirlwinds (DDs). From the broad class of CVs, they are
selected as the simplest and most lively discussed vortices in
the scientific literature. The dynamics of vortices can be
roughly separated into three stages: generation, the quasista-
tionary regime, and decay. The last may be caused by
increased viscous losses and the influence of friction in the
surface layer. Our main focus is on the first two stages of
vortex evolution.

In Section 2, we briefly discuss the process of dust
entrainment by vortices and the electrodynamics of vortices
related to the electrification of dust particles. The considera-
tion is rather sketchy because the details of these important
processes are outside the scope of this review.

In Section 3, we present some results of DD observations
in the terrestrial and Martian atmospheres.

In Section 4, we discuss models of stationary vortices.
Commonly, the stage when vortices are in a quasistationary
state lasts longer than the generation and decay stages. The
known theoretical models of stationary vortices by Rankine,
Burgers, and Sullivan are briefly discussed. Even though none
of these models fully covers the dynamics of CVs, all of them
are still used to describe individual details of this complex
natural phenomenon. For example, the simplest Rankine
model is frequently used to interpret observations of not
only dust whirlwinds but also more powerful and complex
typhoons. In Section 4.2.5, we discuss a new model of a
stationary localized vortex. This model corresponds to an
exact solution of the Euler equations for an incompressible
fluid, offering a description of three-dimensional vortex
structures exponentially localized not only radially but also
vertically.

Section 5 is devoted to the discussion of amodel describing
the generation of jets, characterized by a two-dimensional
velocity field, and CVs in a stratified atmosphere. It is shown
that in a convectively unstable atmosphere, the poloidal
(radial and vertical) jet velocities grow exponentially with
time. The presence of seeding of large-scale vertical vorticity in
the atmosphere is the cause of the explosive generation of
vertical vorticity and azimuthal velocity.

In Section 6 we briefly consider the results of numerical
modeling of vortex dynamics in a convectively unstable
atmosphere.

The conclusion (Section 7) briefly summarizes the main
statements.

2. Characteristic features

2.1 Dust devils: columns of rising dust
Dust devils are the most widely disseminated vortex struc-
tures of the terrestrial atmosphere [9, 22, 23]. A gray column

of dust frequently reaches up to the clouds. Pilots observe
ascending air streams and dust whirlwinds sometimes at
altitudes of several kilometers. In most cases, dust is an
indicator of DDs, but in regions poor in dust and sand, such
vortices are less noticeable and can even be invisible.

The vortices entrain dust from the surface of a planet as a
result of so-called saltation [24±26]. Sinclair [14] proposed
that the presence of dust in the near-surface atmospheric
layer, the existence of regions where the ground temperature
is anomalously high, and the presence of local obstructions to
wind, triggering the formation of shear flows, are necessary
conditions for the DD formation. DDs are usually not
dangerous in and of themselves, but there is evidence that
they have been the cause of aviation incidents in some regions
on Earth [27]. An analysis of the database on incidents of the
National Transportation Safety Board, USA, based on 97
cases indicates that DDs can be considered the most probable
cause of aviation incidents.

2.2 Characteristic parameters
The history of DD observations already counts almost
160 years, beginning with study [1] in 1860. Later research
[2, 9, 17±23, 25, 26] was also dedicated to observations of DDs
and their description. Most DDs are observed on afternoons
in dry, calm weather when the soil is well heated by solar
radiation. Rising warm air creates a vortex with reduced
pressure in its center [9, 20, 21]. The characteristic diameter
of a DD is from several meters to several dozen meters, and
they may reach from several hundred to even a thousand
meters in height. They move with a speed close to that of
unperturbed wind. Owing to the presence of dust, they look
like mini-tornados to an outside observer. The role of DDs in
convection, soil erosion, and sand transport in arid regions on
Earth has been intensively studied for a long time [24, 28±32].

The direction of DD circulation depends only on the
initial conditions during their onset, because their spatial
scales are not large enough for the effect of the Coriolis force
to be significant, as, for example, in Rossby wave vortices.
Very often, vortices rotating in mutually opposite directions
can be observed to take part in a forming DD group.

Balme and Greeley [9], having summarized the results of
previous research, presented a review of characteristic DD
parameters on Earth and Mars. Larger DDs have larger
rotation speeds and larger vertical velocities [29]. The radial
structure of DDs can be roughly split into three concentric
domains [33]: an external domain with constant (or slowly
radially varying) weak vorticity; a narrow domain where
vorticity jumps abruptly and the vertical flow velocity is
small, and an internal domain where the flow converging to
the center is transformed into a vertically ascending flow with
large vertical and toroidal velocities. Typical terrestrial DDs
have diameters under 10m and heights not larger than several
hundred meters [9, 13, 14, 32±40]. DDsÐatmospheric whirl-
windsÐare less dangerous than large-scale tornados. For
this reason, studies of DDs for a long time were outside the
mainstream of meteorological research. Interest in DDs
increased substantially when it became known that there are
much more powerful DDs on Mars than on Earth. The first
indications of the existence of DDs onMars were obtained in
the 1970s aboard the Viking spacecraft of the National
Aeronautics and Space Administration (NASA), orbiting
Mars [9, 41]. Since then, the topic of DDs has been
intensively discussed in the scientific literature and at
conferences (see, e.g., [9, 21, 42, 43]).
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2.3 Dust content of the atmosphere and climate
Despite the large and ever growing body of research devoted
to dust transport [44±48], the effect of dust on Earth's climate
system remains rather uncertain. Vortices with an ascending
spiral flow lift dust to high altitudes. As a result, the dust
carried by winds is transported over large distances, notice-
ably influencing global and regional climate [49±51]. The
most intense DDs can carry dust to an altitude of 10 km,
affecting the structure of tropospheric aerosols. The dust
supply to the atmosphere is governed by numerous phenom-
ena, the most powerful being sand (dust) storms on a synoptic
scale (� 1000 km). Vortices with a reduced pressure at the
center, sucking dust and lifting it to high altitudes, may be the
cause of dust storms on Mars [53]. Dust redistributes energy
by scattering and absorbing solar and terrestrial radiation.
This causes heating of the atmosphere, increasing the net
precipitation, but cooling the surface. Dust aerosols serve as
nuclei of water vapor transformation into the liquid phase (as
condensation nuclei in clouds) and solid phase (as ice nuclei)
[54, 55]. The interactions between dust and clouds are rather
complicated and insufficiently studied [48, 54]. Furthermore,
dust deposition on glaciers and snow cover reduces the albedo
(the capability to reflect), which is the cause of warming and
earlier snow melting [44±46, 56, 57]. Climate change is very
sensitive to the global dust cycle: the global dust deposition
rate during the glacial maximum is several times higher than
during the interglacial epoch [47, 58, 59]. We note that an
increase in dust deposition has been observed over the last
50 years [45, 60].

The role of DDs in the dry and dustyMartian atmosphere
is evenmore important than on Earth [31, 61]. OnEarth, DDs
provide only 3.4% of the dust supply to the atmosphere [62],
whereas on Mars their share is about 50% [63]. It is assumed
in [64] that DDs may be present on Neptune's largest satellite
Triton.

2.4 Saltation
The transport of sand, dust, or other substances governed by
winds is an eolian process named after the Greek god of the
winds, Aeolus. Eolian processes are observed not only on
Earth but also on Mars, Venus, and Saturn's satellite Titan.
On Earth, they mainly take place in deserts, on beaches, or in
other regions with scarce vegetation.Winds blowing sand and
dust in these regions change the surface, triggering the
formation of sand dunes and ripples, soil degradation, and
the transport of soil fragments [44±47, 57].

Saltation (from Latin saltusÐa leap) is the process of
suspending and transporting sand particles over a planet's
surface by abrupt wind bursts. Hitting the surface, particles
entrain other particles. The first thorough review of the
physics of saltation was proposed by Bagnold in his
book [16], laying the foundations of this branch of science.
The effect of global dust processes on various aspects of
Earth's ecosystem is discussed in reviews [63±69]. The process
of saltation can be roughly separated into four stages [29, 68]:
(1) The excitation of saltation: bouncing of particles under the
action of an aerodynamic force; (2) ballistic motion of
particles; (3) impact on the surface of particles falling under
the action of gravity; (4) modification of the vertical wind
profile by jumping particles. On impact, particle adhesion is
reduced, and smaller particles are blown from the surface.
Collisions among small saltating particles can also put larger
particles into motion. However, acceleration of particles
� 500 mm in diameter is very limited due to their large

inertia, and therefore they do not participate in saltation.
When saltating particles interact with whirlwinds [67±71],
small dust particles are raised from the surface. Vertical
whirlwinds with a reduced pressure at their center lift sand
and dust from the surface, carrying them to an altitude of
several kilometers. Small-scale dust with particles less than
20 mm in diameter can stay in the atmosphere for up to several
weeks, carried by zonal winds over distances of several
thousand kilometers from their source, thus influencing the
weather and climate in large regions.

2.5 Dust electrification
Hot particles of dust and sand blown by wind in a dry
atmosphere acquire an electric charge on numerous colli-
sions as a result of the triboelectric effect, which consists of
the accumulation of charge upon colliding. Colliding heavy
particles (of larger size) lose their electrons, which are
transferred to lighter particles [9, 72]. In the presence of
gravity, lighter particles are carried upward, leaving heavier
particles beneath and creating vertical charge stratification
and generating an electric field in a whirlwind. The generation
of an electric field has been observed in vortices and also
explored in laboratory modeling experiments [73±79]. Pio-
neering measurements by Schmidt et al. [80] showed that in
terrestrial conditions, electric fields exceeding 160 kVmÿ1 can
be created in dust updrafts for moderate winds. Strong
electric fields in excess of 100 kV mÿ1 have been observed
during dust storms and in DDs [20, 75, 81±83]. Field
measurements [84] during sand storms and DDs in the
western Sahara indicated that variations in the electric field
can be stronger than was assumed earlier. The charge density
occurring in DDs can reach values of 105ÿ107 electrons
per m3. The vortical motion of charges creates a weak
magnetic field, of the order of several nanotesla. At present,
considerable attention is dedicated to exploring electric fields
in DDs (see, e.g., [85±89]).

In the Martian atmosphere, electric fields generated in
DDs can reach values of 5±20 kV mÿ1, corresponding to
electrical breakdown. Micro-discharges occurring in such
fields can generate broadband electromagnetic radiation
with wavelengths in the range 1.3±6.0 cm. The role of
hydrodynamic and electromagnetic forces in the formation
of DDs was explored by NASA in the framework of the
MATADOR project (Martian ATmosphere And Dust in the
Optical and Radio) [90±91], as well as in laboratory studies
and numerical modeling [92±94]. These studies indicated that
the action of an electric field on the dynamics of processes and
trajectories of dust particles can be ignored in the first
approximation because of its smallness relative the hydro-
dynamic effects [90]. The triboelectric effect, underlying
charge separation in a gravity field, passed tests for being
used in industrial applications, in particular in pharmaceu-
tical industry for the separation of dust (powder) particles
according to mass and size in vortical motion [95±99].

3. Dust devils on Earth
and Mars: main physical parameters

3.1 Dust devils on Earth
DDs are most frequently encountered in arid and desert
regions on Earth: in Africa [18, 74, 100, 101], Australia [31,
102], southwest states of the USA [10, 11, 20, 25, 26, 28±30,
38, 103±108], and other regions. The results of statistical
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studies of DD spatial scales are presented in Refs [14, 25,
26, 29, 36, 105]. The height of a DD depends on atmo-
spheric conditions and dust composition, and their visible
height also depends on how much dust is entrained by the
vortex. The height of most DDs is at least five times larger
than their diameter [31]. Most DDs are from 1 to 15 m in
diameter and from several meters to one kilometer, or even
more, in height [101]. According to review [9], 50% of DDs
are 3±50 m high. The most powerful DDs on our planet
occur in Australia, 30±140 m in radius and up to 4500 m in
height. The DD life span increases with their spatial scale. It
is usually from several seconds to 20 min, with most DDs
lasting 1±4 min [13, 17, 109].

There is proof that the generation of a DD bears a
pulsating character, with intermittent quiescent periods [14,
105]. Carroll and Ryan [38] mention that characteristic
quiescent periods last 5±15 min and interpret their duration
in terms of the characteristic time of convective instability.
Commonly, DDs propagate at the speed of the ambient
wind [100]. Their rotation speed typically equals 5±10 m sÿ1,
and does not exceed 25 m sÿ1, and the vertical velocity does
not exceed 10 m sÿ1 [9]. The observations by Sinclair [14]
enabled him to formulate ideal conditions for DD generation:
(1) an abundance of a loose dusty surface; (2) `hot spots', or
areas with anomalously high soil temperature; (3) local
obstacles to winds, which cause the ambient vorticity of the
flow. Sinclair [13] roughly split a typical structure of DDs into
a lower part in the form of a `skirt', a central part in the form
of a vertical column of rapidly rotating dust, and an upper
part where rotation decays and vertical flow decreases. The
lowest part of the vortexÐ the `skirt'Ð is loadedwith heavier
particles [17, 100]. The rotation velocity in such vortices
attains a maximum at the characteristic radius of the DD
and tends to zero at the periphery. The behavior of the
observed velocity agrees with the behavior of rotation
velocity in a stationary Rankine vortex [9, 13, 28, 109]. In
such a vortex, loaded with dust, the dust flow from the inner
and outer vortex regions is directed to the region where the
rotation velocity is maximal.

The photo in Fig. 1 shows the `skirt', and higher, in the
inner part of the vortex, an axisymmetric domain with a
reduced dust concentration [110, 111]. Heavier and larger
dust particles are confined close to the ground, forming a dust
cloud in the `skirt', whereas lighter particles are transported
into the upper part of the vortex. It can also be seen that in the
upper part of the DD, dust particles are concentrated at the
vortex boundary, where the rotation velocity is maximal.

According to laboratory studies [67, 112], the rate (flux) of
dust transport equals 1:0� 10ÿ5 ± 3:0� 10ÿ2 kg mÿ2 sÿ1,
which agrees well with the results of field observations [9,
32]: 0:6� 10ÿ3 ± 3:0� 10ÿ3 kg mÿ2 sÿ1 [9, 32]. DDs play an
important role in the transport of dust in the atmosphere [44,
45, 48, 55, 113, 114], lifting several kilograms of dust every
20 min. DDs affect soil erosion, transporting dust from the
planet surface, and modify surface albedo. The height of a
DD can be determined remotely from the ground or air-
planes, and the observations of `thermals' over large DDs
were carried out from gliders. At altitudes of 2000±4000 m,
warm updrafts were observed, with the temperature exceed-
ing the ambient temperature by several tenths of a degree and
vertical velocities of 2±4 m sÿ1 over areas of 1±5 km2. This
implies that dust particles were related to broader updrafts of
rising warm air reaching several kilometers in height and
expanding to several kilometers in diameter before returning

down [115]. Fine African dust can be carried to southern
Europe [101] and each summer reaches the Caribbean basin
and southwest USA [54, 55, 59] with the concentration in the
range 10±100 mg mÿ3. This makes from one third to one half
of the mass of observed dust particles with a diameter smaller
than 2:5 mm.

According to Refs [74, 116±120], the electric field in
terrestrial DDs with a diameter of about 10 m and height of
100±200 m can reach several hundred kV mÿ1. The corre-
sponding charge density can reach 105ÿ107 electrons per m3.
The vortical motion of charges generates a weak magnetic
field of the order of several nanoteslas.

3.2 Dust devils on Mars
DDs and possibly related dust storms are one of the most
interesting atmospheric phenomena on Mars. The existence
of DDs on Mars was predicted in Refs [121±124] even before
their discovery. DDs onMars were first observed in the 1970s
in the framework of the NASA Viking space program [125].
These structures were initially observed as small bright clouds
with long shadows [41]. The first sharp image of a Martian
DD was obtained during the NASA Pathfinder mission [32,
126] in 1997.

Later, when observations with high-resolution cameras
aboard the Mars Observer and Mars Surveyor missions
became available, a large number of DDs were identified
[11, 127, 128]. The processes of DD occurrence on Mars and
Earth are similar: the ground is heated through insolation
during the day time, warming the adjacent air layers. In the

Figure 1.Dust devil with a `skirt' saturated with dust and an axisymmetric

domain above with a reduced concentration of dust inside the vortex. The

photo is from the collection Inflow Images (John Roenfeldt and Ira

Fehlberg).
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Martian atmosphere, characterized by low heat capacity,
turbulent and radiation fluxes can differ substantially from
those in the atmospheric surface layer [129, 130]. Because of
the rarefied atmosphere and weaker gravity field, DDs on
Mars are much more powerful: they are much wider (some-
times by almost 50 times) and taller (by several dozen times)
than their terrestrial counterparts. For example, the Mars
Reconnaissance Orbiter, with the help of the HiRISE (High
Resolution Imaging Experiment) camera, recorded a giant
DD 20 km in height, rushing over the Martian expanses; in
spite of the considerable height of the dust column, its
diameter was only 64 m. Usually, Martian DDs have a
diameter from 100 m to 1 km and a height up to 7±8 km.

A typical feature of Martian DDs is the appearance of
several vortices simultaneously. For example, in May 2005,
Mars Rover Spirit simultaneously registered three DDs
traveling close to each other. In the region of the Gusev
Crater, 5 to 7 DDs were seen simultaneously at noon time. In
this region, DDs with a diameter of 1±2 km and height of 8±
10 km were observed from the Viking orbiter.

Mars is often dominated by dust storms: winds unceas-
ingly grind the upper dried-up dust layer, and haze covers
extensive areas of the planet. In such periods, DDs appear so
frequently that numerous tracks mutually intersect, leaving
marks of DD trajectories on the ground. Intricate footprints
left on the Martian surface by large dust whirlwinds were
discovered in many regions of the red planet, and images of
several DDs were taken when they were `moulding' the
surface in this way. Dark traces are formed as vortices pass,
lifting dust and revealing bedrock.

To estimate the wind velocities, which are needed to refine
climatemodels, the studies ofDDpropagation velocities were
carried out. Assuming that Martian DDs move with the wind
velocity, just like their terrestrial counterparts, theirmeasured
velocity can serve as an estimate of wind velocities on Mars.
From orbital observations by the ESA (European Space
Agency) Mars Express High Resolution Stereo Camera, it
follows that DDs travel over the Martian surface with
velocities of the order of several dozen meters per second.
Wind and DDs related to it may influence the mechanisms
initiating giant dust storms. According to estimates [67, 112,
131, 132], Martian DDs annually lift 2� 1011 kg of dust into
the atmosphere, which has a noticeable impact on the climate
of the planet. Studies in the MATADOR project were
dedicated to the effect of hydrodynamic and electromagnetic
forces on DD formation [117±120]. Analogous laboratory
studies were also carried out [86, 92, 93, 133]. As follows from
these studies, the effect of an electric field on the dynamics of
processes and trajectories of dust particles can be disregarded
in the first approximation because of its smallness compared
to the effect of hydrodynamic flows [119].

Electric fields created in DDs are governed by vertical
currents of charged particles and the distribution of velocity
as a function of mass. As a result of these processes, the
electric field grows exponentially with time and can reach
values that correspond to electrical breakdown in theMartian
conditions [134, 135]. Micro-discharges developing in such
fields can generate broadband electromagnetic radiation.

4. Analytic models of stationary vortices

Despite the relevance of studying CVs such as tornados and
DDv, their theoretical analysis is still far from the role it could
play in predicting the dynamics of such vortex structures. The

internal structure, strength, and scale of a vortex to a large
degree determine the stability of the vortex and the way it
interacts with other vortices and the ambient flow.

At present, only a small number of exact solutions of the
Navier±Stokes equations describing the structure of station-
ary vortices is known.Wemention Burgers (or Burgers±Rott)
vortices [136, 137] and Sullivan vortices [138]. Because these
solutions suffer from a number of drawbacks, searching for
new exact solutions of fluid dynamics equations describing
vortical fluid motions is a compelling task. It is hoped that its
solution will open up the simplest and most rigorous way of
obtaining a number of theoretically and practically important
results.

In contrast to vortices of a planetary scale (vortices of
Rossbywaves, cyclones, or anticyclones; see, e.g., [139], [140]),
CVs are small-scale structures. In exploring such structures in
planetary atmospheres, we can ignore the Coriolis force.
Furthermore, in considering flows with velocities much
smaller than the speed of sound, we ignore compressibility.
In Section 4.1, we present the full system of Navier±Stokes
equations for an incompressible fluid as a system of equations
governing the fluid dynamics. In Sections 4.2±4.4, we discuss
the simplest models of vortices used to interpret observations:
the models by Rankine, Burgers, and Sullivan. In Section 4.5,
we present a model of concentrated vortices that are
exponentially localized in space, allowing a description of the
main features of their structure.

4.1 Main basic equations
As a basic set of fluid dynamics equations, we take the
Navier±Stokes equation

dv

dt
� ÿ 1

r
Hp� g� nDv �1�

and the incompressibility condition

H v � 0 : �2�

Here, d=dt � q=qt� vH is the convective (full) time deriva-
tive, v is the velocity, r and p are the density and pressure,
n is the kinematic viscosity, and g � ÿgêz is the acceleration
of gravity, with êz a unit vector directed along the vertical z
axis. Here, we explore stationary structures, assuming
q=qt � 0.

To describe the simplest vortical motion in stationary
structures, we make the approximation of axial symmetry,
q=qj � 0. In a cylindrical coordinate system (r;f; z), system
of equations (1) and (2) takes the form

vr
qvr
qr
� vz qvrqz

ÿ v
2
f

r
� 1
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qr
� n
�
q2vr
qr 2
� 1
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qvr
qr
ÿ vr
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; �3�
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�
1

r

q
qr

rvf

�
� vz qvfqz � n

�
q2vf
qr 2
� 1

r

qvf
qr
ÿ vf

r 2

�
; �4�

vr
qvz
qr
� vz qvzqz

� 1

r
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qz
� n
�
q2vz
qr 2
� 1

r

qvz
qr
� q2vz

qz 2

�
; �5�

qvr
qr
� vr

r
� qvz

qz
� 0 : �6�

Usually, most of the time the atmosphere is in equilibrium
that is close to hydrostatic equilibrium with the gravitational
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attraction balanced by the pressure gradient. In this state,
p � p0 exp �ÿz=H�, where H � p0=�rg� is the height of the
equilibrium atmosphere. Structures with a characteristic
height that is much smaller thanH are discussed below.

4.2 Rankine vortex
The Rankine vortex model [15] is frequently invoked to
interpret observations and the results of laboratory and
numerical modeling. Observational data on DDs, as well as
results of numerical modeling [8, 9, 26, 28, 141±145], agree
satisfactorily with the Rankine vortex model. This model
describes stationary planar vortical motion with zero vertical
and radial velocities, vr � vz � 0. The azimuthal velocity is
written as

vf � a

r
� br ; �7�

where the constants a and b are determined from the
boundary conditions. Equation (1) leads to the cyclostrophic
equilibrium condition

p � r
�r
0

v 2f
r

dr : �8�

The Rankine vortex corresponds to a piecewise-continu-
ous solution of Navier±Stokes equations. The condition a � 0
for r < r0 corresponds to a solid-body rotation inside the
vortex, and the condition b � 0 corresponds to a potential
flow in the outer domain. The azimuthal velocity attains its
maximum at the radial distance r � r0. The Rankine vortex is
called a combined vortex because it consists of two domains
(the inner and outer) with a distinctmotion character.We note
that the velocity profile in the stationary Rankine vortex
agrees well with observations of DDs, whose rotation velocity
reaches amaximum at a characteristic radius and tends to zero
at the periphery. A modification of the Rankine vortex in the
approximation when the characteristic vortex radius r0 is a
function of the coordinate z was explored in Refs [23, 35±37].

Although this model with a piecewise continuous azi-
muthal velocity is not an exact solution of Navier±Stokes
equations and hence is not fully applicable to studying
motions in the atmosphere, it is nevertheless frequently used
to interpret observations and the results of numerical
simulations of CV dynamics,

4.3 Burgers vortex
One of the exact solutions of the Navier±Stokes equations for
three-dimensional stationary incompressible motions of
viscous fluid is the Burgers (or Burgers±Rott) vortex [136,
137]. In the axially symmetric Burgers vortex, all three
components of velocity differ from zero. The radial compo-
nent of velocity in the vortex is directed to the center, the
vertical one is proportional to z and directed upward, and the
azimuthal velocity is an arbitrary function of the radius,

vr � ÿ a
2
r ; vf � vf�r� ; vz � az ; �9�

where a > 0 is a constant governing the suction of fluid in the
vortex. Because the azimuthal velocity depends only on the
radial distance and the vertical one increases linearly with
height, it follows from equation (4) that

vr

�
1

r

q
qr

rvf

�
� n
�
q2vf
qr 2
� 1

r

qvf
qr
ÿ vf

r 2

�
: �10�

The left-hand side of Eqn (10) corresponds to a nonlinear
effect of vertical vorticity amplification under radial
compression of vortex tubes, whereas the right-hand side
describes viscous diffusion of vorticity acting against the
amplification. In a reference frame moving together with the
flow, the solution of Eqn (10) exists if both effects
equilibrate each other. In this case, the azimuthal velocity
is expressed as

vf � G
2pr

�
1ÿ exp

�
ÿ r 2

2R 2
B

��
; �11�

where RB � 2n=a is the characteristic radius of the Burgers
vortex and G is the circulation:

G � 2p
�1
0

ozr dr : �12�

The azimuthal velocity attains a maximum at the radial
distance r � 1:12RB. Inside the vortex, where r5RB, and
far away at its periphery, where r4RB, the radial depen-
dences of the azimuthal velocity in the Rankine and Burgers
vortices behave similarly. The Burgers vortex has only one
nonzero vorticity component x� �0; 0;oz�, where

oz � G
4pn

exp

�
ÿ r 2

2R 2
B

�
: �13�

The pressure in the vortex takes the form

p � p0 ÿ ra2

8
�r 2 � 4z 2� � r

�r
0

v 2
f

r
dr : �14�

Just as in the Rankine vortex, the fluid rotates around the
z axis; however, in the Burgers vortex, in addition to the finite
azimuthal velocity, the poloidal (radial and vertical) velocity
components also differ from zero. In such a vortex, the fluid
follows a spiral, approaching the center of rotation and
accelerating upward. In concentrated vortices such as DDs
or typhoons, in addition to rotation around some vertical
axis, there is also suction of fluid into the vortex and its
upward transport. For this reason, the Burgers vortex model
proves to be more relevant than the Rankine vortex for
interpreting atmospheric vortices. The radial and vertical
velocity components are proportional to the parameter a
characterizing the fluid suction into the vortex. The Burgers
vortex and its nonstationary modifications are discussed
in [146] from the standpoint of constructing models of
evolving vertical vortices.

Even though the Burgers model offers some advantages
over the Rankine model, it also has a number of drawbacks.
In the Burgers model, the radial and vertical velocities
increase without bounds with the distance from the vortex
center and the planet surface, respectively. For this reason,
the Burgers model is inapplicable for large heights and radial
distances. However, for moderate heights and radial dis-
tances within two or three vortex radii, this model can be
used to interpret observations and numerical modeling
results.

4.4 Sullivan vortex
The Sullivan vortex [138], just like the Burgers vortex, is an
exact solution of the Navier±Stokes equations. In this vortex,
just as in the Burgers vortex, all three velocity components
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differ from zero:

vr � ÿ a
2
r� 6n

r

�
1ÿ exp

�
ÿ ar 2

4n

��
; vf � GH�ar 2=4n�

2prH�1� ;

vz � az
�
1ÿ 3 exp

�
ÿ ar 2

4n

��
; �15�

where

H�x��
�x
0

exp
ÿ
f �t�� dt ; f�t� � ÿt� 3

�t
0

1ÿ exp �y�
y

dy :

�16�

The azimuthal and vertical vorticity components take the
form

of � ÿ a2rz
n

exp

�
ÿ ar 2

2n

�
; �17�

oz � Ga
2pnH�1� exp

ÿ
f �r�� : �18�

The pressure in such a vortex is expressed as

p � p0 ÿ ra2

8
�r 2 � 4z 2�

� r
�r
0

v 2
f

r
drÿ 18rn 2

r 2

�
1ÿ exp

�
ÿ ar 2

4n

��2
: �19�

In contrast to the Burgers vortex, the Sullivan vortex has
a two-cell structure. In the central vortex part (central cell),
the vertical velocity is directed downward, and the radial
velocity is directed outside. In the outer vortex region (outer
cell), the vertical velocity is upward, and the radial one is
directed to the center of the vortex. The Sullivan vortex is the
simplest two-cell dissipative vortex, which is used to interpret
strong DDs and to describe tornado vortices [3, 7, 147]. Just
as in the Burgers vortex, its vertical and radial velocities
increase without bounds with, respectively, height and radial
distance.

Admittedly, a tornado is too complex a phenomenon to be
fully described in the framework of a simple stationary
hydrodynamic model. However, the exact solution of the
Navier±Stokes equations contains important information on
the structure of possible vortical flows. A central point in the
formation of dissipative stationary Burgers and Sullivan
vortices is the balance between the effects of vorticity
amplification in the flow toward the vortex center and
vorticity decay owing to viscous diffusion. This leads to the
question of whether stationary CVs are possible in a medium
without dissipation.

4.5 Model of concentrated dissipation-free vortices
The Burgers and Sullivan vortices are called dissipative
because viscosity plays a key role in them. If viscosity is
decreased, the vortices spread in space, decay, and finally
disappear. The right-hand side of Eqn (4) describing the
dynamics of vertical vorticity in an inviscid medium is
identically equal to zero. However, we note that the second
term in the left-hand side of this equation can be, generally
speaking, different from zero if the azimuthal velocity
depends not only on the radius but also on the height. A
simple model of a stationary CV in an ideal incompressible
fluid was studied in Ref. [148]. In this model, just as in the

Burgers and Sullivan models, the vortex is localized in the
radial direction, but is not localized vertically. For this
reason, this model is applicable only to small altitudes,
comparable to the vortex radius. This model was further
developed to interpret vortices localized not only over radius
but also vertically in Refs [51, 149, 150].

We begin with the Euler equations

vr
qvr
qr
� vz qvrqz

ÿ v
2
f

r
� ÿ 1

r
qp
qr
; �20�

vr

�
1

r

q
qr

rvf

�
� vz qvfqz � 0 ; �21�

vr
qvz
qr
� vz qvzqz

� ÿ 1

r
qp
qz

�22�

and continuity equation (6). The velocity of incompressible
fluid in an axially symmetric flow can be split into the poloidal
velocity vp��vr; 0; vz� and the azimuthal velocity vfêf. Here,
ef is the unit vector along the corresponding coordinate axis.
The poloidal velocity is expressed in terms of the streamfunc-
tionc as vp �H� �cHf�. Accordingly, the radial and vertical
velocity components are expressed through the streamfunc-
tion as

vr � ÿ 1

r

qc
qz

; vz � 1

r

qc
qr

: �23�

Equation (21) can be transformed into the angular momen-
tum conservation equation for a unit mass,M � rvf,

vr
qM
qr
� vz qMqz � 0 : �24�

The first term in Eqn (24) describes the angular momentum
amplification in a flow converging to the center, and the
second term describes its attenuation due to vertical trans-
port. Using relations (23) that express the poloidal velocity
components through the streamfunction, we can rewrite
Eqn (24) as

Jfc; M g � 0 ; �25�

where Jfa; bg � �qa=qr� qb=qzÿ �qa=qz� qb=qr is the Jaco-
bian. A solution of (25) is given by M � f �c�, where f �x� is
an arbitrary function. As a particular solution of Eqn (25), we
use the relation M � Ac, where A is some dimensional
constant. Hence follows the expression for the azimuthal
velocity

vf � Ac
r
: �26�

Thus, all velocity components are expressed in terms of
the streamfunction c with the help of Eqns (23) and (26). To
complete the solution, it remains to derive an equation for the
pressure p. To relate the pressure to the streamfunction, we
use the known identity �vH� v � H�v 2=2� ÿ v� �H� v� to
transform (20) and (22) into the equation

q
qr

�
p� r

v 2
r

2
� r

v 2
z

2

�
ÿ rvzof ÿ r

v 2f
r
� 0 ; �27�

q
qz

�
p� r

v 2
r

2
� r

v 2
z

2

�
� rvrof � ÿrg : �28�
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Because the vertical scale L of vortex structures is commonly
much smaller than the equivalent height of the atmosphere
H � p0=�rg�, L5H, we have p � p0. In the approximation
of incompressible fluid used here, we assume that the pressure
perturbation dp is small compared to the equilibrium atmo-
spheric pressure p0. In the approximation of thin vortex tubes
adopted here, r0 5L, from Eqns (27) and (28) we obtain a
simplified equation for the pressure:

p � p0 ÿ r
v 2
z

2
� r

�r
0

v 2
f

r
dr : �29�

Equations (23), (26), and (29) relate all hydrodynamic fields
to the streamfunction. When choosing a concrete form for
c�r; z�, we rely on the following conditions for the velocity
components vr, vz, vf and pressure p:

(a) vr � vf � 0, and vz and p are finite on the vortex axis
at r � 0;

(b) vz � vf � 0, and vr and p are finite on the underlying
surface at z � 0;

(c) vr � vz � vf � 0 and p � p0 at the vortex periphery at
r=r0 4 1 and z=L4 1, where r0 and L are characteristic
spatial scales of the vortex in the radial and vertical
directions.

Given conditions (a)±(c), we select the streamfunction in
the form

c � v0r 2 z

L
exp

�
ÿ z

L
ÿ r 2

r 20

�
; �30�

where v0 is the characteristic poloidal velocity. Using
Eqns (23), (26), and (29), we then obtain

vr
v0
� ÿ r

L

�
1ÿ z

L

�
exp

�
ÿ z

L
ÿ r 2

r 20

�
; �31�

vz
v0
� 2

z

L

�
1ÿ r 2

r 20

�
exp

�
ÿ z

L
ÿ r 2

r 20

�
; �32�

vf
vf0
� r

r0

z

L
exp

�
ÿ z

L
ÿ r 2

r 20

�
; �33�

where v0 is the characteristic azimuthal velocity. Taking
Eqns (32) and (33) into account, we reduce Eqn (29) for
pressure to the form

pÿ p0

rv 20
� 1

4

�
z

L

�2

exp

�
ÿ 2

z

L

��
v 2
f0

v 2
0

�
1ÿ exp

�
ÿ 2

r 2

r 20

��

ÿ 8

�
1ÿ r 2

r 20

�2

exp

�
ÿ 2

r 2

r 20

��
: �34�

Equations (31)±(33) for velocity components together with
Eqn (34) for pressure correspond to an exact analytic solution
of Euler equations (20)±(22).

Using Eqn (33) for the azimuthal velocity, we can obtain
the following expression for the vertical vorticity:

oz � 1

r

q
qr

rvf � oz0
z

L

�
1ÿ r 2

r 20

�
exp

�
ÿ z

L
ÿ r 2

r 20

�
; �35�

where oz0 � 2vf0=r0. In contrast to the Rankine and Burgers
vortices, the structure explored here also has a finite

horizontal vorticity

of � �H� v�f � ÿ4
v0
r0

rz

r0L

�
2ÿ r 2

r 20

�
exp

�
ÿ z

L
ÿ r 2

r 20

�
:

�36�

The newmodel, just like the Burgers and Sullivan models,
is applicable if friction can be ignored in the surface layer (see,
e.g., [151, 152]). We note that the applicability of the new
model is limited by the condition z4 r, which is valid in the
interval of finite heights z > r0, where friction can be ignored.

It follows from Eqns (32), (35), and (36) that the vertical
velocity and vertical and horizontal vorticities change sign at
the boundary or close to the jet boundary. From Eqns (31)±
(36), it also follows that all hydrodynamic fields, including
vorticities, are exponentially localized vertically as well as
radially.

Our model allows calculating the vertical and radial mass
fluxes. The vertical mass flux Mz � 2pr

�1
0 vzr dr consists of

an upward flux in the inner vortex part,

M1z � 2pr
�r0
0

vzr dr � 2pr 20 rv0
z

L
exp

�
ÿ 1ÿ z

L

�
; �37�

and a downward flux in the vortex tail,

M2z�2pr
�1
r0

vzr dr � ÿ2pr 20rv0
z

L
exp

�
ÿ 1ÿ z

L

�
; �38�

which compensate each other. The radial mass flux
Mr � 2prr

�1
0 vr dz also consists of two oppositely directed

fluxes: the flux directed toward the vortex axis in the lower
part of the vortex,

M1r � 2prr
�L
0

vr dz � ÿ2prv0r 2 exp
�
ÿ 1ÿ r 2

r 20

�
; �39�

and the opposite flux in the upper part,

M2r � 2prr
�1
L

vr dz � 2prv0r 2 exp
�
ÿ 1ÿ r 2

r 20

�
: �40�

Hence, it follows that in our model, where the vertical and
horizontal mass fluxes equal zero, Mz � 0 and Mr � 0, the
mass is conserved. In Burgers and Sullivan vortices, vertical
and radial mass fluxes grow without bounds if the height z or
the radius are increased, which limits their applicability for
interpreting the observed CVs.

In the new model, the vortical flow is exponentially
localized not only radially but also vertically with a
characteristic scale L. The structure of the vortex in the
vertical direction can be roughly split into three domains:
the foundation (skirt) and the central and upper parts. In the
radial direction, we can distinguish the inner and outer vortex
parts, for r < r0 and r > r0, respectively. In the skirt, for
z5L, the vertical and azimuthal components of velocity are
small. They increase in the inner part with an increase in
height. At the height z � L, the vertical and azimuthal
velocities and the vertical vorticity attain maximum values.
In the upper part of the vortex, the ascending motion and
motion directed to the center are transformed into a
descending and radially spreading flow. Such a model
describes all the main characteristics of DDs in the quasi-
stationary stage.
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Three-dimensional trajectories of particles and their
velocities in vortical motion are depicted in Fig. 2, which
shows a vortex with the ratio of characteristic velocities
(azimuthal to poloidal) vf0=v0 � 5. In dimensionless units,
the vortex radius is r0 � 2, and the characteristic vertical scale
of the vortex is L � 2:75. The particles shown in Fig. 2 were
initially at the radial distance r � r0.

Figure 3 shows the distribution of the dimensionless
pressure �p � �pÿ p0�=�rv 2

0 � in the vortex in the radial
direction at different heights. The following values of para-
meters were taken: vf0=v0 � 4, r0 � 2, and L � 2:75. Radial
pressure distributions are shown at heights z=L � 0:64; 0.95;
1.28; 1.60; 1.92; 2.24; 2.56; and 2.88.

The trough in the pressure distribution comes from
poloidal motion in the vortex. The negative pressure in the
trough describes the effect of fluid suction in the central
vortex region. The pressure crest in the central vortex part is
due to the action of the centrifugal force. With an increase in
height in the upper vortex part, the poloidal motion and
azimuthal velocity weaken, and the trough and crest decrease
in pressure accordingly.

5. Generation of concentrated vortices
in an unstably stratified atmosphere

According to current views, one of the main mechanisms of
DD generation is anomalous heating of the planet surface by
insolation. The heating of soil is accompanied by a super-
adiabatic temperature gradient and an ascending convective
flow of warm air.Meteorological observations [25, 28] laid the
basis for constructing the first thermodynamic model of DD
generation [34, 153, 154]. According to this model, warm air in
a convectively unstable atmosphere moves upward and, after
being cooled, descends. Such a model is an analog of the
thermal engine taking energy from thewarm surface layer. The
model in [34] predicts that the intensity of aDDdepends on the
product of vertical and horizontal temperature gradients.

Sinclair [14], based on long-term observations of DDs,
proposed that the necessary condition for the occurrence of a
DD is the presence of dust and sites where the soil
temperature is anomalously high in the atmospheric surface
layer. According to current views [9, 35, 145, 155±157], DDs
are formed from convective cells (jets). Convective cells form
in an unstable surface layer with a superadiabatic tempera-
ture gradient. Observations showed that the generation of
vortices rotating clockwise (anticyclonic) and counterclock-
wise (cyclonic) is equally probable on open terrain. From the
observed absence of correlation between the external vorti-
city, the generation time, and the vortex diameter, it follows
that the presence of only some ambient vorticity in the
atmosphere is insufficient for DD generation. In Section 5.2,
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Figure 2. (Color online.) Three-dimensional trajectories of particles and

velocities of vortical motion.
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we discuss the generation of updrafts in the surface atmo-
spheric layer with a superadiabatic temperature gradient. As
indicated by DD observations, at the stage of updraft
generation, a rapid amplification of azimuthal velocity is
observed, which is responsible for the fast transformation of
updrafts into vortices. This phenomenon is discussed in
Section 5.3.

5.1 Simplified equations
for nonlinear internal gravity waves
According to current views, one of the most important
channels connecting the lithosphere and the atmosphere
involves internal gravity waves (IGWs). The frequency of
IGWs lies in the range jogj5 joj4 j f j, where f � 2O sinj is
the Coriolis parameter,O is Earth's rotation frequency, andj
is the latitude. We start from the fluid motion equation

r
dv

dt
� Hpÿ rg � 0 �41�

and the transport equation for the potential temperature
Y � p 1=ga=r, which is a single-valued function of entropy,

dY
dt
� 0 : �42�

Here, as in Section 4, r and p are the density and pressure,
d=dt � q=qt� vHH is the material (convective) time derivative,
v is the velocity, ga is the adiabatic index, g � ÿgez is the
acceleration due to gravity, and ez is a unit vertical vector. The
dynamics of nonlinear IGW structures in Cartesian coordi-
nates has been studied in Refs [158±162].

As in Section 4, we study the dynamics of convective
motion of axially symmetric structures in a cylindric
coordinate system �r;f; z�, assuming q=qf � 0 and disre-
garding effects related to wind inhomogeneity and dissipa-
tion. As in Section 4, we express the fluid velocity as a sum of
poloidal and azimuthal components, v � vp � vf, where vp �
H� �cHf� and vf � vfef. Here, ef is the unit vector along
the corresponding coordinate and c�t; r; z� is the streamfunc-
tion. The radial and vertical components of the poloidal
velocity are connected to the streamfunction by relations (23).

According to Refs [158, 163, 164], the following simplified
equation can be used to describe the dynamics of nonlinear
internal gravity waves:�

q2

qt 2
� o 2

g

�
D�rc�

1

r

q
qt

J�c;D�rc� � 0 : �43�

Here, og is the Brunt±V�ais�al�a frequency given by

o 2
g � g

�
ga ÿ 1

gaH
� 1

T

dT

dz

�
; �44�

J is the Jacobian, D�r is the Grad±Shafranov operator,

D�r � r
q
qr

�
1

r

�
q
qr
;

T is the temperature, and H � p=�rg� is the vertical scale of
the atmosphere. In an unstably stratified atmosphere,
o 2

g < 0, and the frequency of IGWs is purely imaginary,
which corresponds to their absolute instability.

5.2 Generation of vertical jets
Equation (43) is a basic one for studying the dynamics of
nonlinear IGW structures in a convectively unstable atmo-

sphere with o 2
g < 0 [158, 163, 164]. We express the stream-

function c in the form

c � v0r
2z

2r0
exp

�
gtÿ r 2

r 20

�
; �45�

where v0 > 0 is the characteristic velocity and r0 is the
characteristic radius of the structure. Applying the Grad±
Shafranov operator to this streamfunction, we obtain

D�rc � ÿ
8

r 20
c� 4r 2

r 40
c : �46�

Relations (46) allows omitting the nonlinear term in Eqn (43)
if

2
v0r

2

gr 30
exp

�
gtÿ r 2

r 20

�
5 1 : �47�

In this approximation, from Eqn (43) we obtain the expres-
sion for the increment of IGWs g � jogj. Thus, the stream-
function given by (45) is a solution of Eqn (43) if condition
(47) holds. Using relations (23), we write the poloidal velocity
components as

vr � ÿv0 r

r0
exp

�
gtÿ r 2

r 20

�
; �48�

vz � v0 z

r0

�
1ÿ r 2

r 20

�
exp

�
gtÿ r 2

r 20

�
: �49�

It follows from Eqn (48) that the radial velocity is directed
to the center and does not depend on the height z. It follows
from Eqn (49) that the vertical velocity is directed upward in
the inner part of the jet and downward in the outer, r > r0.
Convective motion in the jet described by Eqns (48) and (49)
has a nonzero poloidal vorticity of � �HH�v�f. Using the
relations of�ÿqvz=qr connecting the toroidal vorticity with
the vertical velocity, we write the toroidal vorticity as

of � 2v0
rz

r 30

�
2ÿ r 2

r 20

�
exp

�
gtÿ r 2

r 20

�
: �50�

As can be seen from Eqns (48)±(50), the components of
poloidal velocity and toroidal vorticity in the jet grow
exponentially with time when the increment g is increased.
Additionally, it follows from Eqns (48)±(50) that the jet flow
is exponentially localized over the radius. The toroidal
vorticity, just like the vertical velocity, increases with height
and changes sign in the outer vortex part.

5.3 Explosive generation of azimuthal rotation
Using expressions for the radial and vertical components of
convective motion (48) and (49), we explore the generation of
vortices in the atmosphere with a seed vertical vorticity
oz � �HH� v�z [51, 149, 164]. The nonlinear equation describ-
ing the interaction of convective motion in the jet with the
vertical vorticity takes the form

qoz

qt
� vz qoz

qz
� oz

qvz
qz
ÿ vr qoz

qr
: �51�

The first and the second terms in the right-hand side of
Eqn (51) respectively describe convergence to the center and
vertical stretching of vortex tubes. As amodel for a seed large-
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scale vorticity at small height z < h, we take oz�0; r; z� �
O�z=h��1ÿ exp �ÿr 2=a 2��, where h is some characteristic
height, and far from the surface, at z5 h, we set oz�0; r; z� �
O�1ÿ exp �ÿr 2=a 2��. For heights z < h and at a radial
distance comparable to the vortex radius r0, the initial
vorticity is expressed as

oz�0; r; z� � Ozh � O
�
z

h

��
r 2

a 2

�
; �52�

and at a large height z > h,

oz�0; r� � Oz � O
�
r 2

a 2

�
: �53�

Inserting expressions for the poloidal velocity compo-
nents into Eqn (51), and taking the initial vorticity (52) or (53)
into account, we obtain the expression for the vertical
vorticity at the height z < h

oz�t; r; z�
Ozh

� exp

�
v0
gr0

exp

�
gtÿ r 2

r 20

��
; �54�

and for z > h,

oz�t; r�
Ozh

� exp

�
v0
gr0

�
2ÿ r 2

r 20

�
exp

�
gtÿ r 2

r 20

��
: �55�

Using the relations connecting the vertical vorticity with
the azimuthal velocity, roz � q�rvj�=qr, we find the expres-
sion for the azimuthal velocity vj close to the surface

vf � vf0h exp
�
v0
gr0

exp

�
gtÿ r 2

r 20

��
; �56�

and at large height,

vf � vf0 exp
�
2
v0
gr0

exp

�
gtÿ r 2

r 20

��
; �57�

where vf0h � �Oa=4��r=a�3�z=h� and vf0 � �Oa=4��r=a�3. It
follows from Eqns (54)±(57) that the vertical vorticity and
azimuthal velocity are described by a double exponential
corresponding to an explosive generation.

To illustrate these results when interpreting the mechan-
ism generating dust vortices in the terrestrial atmosphere, we
take, as a characteristic value, the surface-layer temperature
gradient equal to 2 �C per m [102], which is commonly
observed in the surface layer when vortices are generated.
Such a gradient corresponds to the convective instability
increment g � 0:25 sÿ1.

Figure 4 displays the profiles of the three velocity
components in a vortex in the range t4 6:4 s under the
assumption g � 0:25 sÿ1. When computing the azimuthal
velocity by formula (57), it has been assumed that v0 � 2gr0.
The radial and vertical velocities in Fig. 4a, b are normalized
by v0 and zv0=r0. For a vortex with a radius of 10 m, we find
the characteristic radial velocity v0 � 5 m sÿ1. It can be seen
that the radial velocity in Fig. 4a is always directed to the
center and is negligibly small at long distances r > 3r0. The
velocity of the descending flow in the outer vortex part is
substantially smaller than the upward velocity in the central
part of the vortex. The azimuthal velocity (Fig. 4c) is
normalized by vf0 � Or 30 =�4a 2�. Figure 4 illustrates the
velocity profiles assuming that formulas (48), (49), and (57)
are valid for all radii. However, these formulas are valid in
bounded intervals, for r < r1 and r > r2, where condition (49)
holds. As time varies from t � 0:8 s to t � 6:4 s, r1 decreases
from r1 � 0:5r0 to r1 � 0:3r0, whereas r2 increases from
r2 � 1:6r0 to r2 � 2:1r0. The behavior of azimuthal velocity
in the vortex in the range r1 < r < r2 (Fig. 4c) can be
considered a kind of interpolation of the solutions obtained.
It can be seen that the azimuthal velocity increases by three
orders of magnitude during the time t � 6 s.

6. Numerical modeling of vortex dynamics
in a convectively unstable atmosphere

The first attempts at analytic studies and numerical and
laboratory modeling of vortices, including the effects related
to the self-consistent dynamics of charged dust particles of
various masses and electric charges, entrained by a hydro-
dynamical flow in an electrostatic field were made in
Refs [107, 117, 132, 165±170]. However, studying vortex
dynamics analytically in such a multi-component medium
with the effect of electrostatic fields taken into account is
presently a rather complicated task that continues to await its
solution.

The influence of the vertical temperature gradient and
friction in a surface layer on the dynamics of vortices was
studied in Refs [52, 171±173]. By varying the values of
parameters determining the initial vorticity, surface tempera-
ture, and friction in the surface layer, their influence on the
maximum azimuthal velocity, pressure difference, and vortex
structure was explored numerically. In [174], attention was
focused on exploring the topology of DD vortices. The
influence of charged dust particles and the evolving electric
field on the dynamics of vortices was studied. Numerical
modeling inRef. [174] intended to solve two tasks: (1) to show
that vortical motion is generated as a result of developing
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Figure 4. (Color online.) Normalized velocity components as functions of radius and time: (a) radial, (b) vertical, and (c) azimuthal.
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convective instability; (2) to study the motion of individual
sand particles entrained by a vortex. The system of Navier±
Stokes equations in Cartesian coordinates in a compressible
medium that was used consists of the continuity equation

qr
qt
� ÿ q�rvj�

qxj
; �58�

the momentum conservation equation

qrvi
qt
� ÿ q�rvivj�

qxj
ÿ qp
qxj
� 2

Re

q
qxj

�
Si j ÿ 1

3
di j

qvj
qxj

�
ÿ rg di3 ;

�59�

and the equation for the total energy

qET

qt
� ÿ q

qxj

��ET � p� vj
�� 1

M 2 PrRe �ga ÿ 1�
q2T

qxj qxj

� 1

Re

q
qxj

�
vi

�
Si j ÿ 1

3
di j

qvj
qxj

��
ÿ rv3g : �60�

Here, ET � p=�ga ÿ 1� � 1=2rv 2
i is the energy density,

Si j � 1=2�qvi=qxj � qvj=qxi�, Re � V0L0=m is the character-

istic Reynolds number, V0 and L0 are the characteristic
velocity and spatial scales, Pr � cpk=m is the Prandtl num-
ber, cp is the specific heat at constant pressure, k is the
diffusivity coefficient, M � V0=c0 is the Mach number, c0 is
the speed of sound, and di j is the Kronecker symbol.

Using the MUTSU/cNS3D (Multi Theoretical Subjects
Utility/compressible Navier±Stokes 3D) code [175], the
generation of vortices in a convectively unstable atmosphere
was simulated numerically. The numerical code that was
developed can be used in constructing models of general
circulation in a dusty atmosphere. At the upper boundary,
dissipation at constant pressure was imposed, with viscosity
steadily increasing with height. The no-slip boundary condi-
tions were applied at the lower boundary (the planet surface)
for a given temperature distribution. In the initial state, the
flow was imposed as a weak perturbation. The vertical
velocity was assumed to be much smaller than the speed of
sound. The first phase of modeling demonstrated the feasi-
bility of azimuthal motion generation in an unstable poloidal
flow under the conditions of convective instability. Figure 5a
shows the velocity field at the initial instant t � 0 at different
heights (increasing from top down). Figures 5b and c plot
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Figure 5. Results of numerical modeling of an isolated vortex in cross sections at different heights (the height (coordinate z) increases from top down in

panels a±c) at the time instants (a) t � 0, (b) t � 3:8, and (c) t � 4:8.
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velocities at these heights at t � 3:8 and t � 4:8. The temporal
dynamics shown in Fig. 5 explicitly indicate the existence of a
nonlinear phase of convective instability. From Fig. 5c, it can
also be seen that multivortex motion prevails at the nonlinear
stage (t � 4:8). Thus, numerical simulations that were carried
out point at the nonlinear stage of evolving convective
instability, related to an increasing energy of toroidal motion.

In the second phase of numerical modeling, vertically
periodic boundary conditions were used for a detailed study
of the flow in the central part of DDs. For simplicity,
temperature was assumed to be independent of the altitude.
A pseudospectral code was used to study the evolution of the
vortex structure. The dust component was treated as passive.
Dust particles in Fig. 5 are shown as black points.

Figure 6 presents three snapshots from the evolution of
the vortex structure (time increases from Fig. 6a to Fig. 6c). A
vertically uniform flow was taken as the initial one in
computations (Fig. 6a). Computations demonstrated that
small-scale spiral structures form with time, from the snap-
shot shown in Fig. 6a (initial) to that shown in Fig. 6b. At
later times, small-scale spiral structures decay, leading to the
formation of a more symmetric central part in the transition
from the snapshot in Fig. 6b to that in Fig. 6c. The time
interval corresponds approximately to four DD rotations.

The snapshot in Fig. 6a shows a weak spiral structure, the
snapshot in Fig. 6b shows a strong spirality, and the snapshot
in Fig. 6c corresponds again to a weak spirality. Thus,
inherent in the nonlinear dynamics of DDs are several
characteristic frequencies of weakly chaotic vortical struc-
ture evolution.

7. Conclusions

We have summarized the results of observations, analytic
studies, and the numerical modeling of CVs in the atmo-
spheres of Earth and Mars. The focus is on studying analytic
models of quasistationary structures and mechanisms gen-
erating CVs. From a popular class of CVs, dust devils are
selected as the simplest vortices most actively discussed in the
scientific literature. Considerable attention is devoted to the
recently proposed model of CVs, characterized by a small set
of parameters. Distinct from the Burgers and Sullivan
vortices, which are exact vortical solutions of the Navier±
Stokes equations, this model provides a description of
structures bounded not only horizontally but also vertically.
Stationary Burgers and Sullivan vortices form as a result of
the balance of two effects: the concentration of vorticity in a

converging radial flow and viscous diffusion of vorticity
damping it.

The model discussed in this review corresponds to three-
dimensional stationary incompressible motions of ideal fluid
and is an exact solution of the Euler equations. In this model,
the concentration of vorticity in a radial flow converging to
the center is balanced by the transport of vorticity in the
vertical direction. For an increasing height in the inner region,
the vertical and azimuthal components of velocity also
increase. At the height z � L, the vertical and azimuthal
velocity components, together with the vertical vorticity,
attain maximum values. In the upper part of the vortex, the
upward flow converging to the center transforms into a
downward and radially diverging flow. Such a model
describes all characteristic features of CVs in their quasista-
tionary evolution stage. The model allows computing vertical
and radial fluxes of matter. In the new model, where the
vertical and radial mass fluxes are equal to zero, Mz � 0 and
Mr � 0, mass conservation is observed, whereas in the
Burgers and Sullivan models, the vertical and radial mass
fluxes growwithout bounds with the height z and the distance
from the symmetry axis.

Additionally, a nonlinear model for the generation of
convective motions in CVs in an unstably stratified atmo-
sphere is discussed. The model for the generation of
convective cellsÐ jetsÐ is formulated in the axially sym-
metric approximation and involves nonlinear equations for
internal gravity waves. It is shown that in a convectively
unstable atmosphere with a large-scale seed vorticity, jets are
rather rapidly transformed into intense vertical vortices. The
temporal behavior of vertical vorticity and azimuthal velocity
is described in the model by a double exponential, which
corresponds to an explosive generation. The structure of the
velocity field and vertical vorticity in such vortices is studied
for the generation phase.

Further exploration of CVs, including numerical model-
ing, will allow (a) studying the generation and structure of
generated vortices for arbitrary radial distances; (b) exploring
the structure of vortices if the axial symmetry is broken; and
(c) accounting for the effect of charged dust on the dynamics
of vortices and the atmospheric dust content. Such research
can help in studying and forecasting more powerful tornados
and hurricanes, and in understanding the role of DDs and
dust storms in the dynamics of atmospheric dust content.

Because of the rarefied atmosphere on Mars, Martian
whirlwinds are much taller and more powerful than their
terrestrial counterparts. The DDs on Mars can exceed their

a b c

Figure 6. Three snapshots of vortex structure evolution; the time increases from panel a to c.
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terrestrial analogs by several hundred times. DDs, ejecting
tons of electrically charged dust particles into the atmosphere
of the planet, play an important role in the formation of
climate. They may present a real danger to both robots and
humans on the surface of the red planet. DDs can initiate
lightning and electric discharges capable of destroying
electronic instruments or interfering with radio transmis-
sions. The next decades will witness an unprecedented
number of autonomous instruments launched to Mars and,
possibly, the first crewed mission. A clear understanding of
physical processes taking place in Martian DDs is important
for planning such missions.
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