
Abstract. We review experimental and theoretical studies of
resonance effects in electromagnetic spectra of various photon-
ic structures. We briefly present the history of research areas
related to photonic crystals and metamaterials. Considered
initially as two different classes of human-made objects, they
are now more and more frequently analyzed from a common
perspective. We focus on the phase transition between the
photonic crystal and metamaterial, which is accompanied by
the emergence of negative permeability in a purely dielectric 2D
structure. The main mechanisms that drive the resonant pro-
cesses related to extended (i.e., nonlocal) Bragg resonances in
photonic crystals and local resonances on individual structural
elements of metamaterials are considered. We discuss in detail
the electromagnetic properties of weakly absorbing dielectric
particles with a high refractive index that exhibit, in addition to
electrical resonances, intensive magnetic Mie resonances. The
importance of this area is determined by the vast amount of
research that aims to create the elemental base of photonics.

Keywords: photonic crystals, metamaterials, optical antennas, Mie
resonances, resonance effects, photonic phase transitions, Fano
resonance, metasurfaces

1. Introduction

The 20th century, which can be considered the electronic
century, has clearly demonstrated that extremal physical
properties in both living nature and human-made devices
are especially distinctly manifested under resonance condi-
tions. Communications, TV, lasers, computers, the Inter-
netÐall this operates thanks to various resonance elements.
However, by the end of the 20th century, most of the standard
materials had been investigated in detail and devices and
mechanisms based on them reached their limiting, theoreti-
cally possible, parameters. Such materials could no longer
meet the challenges of the new 21st century and could not
support the constantly increasing requirements of the photo-
nics, electronics, medicine, sensorics, and high-tech innova-
tive industries and innovation industrial sectors. It was
expected that further progress would be related to the
creation of fundamentally new technologies and materials
which would have unique resonance (electromagnetic, acous-
tic, mechanical, etc.) properties due to their nontrivial
structure and composition, the specific features of their
photonic and electronic band structure, the spatial disper-
sion of physical properties, and miniaturization and size
effects.

Thus, it is not surprising that at the turn of the 20th and
21st centuries two new classes of human-made materials with
distinct resonance properties were created: photonic crystals
(PCs) and metamaterials (MMs). The significant difference
between these classes of materials is that the functional
properties of PCs are based on extended (i.e., nonlocal)
Bragg resonances of the structure as a whole, whereas MM
properties are determined by local resonances on individual
structural elements.
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It is customary to date the beginning of photonic crystal
studies dates to 1987, when Yablonovitch and John
published papers [1, 2] devoted to the investigation of
artificial structures in which the modulation period of the
permittivity is comparable to the period of a probe
electromagnetic wave. Such structures were later also called
`semiconductors for light', because theoretical and experi-
mental approaches developed for studying electrons in
semiconductors were successfully applied for describing
electromagnetic waves propagating in PCs. The concepts
of the band structure, localization, superlattice, and
impurity states became the fundamental base for develop-
ing the theory of interaction of light with PCs. The PC topic
is considered in Section 2.

Note that the history of PC studies actually originated
back in the 19th century, when Rayleigh published the
fundamentals of the theory of electromagnetic wave propaga-
tion in one-dimensional periodic structures, i.e., in fact, in
one-dimensional PCs [3]. In 1972, Bykov considered the
problem of spontaneous radiation in periodic media with
forbidden bands [4]. However, these studies were ahead of
their time and did not receive the appropriate scientific
resonance.

The development and study ofMMs is related to the name
Pendry, who published papers [5, 6] devoted to investigations
of artificial composite structures consisting of elements with
dimensions considerably smaller than the operating wave-
length and having resonance properties at this wavelength [7±
10]. The propagation of light in MMs, unlike its propagation
in PCs, can be described in a conventional way using material
parameters such as the permittivity e and permeability m,
which are related to the electric and magnetic responses of
individual structural elements.

Correctly selected and spatially ordered structural ele-
ments make it possible to create MMs with the desired values
of e and m, including negative values, thereby constructing
left-handed media which were described by Veselago on the
pages of Sov. Phys. Usp. [11] back in the middle of the 20th
century. By selecting parameters e and m properly, we can
create MMs having a number of unique properties, which
until recently belonged to the field of science fiction and are
now realized or nearly realized in practice. They are optical
magnetism [12], a plane superlens overcoming the diffraction
limit [13], and a hyperlens magnifying an image with details
also overcoming the diffraction limit of resolution of
standard lenses [14]. One of the most discussed application
fields of MMs is the invisibility and masking of objectsÐ the
possibility of making objects invisible in certain spectral
ranges [15±17]. Metamaterials are already used in antennas,
sensors, and absorbers [18±21].

Metamaterials were initially created based on metal
subwavelength periodic structures [5, 22±26]. In particular,
the first MMs were prepared for the microwave range, and
their resonance elements were split-ring resonators made of
metal wires. Unfortunately, in the visible range, such
structures lose their functional properties because of plas-
mon resonance and large ohmic losses. In 2002, O'Brien and
Pendry [27] theoretically demonstrated the MM properties
(the negative magnetic susceptibility) of purely dielectric
compounds with a high permittivity. They considered a
square two-dimensional lattice formed by homogeneous
dielectric cylinders and showed that the MM properties in
this structure appear due to Mie resonances with a pro-
nounced magnetic response. The development and study of

all-dielectric MMs in recent time is attracting great interest
[28±32]. The use of dielectric MMs (in particular, silicon [33]
in the optical frequency range) instead of classic plasmon
structures reduces ohmic losses and allows one to control not
only the electric but also the magnetic component of a light
wave, thereby increasing the total light control efficiency in
nanoscaled structures.

Although the number of publications on PCs andMMs is
continually increasing, these two classes of photonic struc-
tures are considered in most original papers, reviews, and
monographs [8±10, 37, 38] independently of each other. The
aim of our review is to fill this significant gap and to describe
in one publication the fundamental resonance properties of
both PCs and MMs important for applications. In Section 5,
we directly bridge these two classes of human-made structures
by discussing the PC±MM phase transition. The idea of such
a transition is based on the dualism of dielectric periodic
lattices which, depending on the crystal parameters (symme-
try, lattice constant±probe wavelength ratio, permittivity) can
belong to either the PC or the MM class [39]. The study of
physical processes governing this photonic phase transition
should not only expand fundamental knowledge but also play
an important role in the development of artificial materials
with new functional properties which can replace semicon-
ductor devices in all-optical communications and data
processing systems.

2. Photonic crystals

Photonic crystals are weakly absorbing structures with the
permittivity periodically modulated with a period compar-
able to an electromagnetic wavelength in the spectral range
under study. The periodic modulation of the permittivity
produces alternating bands of allowed states (eigenstates) and
forbidden ones. Depending on the crystal structure symmetry
and the permittivity modulation depth, either stop-bands
(gaps in the eigenstate spectrum for light propagating in a
certain direction in the PC lattice) or a complete photonic
band gap formed by overlapped stop-bands over all propaga-
tion directions of light, irrespective of its polarization can be
formed.

The formation of band gaps is related to extended (i.e.,
nonlocal) Bragg resonances of the crystal lattice. Bragg
scattering [40] providing the basis for the formation of
band gaps in the spectra of wave states of different types
(electron, phonon, photonic, magnon) was discovered in
X-ray scattering experiments with natural (atomic) crystals.
From the discovery of X-ray Bragg scattering in 1912 to the
advent of PCs, i.e., structures with functional properties
based on Bragg scattering in the optical range, eight decades
elapsed. Such a large time period is probably explained by
the fact that the band gap is related to the dielectric contrast
Z � max e�r�=min e�r�, which in the X-ray region for natural
crystals is only Z � 1� 10ÿ5, whereas a complete photonic
band gap can exist only if Z > 4 [38]. Artificial structures with
such a high dielectric contrast were created only recently.

2.1 Bragg resonances
in three-dimensional ordered photonic crystals
The characteristic lattice period a in PCs is comparable to the
probe wavelength l. In the case of low-contrast crystals, the
intrinsic (local) resonances of individual structural elements
(for example, the Mie resonances of spherical particles) lie
considerably higher than the spectral region studied in PCs,
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and the basic optical properties are determined by extended
Bragg resonances of the crystal lattice.

Among the numerous different periodic PC structures, we
will accentuate a close-packed face-centered cubic (fcc) lattice
consisting of spherical particles, which exists in PCs in the
direct [34] (Fig. 1a) and inverted [42] variants. Photonic
crystals formed by spherical particles of amorphous silicon
dioxide a-SiO2 (natural and synthetic opals) [43±45], TiO2

[46], and various colloidal materials [36, 47, 48] were
investigated in detail. Figure 1b presents the Brillouin zone
of an fcc lattice and Fig. 1c shows the photonic band diagram
of a PC formed by polystyrene spheres (neff � 1:4 at 2.5 mm)
[35]. The transmission spectra of low-contrast opal-like PCs
exhibit relatively narrow resonance lines related to Bragg
reflection of light from �hkl � plane systems, i.e., with �hkl �
photonic stop-bands. The (111) Bragg resonance has the

lowest frequency and, as a rule, the maximum intensity. The
energy position of the (111) stop-band is shown by a circle in
Fig. 1c. Figures 1d, e show the dependence of parameters of
the (111) Bragg reflection peak on the number of layers in the
[111] direction for a polystyrene PC [36]. One can see that the
photonic stop-band is formed at a sample thickness of about
20 layers.

At Brillouin zone singularities, multiple Bragg diffraction
(MBD) [41, 47, 49±52] can be observed which appears with
the simultaneous coincidence of frequencies and wave
vectors of two or more photon dispersion curves, resulting
in the anticrossing (repulsion) of dispersion branches (region
denoted by the dashed circle in Fig. 1c). Figure 2a demon-
strates two MBD regions inside the circles. The multiple
Bragg diffraction corresponding to the K point in the
Brillouin zone is observed due to the crossing (in the case

a=l

0.5

0
X U L G X W K

Wave vector

1.5

1.0

K

K

LL

U

U
G

X

X

c

b

Â

0.62

0.55

0.60

0.65

0.60

0 10 20 30 40 50
Number of layers

o
0
�a
=
l�

o
�;

o
ÿ�
a
=l
� d

e

Figure 1. (a) Scanning electron microscopy (SEM) image of a synthetic opal sample (adapted from [34]). (b) Brillouin zone of an fcc structure [35].

(c) Photonic band diagram of the fcc structure of polystyrene opal. The GÿL direction (corresponding to the [111] growth direction) is shown by thick

lines [35]. (d) Dots are experimentally determined edges o� and oÿ of the (111) reflection peak at its FWHM as functions of the number of monolayers.

Curves are calculated by the method of plane waves in the scalar approximation [36]. (e) Experimental (dots) and calculated (curves) positions of the

center o0 of the (111) reflection line as functions of the number of monolayers. Results are obtained for the opal structure consisting of polystyrene

spheres [36].
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of a negligibly low contrast) of dispersion curves correspond-
ing to the (111) and (�111) planes, while MBD at the U point
is observed due to the crossing of dispersion curves
corresponding to the (111) and (200) planes. Already in the
case of a very low contrast corresponding to opals, the
repulsion of dispersion curves is experimentally observed in
the MBD region in both transmission and reflection spectra
(Fig. 2b) [41].

2.2 Resonances in photonic structures
with different disorder types
Wewill now proceed from perfectly ordered structures to real
structures with inherent inner disorder and to structures with
artificially produced defects. In all these cases, new scattering
channels, which can have a pronounced resonance character,
are manifested in the spectra.

We will demonstrate these phenomena by the example
of opals. Structural studies have demonstrated the twinning
of the fcc opal lattice along the [111] growth axis and also
revealed two fluctuating parameters of a-SiO2 spheres
themselves: the particle size and shape slightly changed
from particle to particle (variation in the diameter was
within 7% [53]) as did permittivity [56, 57]. The variation in
the permittivity related to the inhomogeneous structure of
a-SiO2 particles leads to fluctuations in light scattering from
each of the particles, resulting in the appearance of a broad
uncompensated scattering component. The interference of
the waves corresponding to a broadband scattering compo-
nent and a narrow Bragg line is the classical condition for the
appearance of the well-known Fano resonance [58±60] with
the asymmetric profile described by the expression [61, 62]

s�O� � D 2 �q� O�2
1� O 2

; �1�

where q � cot d is the Fano parameter, d is the phase
difference between a discrete state and a state in a con-
tinuum, D 2 � 4 sin2 d, O � 2�oÿ o0�=G is the dimension-
less frequency, and parameters G and o0 are the decay and
frequency of the narrow line, respectively. The Fano para-
meter q in opals characterizing the (111) Bragg band shape in
transmission spectra is related to the contrast between the
permittivity of a filler and the permittivity determined by the
opal structure. In the case of zero contrast (ef � 1:816, q � 0),
a Bragg transmission peak appears in the spectrum instead of
the Bragg reflection band traditionally observed (Fig. 3).
Note that the study of 1D disordered photonic structures
has shown that the dimension disorder (the structural element
length disorder) leads only to the broadening and degradation
of Bragg resonances, whereas the permittivity disorder gives
rise to the Fano resonance and the flip of Bragg bands in
transmission spectra [63].

Original optical materials are photonic glassesÐdisor-
dered structures formed by monodisperse polymer micro-
spheres from 200 nm to a few micrometers in diameter with a
polydispersity of less than 2% (see the inset in Fig. 4) [54].
This disordered material represents solid films with a number
of nontrivial properties due to the resonance Mie scattering
from the dielectric spheres forming them. While the optical
properties of ordered (although not perfect) PCs, like opals,
are determined by extended Bragg resonances, in a photonic
glass, local resonances play a leading role. These resonances
are observed in transmission spectra as a sequence of lines
whose positions are determined by the diameter d of spheres
and the refractive index n (Fig. 4).

Periodic structures in which the dielectric response of one
of the forming elements as a function of frequency has a pole
at some Bragg resonance frequency were separated into a
special class of resonance PCs [64, 65]. The simplest model of

0.8

0.9

1.0

690 720 750

1.836

1.825
+0.09

1.810
+0.12

1.803
+0.04

1.800
+0.01

1.833
+0.06

ef=1.816
ÿ3.024

Wavelength, nm

T
ra
n
sm

is
si
o
n

�5 Â

0.9

1.0

695 700

1.825
+0.10

1.810
+0.09

1.803
+0.06

1.800

1.833
+0.06

1.836
+0.03

ef=1.816
ÿ3.53

Wavelength, nm

T
ra
n
sm

is
si
o
n

�5 b
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a resonance PC assumes that the points of a periodic lattice
contain two-level systems with the transition frequency o0

and the nonradiative excited-level decay G. For a small
number N of resonance layers, the intensity and half-width
of the reflection band monotonically increase with increasing
N. As N is further increased, a passage to the PC regime is
observed in which the half-width of the reflection band is
saturated forming a Bragg photonic stop-band.

Among the resonance Bragg systems, of special interest
are nonperiodic structures with long-range order, in particu-
lar, Fibonacci structures (Fig. 5a) [55, 66±69]. The Fibonacci
structure, whose spectra are presented in Fig. 5b, was formed
by 21 quantumwells with the thickness 22 nm grown between
5-nm-thick Al0:3Ga0:7As barriers. The length of layers A and
B required for preparation of the resonance Bragg Fibonacci
structure was achieved by adding intermediate Al0:04Ga0:96As
layers, so that the thickness of layers A and B was about 82
and 134 nm, respectively [55].

Figure 5 presents the spectra of structures in which the
interval between quantumwells corresponds to the Fibonacci

sequence (Fig. 5b) and does not correspond to (Fig. 5c), being
equidistant. One can see that reflection bands (stop-bands)
are quite smooth in the case of a periodic structure and have
the superstructure for samples with the Fibonacci sequence.
In these spectra, the superstructure is observed for the exciton
resonance of both heavy holes (HHs) and light holes (LHs).
The strongest effect is observed for the exactly coinciding
parameters d=dBragg � 1, where d is the structure period and
dBragg � l0=�2n�.

2.3 Resonance effects
related to photonic crystal boundaries
Another example of resonance phenomena is the observation
of the optical analog of Tamm states in the transmission
spectra of magnetophotonic crystals [70]. The interference
resonance related to excitation of a Tamm state is localized at
the interface of two 1D photonic structures, each of them
containing five Bragg mirror layers: SiO2=Ta2O5 in the left
half of the sample and SiO2=Bi:YIG on its right side (Bi:YIG
is a bismuth-doped yttrium garnet) (Fig. 6a). Bragg mirrors
maintain the optical Tamm state, which was experimentally
observed as a narrow resonance at a wavelength of 800 nm
inside a broad forbidden band (Fig. 6b). At the same
wavelength, an increase in the Faraday rotation angle was
observed, in contrast to that in an unstructuredmagnetooptic
material (Fig. 6c).

Thus, the magnetic response in a 1D magnetophotonic
crystal increases due to localization of an electromagnetic
wave, i.e., the implementation of the multipass regime for
resonance modes inside Bi:YIG layers. This results in
summation of the polarization-plane rotation after each
passage of the wave, leading to large Faraday rotation angles
per optical path unit in the structure. Note that surface states
in PCs were considered in review [71].

2.4 Bound states in the continuum
in photonic-crystal membranes
Resonance effects in photonic-crystal membranes have been
described in the literature in detail. These membranes
represent profiled thin plates made of high-index materials
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(as a rule, silicon) surrounded by air from the top and bottom.
Suchmembranes can be treated both as waveguides providing
light propagation in the normal direction due to total internal
reflection and as 2D PCs controlling the light wave in the two
remaining directions [37, 38, 72]. Photonic-crystal mem-
branes exhibit resonance states with very long lifetimes
(tending theoretically to infinity)Ð so-called bound states in
the continuum (BICs) [73, 74].

Note that BICs were theoretically predicted at the dawn
of the development of quantum mechanics as states with
energies above zero (the potential value in the remote
spatial region), i.e., located in the continuum of free states,
but remaining near some potential for an arbitrarily long
time [75].

In the electrodynamic problem, all the photons have
positive energy and a photon cannot be bound in a potential
well [38]. Therefore, the problem of the existence of BICs for
electromagnetic waves attracts great interest. Note that
several photonic BIC formation mechanisms exist. The most
knownmechanism is determined by themode symmetry. If an
odd mode with a zero wave vector can exist in a membrane,
this mode cannot be coupled to free-space modes, because
they are even states [76]. In addition, the realization exits
described by Friedrich and Wintgen for the electron problem
[77]. If two modes exist which are mutually orthogonal inside
the system and are coupled to each other only via the
surrounding space, these modes are hybridized, so that the
leaking `tails' of one mode will interfere constructively,
whereas the `tails' of another mode will interfere destruc-
tively, quenching each other. As a result, the second mode is a
BIC in the ideal case.

To observe a BIC, some parameter is usually varied (for
example, the angle of wave incidence on a sample), and the
resonance line quality �Q� factor is traced. Let p be the
parameter value, and p � p0 is the BIC appearance condition.
Then, the resonance state comes to behave unusually in some
vicinity jpÿ p0j < dBIC. As the parameter approaches the BIC
condition p � p0, the resonance linewidth tends to zero and the
spectral singularity disappears [73]. As the parameter further
changes, the spectral linewidth increases again. Thus, the
Q factor demonstrates in the interval jpÿ p0j < dBIC the
characteristic Q / jpÿ p0jÿa `resonance' dependence, where
a is a positive number depending on the BIC type.

Note that BICs cannot exist in real systems; however, so-
called supercavity modes with a finite lifetime can appear [78].

It is important to emphasize that supercavity modes are not
resonances with an extremely high Q factor, but are modes
appearing through a mechanism corresponding to the BIC
appearing mechanism. The Q factor in the vicinity
jpÿ p0j < dsc of the supercavity mode also demonstrates
the `resonance' dependence, but does not tend to infinity,
remaining limited by some saturation value Q < Qmax [78].
Such a characteristic `resonance' dependence of the Q factor
in the vicinity of the supercavity mode allows one to
distinguish it from usual resonance states for which changes
in the system parameters do not result in the appearance of
pronounced Q factor maxima. High-Q supercavity modes
can be used to enhance nonlinear effects [79] and produce
lasing [80].

3. Resonance structural elements

3.1 Optical antennas
The advent ofMMs is historically related to the simulation of
processes in a plasma with an effective permittivity eeff with
the help of metal wires [5] and also to paper [6] describing a
mediumwith an effectivemagnetic susceptibility meff prepared
with the help of ring resonators. The structural elements of
such materials long known in radiophysics are used as
antennas or their constituent elements [84].

Problems with decreasing the operating wavelength of
MMs on passing to micro- and nanooptoelectronic devices
are related not only to the miniaturization of structural
elements but also to the different behavior of metals in
different spectral ranges. Studies of optical responses of
structural elements of MMs resulted in the development of a
new field in photonics called optical antennas [85±87]. Unlike
the structural elements of MMs, optical antennas are used to
transform electromagnetic waves from the far wave zone to
near fields and vice versa.

Initially, nanoantennas were made of elongated metal
elements (resembling elements of radio antennas) (Figs 7a±d)
in which a plasmon resonance appears [81, 88, 89]. The
efficient localization of the electric field due to a plasmon
resonance appears near acute angles (Figs 7e, f). For this
reason, triangular elements are also used as metal antennas
[82, 90, 91]. Such antennas allow one to extract efficiently
light from nanosources or detect the harmonic generation at
lower pump intensities.
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figure from [70]).
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In 2012, it was proposed to use weakly absorbing
dielectric particles with a high refractive index as nanoanten-
nas [28]. These particles have magnetic Mie resonances along
with electric resonances. Magnetic Mie modes appear due to
`twisted' displacement currents inside a spherical particle,
producing a secondary magnetic field in the transverse
direction (Figs 7g, h). Silicon is often used as a high-
refractive index material in many studies. Although silicon is

a centrally symmetric material, it was found that efficient
second harmonic generation could be observed in silicon
antennas. The efficient second harmonic generation in
nanoparticles prepared by laser ablation was demonstrated
experimentally and theoretically in [83]. The effect is related
to the granular structure of these nanocrystal particles
(Fig. 7i). The 525-nm green light generation efficiency for
silicon nanoparticles is two orders of magnitude greater than
that for nonstructured silicon films (Fig. 7i). This result was
achieved due to optimization of the subcrystal (granules) and
crystal (size) parameters of nanoparticles maintaining mag-
netic dipole Mie resonances.

The individual elements of antennas are grouped in
clusters to increase the efficiency [95±97] and to form a
directional pattern [98]. In radio physics, Yagi±Uda anten-
nae are well known, consisting of a reflector suppressing
radiation in the direction of this element and also of one or a
few directors redistributing the directional pattern in a
different direction [99]. For the optical range, Yagi±Uda
antennas based on metal structural elements [100±102] and
spherical silicon particles [103, 104] have been proposed. It
was shown in [105] that the formation of the directional
pattern in Yagi±Uda antennas can be interpreted in the Fano
resonance model. The resonance frequency of the larger-size
reflector is lower than the radiation frequency of a nano-
object. As a result, the reflector reemits the field in the
opposite phase, resulting in the destructive interference of
radiation in the reflector direction. The smaller-size director
has a higher resonance frequency and therefore reemits in-
phase with the source.

3.2 Fano resonances in homogeneous dielectric particles
Interesting effects are also observed in single dielectric
particles. Because of a large set of resonance states, an
interference interaction between them takes place, giving rise
to Fano resonances in scattering spectra [60]. Thus, in papers
[106, 107], devoted to Mie scattering by spherical particles,
Fano resonance was discovered, which appeared due to the
interaction of a dipole resonance (broad band) with a
quadrupole resonance (narrow band). As shown numerically
[92, 108] and analytically [93], in the case of a high refractive
index, the resonance Mie scattering in dielectric spherical
particles and cylinders can be described as cascades of Fano
resonances.

Figure 8a shows spectra of the integral Mie cross section
Qsca; 0 of scattering by an infinite homogeneous cylinder for
dipole TE0k modes as functions of the permittivity e. The
scalability ofMaxwell's equations allows us to present spectra
as functions of a dimensionless quantity proportional to
frequency, which is called the size parameter in the Mie
theory: x � kr � 2pr=l, where k is the wave number, r is the
particle radius, and l is the wavelength in a vacuum.

In order to make sure that the Mie scattering spectra
consist of cascades of Fano resonances, contours of the
resonance TEnk lines were approximated by expression (1)
and the Fano parameter q was determined for each line. The
profiles of 900 resonance lines (14 k4 9, e � 1ÿ100with the
step De � 1) were used in calculations. Sets of q values were
obtained which form, in fact, continuous curves exactly
corresponding to the dependence q�x� / cot x in Fano
expression (1). The inset in Fig. 8a shows dependences q�x�
for the dipole TE0k mode andmultipole TE1k andTE2k modes
[92]. Similar dependences for q�x� were obtained in [93]
analytically for a dielectric sphere (Fig. 8b) and a cylinder.
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Figure 7. (Color online.) (a) Image of a resonance half-wave gold

nanoantenna. Generation of light by the nanoantenna excited by laser

pulses polarized across (b) and along (c) the antenna. The image area in

Figs a±c is 2� 2 mm. (d)Magnified image of the antenna shown in Fig. 7a;

the image area is 450� 180 nm. (e) Gold `bowtie'-type nanoantenna
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the scattering spectrum of a palladium nanoparticle for detecting hydro-

gen. Schematic distributions of the electric and magnetic fields produced

by elements with a magnetic response: (g) a split-ring resonator and (h) a

spherical particle with high permittivity. (i) Second harmonic generation

spectrum of a silicon nanoparticle (solid curve) compared to that of an

a-Si:H film (dashed curve). The left side of Fig. 7i shows the schematic

diagram of the experiment; the inset in the right part shows a transmission

electronmicroscopy image of a granulated nanoparticle. (Figures 7a±d are

adapted figures from [81], Fig. 7e is taken from [5], Fig. 7f is adapted from

[82], Figs g, h are from [23], and Fig. 7i is adapted from [83].)
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Note that spectra resembling in shape cascades of Mie
resonances were obtained in calculations of the interaction of
a two-level atom with electromagnetic modes of a dielectric
microsphere (whispering-gallery modes) (Fig. 8a) [94]. Fano
resonances were also recently observed in scattering by
cylinders surrounded by a uniaxial hyperbolic medium [109].

3.3 Invisibility regimes of resonance particles
In recent years, constantly increasing interest in metamater-
ials has initiated the development of a new field of research

concerning the invisibility and cloaking of material objects
[15, 110, 111]. The results of these papers have become to
some extent the implementation of a favorite idea of science-
fiction writers about a cloak of invisibility.

Invisibility in the regime of interference quenching of
scattering for objects in shells was realized, notably, based
on nonlinear effects in multilayer structures [112] using
graphene coatings [113] and also in the magnetooptical effect
regime induced by an external magnetic field [114]. However,
in high-contrast dielectric cylindrical particles, an invisibility
regime can be achieved even without usingmasking shells due
to the resonance Mie scattering described by a cascade of
Fano resonances. It is known that the Fano contour intensity
vanishes (for q � ÿO in (1)) because of the destructive
interference of two waves. Thus, by combining resonance
and nonresonance scattering, we can produce conditions for
the invisibility of a single particle due to interference
quenching of the scattering intensity at the frequency of the
Fano contour minimum [16, 115, 116].

3.4 Supercavity modes
in subwavelength dielectric cylinders
The existence of supercavity modes in subwavelength
dielectric cylinders was theoretically demonstrated in 2017
[117]. Recall that supercavity modes (which were discussed in
Section 2.4) are formed similarly to the appearance of bound
states in the continuum.

In finite dielectric cylinders, two mechanisms of electro-
magnetic mode formation can be distinguished. The first is
the Mie modes related to the circular profile of the cylinder.
The second is the Fabry±Perot modes appearing between two
flat boundaries at the cylinder ends. As the cylinder height l is
changed, its radius r being invariable, the Mie mode
frequency will change negligibly, unlike Fabry±Perot modes
(Fig. 9). For certain r=l aspect ratios, the anticrossing region
related to the formation of a hybrid state is observed (Fig. 9b).
In this case, modes inside the cylinder remain orthogonal and
coupling is performed via the surrounding space, correspond-
ing to the Friedrich±Wintgen mechanism [77] discussed in
Section 2.4 for photonic-crystal membranes. In dielectric
cylinders, the `resonance' increase in the Q factor is observed
when the optimal value of the parameter r=l is achieved,
which is typical for supercavity modes. Then, the mode
Q factor again returns to the characteristic value for
noninteracting resonances (Fig. 9d).

Figure 9 shows the formation of a supercavity mode in a
dielectric cylinder with e � 80 due to hybridization of the
TE020 (quasi-Mie) and TE012 (quasi-Fabry±Perot) modes. On
coordinate axes, the dimensionless quantities, including the
size parameter x � 2pr=l, are plotted. Thus, the supercavity
mode frequency can be determined from the specified size of a
sample and, vice versa, the required size of a sample can be
determined from the specified frequency. The Q factor of the
TE020 and TE012 modes outside the hybridization region are
of the order of 102 [118]. The optimal value r=l � 0:703
corresponds to the supercavity mode with Q � 6:5� 104,
which is two orders of magnitude higher than the Q factors
of the TE020 (quasi-Mie) and TE012 (quasi-Fabry±Perot)
resonances of the cylinder outside the interaction region.
Such a supercavity mode can be used for the efficient
localization of the electromagnetic energy in a subwave-
length volume. The use of supercavity modes to increase the
second harmonic generation efficiency was proposed in
theoretical paper [119].
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Fig. 8b from [93], Fig. 8c from [94].
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In [120], distilled water was used as a high-refractive
index material with the room-temperature permittivity
e � 80 in the frequency range from 1 to 6 GHz [121]. The
measured scattering spectra exhibited the region of antic-
rossing of the TE110 (quasi-Mie) and TM111 (quasi-Fabry±
Perot) modes. However, large material losses in water in the
microwave range prevented the formation of a high-Q
bound state in this region. The problem of losses can be
solved, for example, by using weakly absorbing ceramic
materials. We anticipate the appearance of experimental
papers confirming the existence of supercavity modes in
dielectric resonators.

4. Metamaterials

4.1 Three-dimensional metamaterials
The magnetic permeability in usual materials at optical
frequencies is known to be close to unity [123], unlike the
permittivity which in natural materials can take values from
e � ÿ15 in metals [124] to e � 15 in semiconductors [125].

Veselago considered the features of solving the electro-
dynamic problem with the help of a eÿm diagram [11] in
which both variables can take both positive and negative
values (Fig. 10). The usual solutions of Maxwell's equations
correspond to the first quadrant (e > 0, m > 0). Evanescent
exponentially decaying waves correspond to the second
(e < 0, m > 0) and fourth (e > 0, m < 0) quadrants. The
author of [11] focuses on the third quadrant (e < 0, m < 0),
because vectors E, H, and k of a plane wave in such media
form a left-hand triple and the refractive index takes negative
values. In such `left-handed' media, the phase and group
velocities have opposite directions and an inversion of the
Doppler and Vavilov effects should be observed. Veselago's
paper [11] has laid the foundations of a new direction in the
creation of objects with the most unusual properties, for
example, a plane lens made of a left-handed material.

Nevertheless, the results of Ref. [11] were considered for a
long time only to be purely speculative, having nothing in
common with the real world.

As pointed out in the Introduction, in the 1990s, Pendry
studied the formation of a plasma, simulating processes in the
microwave range with the help of artificial media consisting
of subwavelength resonance elements [5]. The understanding
of the possibility of creating an artificial medium with
effective magnetic susceptibility has become a real revolution
[6]. Such media were later called `metamaterials' [22]. In
pioneering MM studies, these objects were defined as
artificial media with effective parameters whose nature is
related to the resonance response of structural elements to
electric and magnetic fields [22, 126]. It is important to note
that a definition of effective parameters is possible due to the
homogenization procedure in a spectral region where the
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wavelength significantly exceeds the characteristic size of the
MM lattice constant.

Later, MMs were used to demonstrate experimentally
negative refraction in prisms [23, 127], and the plane lenses
proposed byVeselago [13] were also implemented.Alongwith
MMs made of metal components like split-ring resonators,
objects with nontrivial properties were created based on
dielectric structural elements in which magnetic Mie reso-
nances can be excited [27].

It is useful to compare the sizes of dielectric particles
normalized to the wavelength with the normalized sizes of
split-ring resonators. The Mie resonance of silicon particles
160 nm in diameter corresponds to a wavelength of 720 nm
[128], i.e., the wavelength is 4.5 times larger than the dielectric
particle diameter. For comparison, double metal split-ring
resonators used in [22] were 3.3 mm in size at the resonance
wavelength of 62mm, i.e., the ring resonator size was 19 times
smaller than the wavelength. Thus, dielectric structural
elements have larger normalized sizes than do metal resona-
tors, but such structures can be prototyped in the entire
spectral range. Also, dielectric materials usually weakly
absorb, whereas metal structural elements have high ohmic
losses. The compensation of losses with the help of an
amplifying medium is considered in the review [129].

The advent of MMs gave a considerable impetus to the
development of the homogenization theory describing a
complex structure with the help of effective parameters
[130]. The homogenization theory describes the passage
from exact solutions of the electromagnetic problem (micro-
scopic description) to averaged fields extended over a
continuous medium. The most important for practical
applications and at the same time the most complicated
homogenization problem is boundary conditions [131]. The
derivation of boundary Maxwell conditions assumes the
homogeneity of the medium at arbitrarily small distances
from the interface of two media, which obviously does not
correspond to the case of artificial materials [132]. As a result,
the use of effective material parameters in calculations leads
to some deviations from the exact solution. Such deviations
can be eliminated by introducing, for example, an additional
surface layer with certain material parameters [132].

The preparation of materials with the specified distribu-
tions e�r� and m�r� provided by properly arranged resonance
structural elements opens up broad opportunities for con-
trolling electromagnetic waves. According to the variational
Fermat principle, light propagates between two points along
the minimal optical path [133]. A well-known example: a
change in the refractive index of air caused by inhomogeneous
temperature distribution can give rise to mirages. For an
arbitrary space, an optical metric tensor depending on the
refractive index can be introduced [134]. By transforming
coordinates, the tensor can be changed to obtain a simple
solution to a problem with a new distribution of the refractive
index. The field of optics using such transformations for
solving electrodynamic problems is called `transformation
optics' [15, 110, 111, 135].

The most important result of transformation optics is the
determination of the distribution of material parameters e
and m (usually anisotropic) used for creating masking coat-
ings [136]. A homogeneous space is transformed to `expand' a
microscopic region, from which scattering can be neglected,
into amacroscopic volume. In this case, parameters e and m in
the transformed space will depend on the coordinates. As a
result, a light wave propagating almost without scattering in

the initial space will also propagate without scattering in the
transformed space bypassing the macroscopic region, which
becomes invisible. It is known that it is impossible to make an
object completely invisible; however, this does not prevent the
suppression of scattering to a negligible value [137±139]. In
the given case, the propagation of a light wave through a
macroscopic object will be accompanied by a weak scattering
component observed in the transformed space, which is
identical to scattering by a microscopic object in the initial
space before the transformation.

To create a masking coating, it is necessary to specify the
required spatial distribution of e and m, which can be achieved
by using resonance structural elements [140]. In experimental
studies, the elements with magnetic and electric responses
based on split-ring resonators [141], spirals [142], and
dielectric particles with Mie resonances were used [143].

Note that, aside from invisibility, a mathematical appa-
ratus of transformation optics is used for the relatively simple
description of scattering by plasmon particles [147]. The
methods of transformation optics are also used in cosmol-
ogy. In [148], a method of experimental simulations of the
gravitational curvature of space near massive space bodies
under laboratory conditions was proposed. The method uses
materials with a spatially-dependent optical metric tensor.

4.2 Metasurfaces
The creation of 3D MMs is a complicated technological
problem. Note that in MMs with a negative permeability, an
electromagnetic wave decays in fact in the first layer of the
structural elements. Because of this, metasurfaces consisting
of an ordered set of resonance elements located in one plane
(for example, on a substrate) are becoming widespread at
present [25, 26, 87, 149]. Standard optical elements such as
lenses, quarter-wavelength plates, and plates with recorded
holograms perform their functions due to a continuous
change in the wave front during the propagation of
radiation over distances considerably exceeding the wave-
length. Thus, significant changes in the amplitude, phase, or
polarization of light waves are gradually accumulated along
the optical path.

By using metasurfaces consisting of a layer of scattering
resonators, it is possible to create plane optical elements
modifying the wave front at subwavelength distances. It is
known that the response phase changes by p after propaga-
tion through the resonance frequency. As a result, individual
resonators having a certain response to the incident electro-
magnetic wave with the specified frequency, according to
Huygens's principle, form a wave front with the required
characteristics.

For example, Fig. 11a shows a metasurface cell consisting
of eight V-shaped resonance scatterers [144] constructed so
that the phase shift of an IR wave increases by p=4 from
element to element. As a result, the phase of the scattered
wave in the cell runs 2p, and the propagating beam is deviated
from the normal with the help of a plane device (Fig. 11b).

Metasurfaces also can be used to generate beams with
optical vortices. In [145], a Huygens metasurface was
demonstrated (forming forward scattering), which consisted
of silicon nanodiscs located in the points of a square lattice.
The metasurface was divided into four quadrants that
differed in lattice constants changing coupling parameters
between resonances in scatterers, resulting in a change to the
phase of the propagating field. A Gaussian beam propagated
through such a metasurface transforms into a beam with the

832 M V Rybin, M F Limonov Physics ±Uspekhi 62 (8)



optical vortex with the parameters shown in Figs 11c±e. The
interferogram exhibits a fork in the dislocation of maxima,
which is typical for vortex states [150].

Metasurfaces are used for manufacturing subwave-
length-thick holographic plates [152], polarizers [153],
transmitted or reflected beam directors [144], plane lenses

[154] and other optical elements. In addition, the resonance
elements of metasurfaces can selectively reflect light of
certain frequencies, which opens up the opportunity to
create saturated high-resolution color figures [146]. Fig-
ures 11f±h show the metasurface, providing imaging with a
resolution of 16,000 dpi (dots per inch).
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The arrangement of resonance scatterers in the form of a
periodic lattice can lead to the formation of BICs close to
those discussed in Section 2.4. BICs can appear on
metasurfaces due to the resonance modes of individual
structural elements. Therefore, such states more weakly
depend on the number of periods and the wave-vector
direction than BICs in photonic-crystal membranes. On
metasurfaces consisting of dielectric cylinders connected by
bridges, lasing was observed [156], even in samples consisting
only of 64 cylinders. As in photonic-crystal membranes,
symmetry-protected BICs can appear on metasurfaces
(Fig. 12). For metasurfaces formed by elements with the
broken inversion symmetry, the parameter characterizing
BICs was found to be Q / jpÿ p0jÿa, where a � 2 [155].

Another interesting area in the use of metasurfaces is the
electromagnetic-field redistribution in the near wave zone.
The solution to this problem was applied in the magnetic
resonance imaging (MRI) of living tissues [18, 151]. To obtain
an image, a strong magnetic field is required, while a strong
electric field negatively acts on living organisms. A specially
prepared metasurface can be used to separate localization
regions of the magnetic field inside an organism under study
and the electric field outside living tissue (Fig. 13).

5. Photonic phase transition

Historically, for many years it was accepted to consider MMs
and PCs as two substantially different classes of hand-made
photonic structures which were investigated by different

groups presenting the results of their studies at different
conferences. However, some materials that are commonly
assigned either to PCs orMMs have much in common in their
structure, electromagnetic properties, and practical applica-
tions. O'Brien and Pendry [27] have shown theoretically that
MMs with the effective negative permeability can be created
based on a periodic structure consisting of elements with
positive permittivity, i.e., based on PCs. It was found that the
square lattice of cylinders with a high permittivity (e � 200)
has a negative permeability m < 0 in the spectral region
corresponding to the Mie resonance. At the same time, a
similar structure of cylinders with low permittivity (e � 4) is a
classical PC [38]. Thus, as the permittivity is changed, the
photonic structure acquires negative permeability. It is
known that the appearance of new physical properties of
materials (first of all, for quantities called the `generalized
susceptibility' in classical textbook [157]) observed upon
changing some parameters is commonly related to phase
transitions.

Recall that PC properties are determined by Bragg
scattering related to the structure periodicity. At the Bril-
louin zone boundary, the so-called light cones corresponding
to the modes of electromagnetic waves in the uniform space
split at the intersection point to form the Bragg band gap
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semiaxes are 330 and 110 nm, the height is 200 nm, and the distance

between ellipses is 600 nm. (b) Transmission spectra depending on the

angle y. Spectra are displaced vertically by 1.5 units. (c) Distributions of

the electric and magnetic fields for a bound state in the continuum (BIC)

and a supercavity mode (SM) [155].
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Figure 13. (Color online.) Amplifying metasurfaces for magnetic reso-

nance imaging. MRI images obtained without using (a) and using (b) a

metasurface with the signal accumulation time of 20 min. MRI images

obtained without using (c) and using (d) a metasurface with the signal

accumulation time of 2 min. One can see that metasurfaces accelerate the

MRI study by an order of magnitude. (e) Photograph of the MRI of a

human head using a metasurface. (f, g) Diagram of a hybrid metasurface

consisting of a material with a high refractive index (f) combined with

metal antennas (g). (h) Calculated distributions of the magnetic (on the

left) and electric (on the right) fields near a metasurface shown by a thin

blue rectangle elongated along the y axis. The operating amplification

region is indicated by a dashed rectangle. (Figs 13a±d [18], Figs e±h [151]).
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(Fig. 14a). In metamaterials, the fundamental (lowest-
frequency) band gap is formed due to interaction between
the local resonance and light cone (Figs 14b, c). Unlike the
band gap in PCs, the band gap in MMs lies inside the
Brillouin zone (Figs 14b, c). The band diagrams of MMs
(see, for example, [27, 122]) have the form shown in Fig. 14c.

5.1 Construction of a photonic phase diagram
The authors of Ref. [27] determined the permeability m < 0 of
an MM with the square lattice consisting of dielectric
cylinders using transmission and reflection spectra. Sub-
sequent studies showed significant disadvantages of this
method of photonic-structure homogenization [132]. In
particular, the dispersion curves of effective parameters
from [27] do not correspond to the causality principle and,
in addition, the value of m depends on the number of lattice
periods. Nevertheless, the main obstacle to structure homo-
genization is the spatial dispersion. A strong spatial disper-
sion is observed at the frequencies of Bragg band gaps, while
at lower frequencies, including regions with m < 0, the
homogenization is not meaningless. Thus, the photonic
structure can be assigned to the MM class when the band
gap related to m < 0 is located below the Bragg band gap.
Note that the interpretation of calculated and experimental
data is complicated by the fact that in the case of close values
of the Bragg frequency and the frequency of local resonance,
the Bragg band gap and, therefore, the strong spatial
dispersion region considerably broaden [64, 65], which
corresponds to the case of resonance PCs discussed in
Section 2.

As the structure parameters (the lattice constant and
permittivity of cylinders) are continuously varied, the photo-
nic band diagram qualitatively changes, which is accompa-
nied by changes in electromagnetic properties, in particular,
by the appearance of negative magnetic susceptibility in a
certain spectral interval. Thus, the passage from PCs toMMs
studied in papers [39, 159] can be called a photonic phase
transition.

Note that the question of the choice of the structure
homogenization method was not discussed in [39], but the
relation between the band gap and the negative response of
the magnetic Mie resonance is beyond question. This follows
from three independent series of calculations of (1) the spectra
of resonance Mie scattering by a single cylinder, (2) the band
diagrams of an infinite crystal, and (3) the transmission
spectra of a finite sample. A results of three series completely
agree with each other. The map of band gaps depending on e

demonstrates the splitting off of the lowest-frequency Mie
band gap (TE01 in the TE polarization and TM01 in the TM
polarization) and its transformation into the fundamental
photonicMMband gap. Based on analysis of calculated data,
photonic crystal±metamaterial phase diagrams were con-

Â

G G0X

b

G G0X
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G

Figure 14. (Color online). (a) Formation scheme of a Bragg stop-band determining the PC properties for wave vectors in the interval GÿXÿG 0 (G 0 is the
point G displaced by the reciprocal lattice vector). Dashed straight lines are the projections of unperturbed light cones on the o; k plane. Solid curves are

the PC eigenstates. (b) Formation scheme of a band gap related to the local resonance in anMM. The grey dashed curve is the projection of unperturbed

light cones. The orange horizontal dashed line is the unperturbed local state. Solid curves are the photonMMeigenstates. (c) Band gap related to the local

state at an enlarged scale [158].
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Figure 15. (a) Photonic crystal±metamaterial phase diagram for two-
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points in which the forbiddenMie TE01 band splits off from the Bragg stop

band, becoming the fundamental forbidden band in the frequency

spectrum (figure adapted from [39, 159]). (b±e) Electric field distribution

in a prism consisting of dielectric cylinders with r=a � 0:07 in two states:

(b, d) photonic crystal with e � 8, a=l � 0:575 and (c, e) metamaterial with

e � 40, a=l � 0:505 for two light propagation directions: GÿM (b, c) and

GÿK (d, e) [160].
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structed in coordinates r=a and e for the TE polarization
(`magnetic MM'; the magnetic field oscillates along the
cylinder axis [39]) and the TM polarization (`electric MM';
the electric field oscillates along the cylinder axis [159])
(Fig. 15a).

The diagram allows one to determine certainly whether
the structure belongs to the PC class (the fundamental band
gap is related to the Bragg resonance) or to theMM class (the
fundamental band gap is related to local Mie resonances in
dielectric cylinders). In this case, the band gap in the
resonance region determined the frequency interval with the
negative magnetic susceptibility in the initially dielectric
structure, which reliably confirms the interpretation of the
observed phenomena as a phase transition of a new type.

To demonstrate the possibility of homogenization of the
structure in theMMphase, we calculated field distributions in
samples in the form of a triangular prism consisting of
dielectric cylinders with square [159] and simple triangular
lattices. The electric field intensity distribution was calculated
for a Gaussian beam incident on a prism along the GÿMand
GÿK directions (Figs 15b±e). In the photonic-crystal phase
�e � 8�, the field has the `striped' shape typical of PCs (the
field in adjacent cells oscillates out-of-phase). For the GÿK
direction, the frequency a=l � 0:575 falls into the stop-band,
and an exponential decay of the light beam is observed. Thus,
the field distribution is inhomogeneous and considerably
depends on the orientation of the PC axes. In theMM regime

�e � 40�, the field distribution at the frequency a=l � 0:505 is
homogeneous over the entire structure (the field in adjacent
cells oscillated in phase) and is independent of the orientation
of crystal axes.

5.2 Preparation of dielectric metamaterials
The experimental observation of a photonic phase transition
and the preparation of a dielectric MMwere reported in [39].
The sample was a lattice of plastic tubes fixed in a system of
movable holders allowing a change in the parameter r=a in
experiments by retaining the square system of the 2D
photonic structure. The sample permittivity was varied by
filling the tubes with water, which in the microwave range has
a strong temperature dependence e�T � � 50ÿ80 in the range
of T � 20ÿ90 �C. The transmission spectra of this structure
were measured as functions of parameters r=a and e.
Experimental data were in good agreement with calcula-
tions, including the observation of the lowest Mie mode
splitting off from the Bragg band gap, i.e., the PC!MM
phase transition.

Photonic crystal±metamaterial phase diagrams for struc-
tures made of silicon cylinders were presented in [158]. In
particular, a structure with a triangular lattice was considered
in which the minimal frequency of Bragg resonances is higher
than that for a square lattice. For this reason, the silicon
structure with the permittivity e > 13:5 in the spectral interval
l < 800 nm can pass to the magnetic MM phase.
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Figure 16. (Color online.) (a) Demonstration of thresholdless lasing in a coaxial nanoresonator at 4.5 K [161]. (b) Peak output power of a Fano laser as a

function of the pump power. Blue dots are experimental data; black curve is the approximation of the experiment by a kinetic equation giving the
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[162]. (c) Lasing on a metasurface in the BIC regime [156]. Transformation of the normalized emission spectrum into the 1551.4-nm laser line upon

increasing the pump power. (d) Output power as a function of the pump power in the laser line region. The inset shows the laser line for the 158-mWpump
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6. Conclusions

Note in conclusion that, despite numerous papers devoted to
the study of resonance effects in photonic structures,
publications of new nontrivial results should be expected in
the nearest future. These results can be quite unexpected, like
lasing in a plasmonic structure with the mode size two orders
of magnitude smaller than the diffraction limit [163] or
thresholdless lasing in coaxial resonators [161] (Fig. 16a).

Indeed, most of the areas of nanophotonics which have
appeared in recent years are related to various resonance
phenomena. We will list here only some original results:
observation of the Fano resonance in topological Bi2Se3 and
�Bi1ÿxInx�2Se3 insulators [164, 165], broadband tuning of
mechanical resonances with the help of plasmonic MMs [21],
optical switching in resonance plasmon-atomic systems [166],
an ultrashort pulse laser emitting in the gigahertz range based
on resonance between the guided mode and the structural
defect mode (a Fano laser) [162] (Fig. 16b), the elastic Purcell
effect in nanoparticles [167], resonance sensors to identify
molecular monolayers [168], spectral separation of optical
spins based on Fano resonance [169], lasing on a metasurface
[156] (Figs 16c, d), and a number of other papers cited in this
review. It is also necessary to mention nonlinear structures
raising the functional properties of PCs and MMs to a new
level. Various lasing and mixing regimes that can be achieved
on nonlinear metasurfaces are considered in [170].

We discussed in this review various resonance phenom-
ena, most of which can be interpreted within the framework
of a simple model based on two coupled mechanical
oscillators [60]. Based on this model, a phase diagram was
proposed with axes corresponding to the decay rates of
oscillators. The phase diagram shows, in particular, the
regions of existence of various resonance regimes correspond-
ing to the weak (Fano resonance, electromagnetically induced
transparency, Kerker and Borrmann effects) and strong
coupling (PT-symmetry breaking). A distinct knowledge of
the characteristic features of each resonance effect is a key
factor for the successful design of reliable functional photonic
devices.
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