
Abstract. X-ray microscopy is a technique for obtaining real-
space two- or three-dimensional images of an object using
elements of the focusing optics. In this paper, various types of
microscopes are reviewed and their applicability is examined;
methods for obtaining image contrast are discussed, and ave-
nues for the further development of X-ray microscopy are out-
lined.
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1. Introduction

X-ray microscopy is the collection of methods for investigat-
ing the microscopic structure of objects with the aid of X-ray
radiation. These methods, which employ focusing optical
elements, permit obtaining magnified images of an object
under investigation in real space.

Owing to their short wavelength, X-rays penetrate a
sample to a far greater depth than visible light. Conse-
quently, they may be used to study the internal structure of
objects opaque to visible light. X-ray microscopy may reach

the diffraction-limited resolution on the order of several
dozen nanometers and occupies an intermediate position
between optical and electron microscopy.

However, electron microscopy, which offers a higher
resolution, is not a nondestructive investigation technique
and requires a vacuum and samples with metallic or
metallized surfaces.

The majority of X-ray lensless methods for the micro-
structure investigation of a studied object [1, 2] produce its
image in the reciprocal space, which calls for the use of
mathematical inversion for reconstructing the real image,
which is often responsible for the emergence of different
artifacts. The resolution of these methods is limited, as a
rule, by the size of the X-ray radiation source, which does
not exceed a submicrometer level. The use of lenses in X-ray
microscopes makes it possible to form a demagnified source
image and reduce its dimension to several dozen nan-
ometers.

X-ray microscopy, which permits carrying out research at
a new structural level, is finding increasing application along
with optical and electron microscopies. The emergence of a
large number of reviews dedicated to different aspects of this
method demonstrates that X-ray microscopy is popular
among researchers. For instance, the past ten years have
seen more than 20 reviews [3±24] which consider the use of
X-ray microscopy for investigations in the area of biomedi-
cine [9±11], materials science [12±22] (including polymer
[18, 19] and magnetic material [20±22] studies), as well as the
environment [10, 12, 23, 24].

This review is an attempt to describe the main character-
istics and features of X-ray microscopy, as well as the
feasibility of using it to investigate the morphology and
internal structure of organic and inorganic samples with
submicrometer resolution.
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2. X-ray microscope types:
field-of-view X-ray microscope
and scanning X-ray microscope

There are two main types of transmission X-ray microscopes:
conventional transmission X-ray microscopes (TXMs),
which are often referred to as field-of-view X-ray micro-
scopes, and scanning transmission X-ray microscopes
(STXMs).

The optical configuration of a TXM (Fig. 1a) bears much
resemblance to that of a conventional light microscope.
The TXM consists of a condenser and an objective lens. The
latter produces a magnified image of a sample in the detection
plane, which is recorded with a pixel detector (a charge-
coupled device (CCD) is commonly employed for this
purpose).

In an STXM (Fig. 1b), an objective lens focuses an X-ray
beam onto a small-sized spot on the sample, the sample
is raster-scanned, and the output intensity is recorded with
a detector for each scan position. In the majority of
STXMs, use is made of detectors without spatial resolu-
tion, which integrate the radiation transmitted through the
sample [23, 25].

The history of the origin and development of X-ray
microscopy was set out in detail in review [26]. We note that
the function of a source in the first TXMs [4] and STXMs [27]
was fulfilled by synchrotron radiation (SR). Owing to their
properties (high brightness, broad energy range, polarization,
temporal structure), SR sources are the sources of choice for
the majority of X-ray microscopes in existence today.
However, interest is growing in so-called compact instru-
ments, which take advantage of laser-generated plasma
radiation [28±30] and X-ray tubes with a rotating anode [31]
or a microfocus [8, 32, 33]. Owing to their small sizes, such
instruments may be accommodated on an optical table,
thereby permitting experiments to be carried out in labora-
tory conditions. However, due to the distinct nature of
characteristic emission lines, these instruments lack the
energy flexibility required for realizing some important
applications of spectroscopy like X-ray absorption spectro-
scopy. Nevertheless, plasma sources which utilize liquid
nitrogen as the target are suited to the laboratory X-ray
microscopy of biological objects thanks to the high-intensity

emission at wavelengths of 2.478 and 2.879 nm, which are in
the so-called water window domain, where X-ray absorption
by proteins is an order of magnitude stronger than X-ray
absorption by water.

TXMs and STXMs are commonly considered comple-
mentary techniques; they are about equally popular and each
offers its own important advantages. Like other scanning
probe instruments, STXMs permit simultaneous monitoring
of various signals with the use of the corresponding X-ray and
electron detectors. It is therefore possible to simultaneously
recordX-ray images and fluorescence emission photons. That
is why the scanning instruments are well suited to combine
imaging and spectroscopy measurements even for a fixed
X-ray energy [5].

The use of an STXM permits obtaining images of
arbitrary size, while with a TXM, where the condenser
commonly illuminates a field 10±50 mm in diameter, large
image fieldsmay be obtained only by `stitching' several images
(Fig. 2). On the other hand, the simultaneous illumination of
all elements of a sample makes it possible to obtain images
with a single high-intensity pulse.

Themain disadvantage of an STXM in comparison with a
TXM is its low data acquisition rate. The typical exposure
time required to obtain an STXM image amounts to several
minutes, whereas the TXM exposure time is on the order of
several seconds. With an increase in exposure time, problems
like beam instability, vibration, and thermal drift become
significant for the STXM, with the result that TXM images
may practically offer a higher spatial resolution. For the
STXM image resolution to be determined by the probe size,
the sample should be moved with shorter increments than the
probe size. This may be achieved with the employment of
piezoelectric transducers with one feedback mechanism or
another [35].

3. Focusing X-ray optics for X-ray microscopy

3.1 Objective lens. Fresnel zone plate
Fresnel zone plates (FZPs) as X-ray optical elements were
proposed by Baez [36] in 1952. FZPs offer the highest spatial
resolution of all X-ray optical elements reliant on diffraction;
however, FZP imaging encounters a variety of problems,
which are solved by making a multitude of modifications of
the basic model [37].
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Figure 1. Optical configurations of a TXM (a) and an STXMs (b): 1Ð

radiation source, 2Ðsample under investigation, 3Ðobjective lens, 4Ð

detection plane, and 5Ðcondenser.
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Figure 2.TXM images of the hair tips of (a) 22-, (b) 28-, and (c) 32-year-old

women [34].
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AFZP is composed of a series of concentric annular zones
(Fig. 3) which alternately absorb and transmit radiation. The
focusing effect is produced by the interference of the waves
transmitted through the nonabsorbing zones.

Since a zone plate is a special case of a diffraction grating,
higher-order foci would be expected to exist. In every
transmitting (or absorbing) domain of the zone plate, there
arem Fresnel zones which result in the mutual cancellation of
perturbations, when m is an even number. That is why the
resultant focus exists only when m is odd. Therefore, there is
an infinite number of positive and negative foci for m � �1,
�3, �5, .... Furthermore, some part of the radiation does not
experience diffraction, which corresponds to m � 0.

The diffraction properties of zone plates and their
employment in X-ray microscopes are described in Refs [38±
41] and numerous references cited therein.

The zone's radii are defined by the formula [38]

r 2n � mnl fm �m 2n 2l 2

4
� mnl fm ; �1�

where rn is the nth zone radius, l is the wavelength, m is the
diffraction order, and fm is the focal length:

fm � DdrN
lm

� D 2

4lNm
: �2�

Here, drN is the outer zone width,D is the FZP diameter, and
N is the total number of zones. From formula (2) it follows
that the FZP diameter depends on the outer zone width and
the number of zones:

D � 4NdrN : �3�

Typical zone plates measure � 120±240 mm in diameter and
contain from 100 to 1000 zones, while the outer zone width
ranges from 20 to 50 nm [23].

FZPs operate as thin lenses and therefore offer diffrac-
tion-limited lateral spatial resolution dm:

dm � 0:61l
NA

; �4�
which was calculated by Rayleigh for a lens with a numerical
aperture (NA). The magnitude of NA is defined by the largest
diffraction angle a (see Fig. 3), which in turn is expressed in
terms of the outer zone width, the wavelength, and the

diffraction order:

NA � sin a � ml
2drN

: �5�

Two more useful expressions may be derived from expres-
sions (4) and (5). One of them is the relation between the outer
zone width drN of the N-zone plate and the Rayleigh
resolution limit:

dm � 1:22 drN
m

: �6�

The focal dimension d of the mth diffraction order is
defined by the Rayleigh diffraction resolution limit dm, the
geometrically demagnified source size dr, as well as the
chromatic aberration dc:

d � �d 2
m � d 2

r � d 2
c �1=2

�
��

1:22 drN
m

�2

� d 2
r �D 2

�
Dl
l

�2�1=2
; �7�

where Dl=l is the relative width of the primary beam
spectrum, and dr is a function dependent on the experiment
geometry. For an STXM, dr � sq=p, where s is the source size,
p is the source±FZP distance, and q is the FZP±sample
distance. For a TXM, dr depends on the detector geometry
and pixel sizeD: dr � D=�Vm�, whereV is themagnification of
objective FZP [39].

By putting sq=p � l fm=lcoh (where lcoh is the transverse
beam coherence) and using formula (3), we bring expression
(7) for an STXM to the following form:

d � 1:22drN
m

�
1�
�

D

1:22lcoh

�2

��3:28Nm�2
�
Dl
l

�2�1=2
:

�8�
As follows from formula (8), attaining the diffraction
resolution limit requires that the STXM objective be
illuminated by a coherent beam with a monochromaticity no
worse than the reciprocal of the product of the total number
of zones and the diffraction order: Dl=l4 �mN �ÿ1 [39]. That
is why STXMs operate better with beams emanating from
undulators [10, 40].

In a TXM, all elements of the object are illuminated, and
they are simultaneously imaged by a pixel detector. Every
element of the field is independently visualized when the
object is irradiated by an incoherent or partially coherent
beam. Consequently, the bending magnet of a synchrotron
storage ring or laboratory sources are better suited for the
TXM than an undulator source [5]. Moreover, the operation
with a highly coherent beam may give rise to spotty patterns
(speckles) on the image [42]. For the purpose of lowering the
spatial coherence, the authors of Ref. [43] placed a diffuser in
front of the sample.

Therefore, a zone plate with a small width of the outer
zone can provide a good spatial resolution. Furthermore,
owing to a higher diffraction order m, the spatial resolution
may be improved by a factor of m. A high image resolution
with the use of third-order diffraction was experimentally
demonstrated for `hard' X-rays (with a photon energy
E > 1 keV) [44±46]. A disadvantage of the images obtained
using high diffraction order is anm 2-fold increase in exposure
time, because the diffraction efficiency Q is inversely propor-
tional to m 2: Q � 1=�mp�2 [41]. The zone plate efficiency is
determined by the fraction of X-rays incident on the optical

2drN

a

f

Figure 3. Schematic diagramof anFZP: drN is the outer zonewidth, a is the
largest diffraction angle, and f is the focal length.
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element, which are focused into the desired diffraction order.
Ideally, the efficiency of a simple FZP in the first diffraction
order is equal to pÿ2, or about 10%. The remaining part of the
radiation is absorbed (50%) or goes into other diffraction
orders: the zeroth (25%), negative (12.5%), and high positive
(2.5%) orders [47].

To extract the first order and reject the undesired zeroth
and high diffraction orders, the zone plate of an STXM is
often equipped with a central stop in combination with a
collimating opening (order-sorting aperture) near the FZP
focal plane (Fig. 4). For a TXM, the zero-order diffraction
beam is eliminated by placing a stop at the condenser center
or immediately behind it.

Due to the structural features of the microscopes (in a
TXM, the studied sample is placed in front of the objective
FZP and behind it in an STXM), the low FZP efficiency has
the effect that the sample in the STXM is subjected to a much
lower radiation load than in the TXM.

Another important parameter of X-ray microscopes is the
depth of focus (DOF) [48]:

DOF � � l
2
�NA�2 � � 2�drN�2

m 2l
: �9�

The theoretically evaluated DOF of an FZP with a diameter
of 135 mm and an outer zone width of 35 nm is equal to
2:1 mm for soft X-ray radiation in the 528±540 eV energy
range [49], while its corresponding value for a TXMoperating
with hard X-rays (E � 8 keV) amounts to about 40 mm [50].
The necessity of X-ray studies of `thick' samples invites the
expansion of the usage of hard X-ray radiation. `Hard' X-ray
microscopy furnishes a unique possibility of studying materi-
als on a nanometer scale and provides a set of methods like
fluorescence, differential phase contrast, and spectroscopy.
All these analytical methods complement each other and
provide a complex map of structural, chemical, and elemen-
tal properties of the sample. Attaining a sufficiently high
spatial resolution and contrast ratio calls for high-efficiency
nanofocusing optics to form a beam focal spot ofminimal size
and provide the requisite X-ray photon density.

Expertise has been accumulated in the fabrication of FZPs
which efficiently focus soft (E < 1 keV) X-ray radiation and
provide a spatial resolution of 15±30 nm [51±53]. Improve-
ment in the spatial resolution without a sacrifice in efficiency
is impeded by the necessity to fabricate FZPs which combine
a small outer zone width drN with a large thickness (relief
depth) T for attaining a high aspect ratio T=drN.

Electron-beam lithography with subsequent etching [54]
remains the most successful technique of FZP fabrication to

date. Nevertheless, the small width of the outer zone, which
determines the zone plate resolution, is limited by theminimal
diameter of the electron beam, the effect of electron scatter-
ing, and the generation of secondary electrons during the
electron beam lithography. The achievable aspect ratio is
limited by the procedure of dry etching, since this process is
not perfectly anisotropic in the preparation of narrow
nanostructures [55]. That is why methods aimed at increasing
the thickness (relief depth) of an FZP show the greatest
promise for the fabrication of FZPs with a high aspect ratio.
Several methods [55±58] have been developed to solve this
problem, but so far they have been infrequently used.

Unlike the above techniques, the sputtered-sliced (or
`jelly-roll') zone plate method proposed by the authors of
Ref. [59] has gained wide acceptance. FZPs are produced here
by alternately coating a cylindrical microwire with a multi-
layer structure composed of two materials with different
X-ray absorption or with different properties of the phase
shift, depending on the requisite zone plate structure, with the
subsequent slicing of the structure into fragments of requisite
thickness using a focused ion beam. In principle, the zone
widths may range down to several atomic layers and,
furthermore, there are no limitations on the aspect ratio in
this case [60]. This method may be employed to fabricate
X-ray optical components providing a resolution of better
than 10 nm. However, the theoretical resolution limit may
prove to be unattainable due to the aberrations arising from
zone positioning errors, which affect the focal spot size.

The accuracy of layer deposition for FZPs with a focal
length suited to practical application is a serious problem.
The practical difficulties associated with the wire shape, the
interlayer roughness of the multilayer structure, and the
deformations in the course of its slicing hinder the fabrica-
tion of high-resolution FZPs by this method. In the view of
the authors of Ref. [61], the problem may be solved by in situ
layer thickness measurements in the course of fabrication. In
this case, the zone thickness may be corrected during FZP
fabrication, which will help eliminate positioning errors and
correct the layer deposition rate. In doing this, the measure-
ment uncertainty of the layer thickness of a zone plate may
not exceed a half of the outer zone width.

To produce FZPs by this method, researchers tested a
broad set of `contrasting' materials with a high thermal
endurance and a small diffusion coefficient: Al/Cu [62],
Al2O3=Ta2O5 [63], Al2O3=HfO2 [64], Ni80Cr20=SiO2 [65],
SiO2=Si1ÿxGexO2 [66].

The efficiency of FZPs made by the jelly-roll method may
be significantly improved by replacing opaque zones with
transparent phase-shifting ones. This raises the highest
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Figure 4. Optical configuration of an SFXRM: 1Ðradiation source, 2Ðobjective FZP, 3Ðstop, 4Ðorder-sorting aperture, 5Ðraster-scanned

sample, and 6Ðdetector.
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theoretical FZP efficiency from 10% to 40% for hard X-rays,
for which the loss due to absorption is lower [64]. For
instance, Koyama et al. [67] were able to achieve a first-
order focusing efficiency of 27% for an FZP composed of
Si=MoSi2 layers with an outer zone width of 40.4 nm, a zone
plate thickness of 32 mm, and an aspect ratio of 792 in an
operation with 20-keV X-rays.

3.2 Condenser optics
The purpose of condenser optics consists in collecting and
delivering to a sample as many photons as possible, so as to
shorten the information acquisition time required for image
construction. All TXMs that employ an FZP as an objective
lens necessitate a condenser to illuminate the object field with
a hollow cone of X-rays. This kind of illumination, as a rule,
may be achieved with a stop placed in the central part of the
condenser FZP. This prevents object illumination by the zero
diffraction order of the FZP.

The condenser must comply with requirements pertaining
to the angular divergence of a beam directed to a sample to
obtain the optimal image quality. The sample illumination
may be characterized as a matching parameter, which is
defined as the ratio between the condenser (NAc) and
objective (NAo) numerical apertures: s � NAc=NAo. Per-
fect matching corresponds to s � 0, its complete absence
corresponds to s5 1, and for 0 < s < 1 we are dealing with
partial matching [3, 53, 68]. The resolution is often repre-
sented in the form of the ratio k1l=NAo, which is equal to
2k1drN for the first diffraction order, according to formula
(5). The value of k1 is determined by s and the magnitude of
aberrations. Theoretically, k1 decreases from 0.5 in amatched
system to 0.28 in an unmatched system with s � 1 [52]. The
authors of Ref. [69] arrived at the conclusion that, from the
standpoint of maximizing spatial resolution, the smagnitude
must fall in the range from 0.4 to 0.7. Therefore, for a partial
matching, the spatial resolution may be better (smaller) than
the outer zone width of an FZP [52].

The function of a condenser is traditionally fulfilled by a
large-diameter FZP (on the order of 10 mm or more) with
several dozen thousand zones [70], since the FZP should
collect as large a fraction of the radiation delivered by the
X-ray source as possible. For instance, described in Ref. [52]
is a condenser FZP with drN�60 nm,N�41;700,D�10mm,
and a central stop 5 mm in diameter, while the objective FZP
parameters were drN � 25 nm, N � 300, and D � 30 mm.

Since the zone plates refer to diffraction optical elements,
they are not free from chromatic aberrations, and the image
quality depends heavily on the monochromaticity of image-

forming radiation. To provide the requisite monochromati-
city (recall that the objective must be illuminated by X-rays
with Dl=l4 �mN �ÿ1), an aperture stop of small size c is
placed immediately near the sample (Fig. 5). This aperture
stop, together with the condenser FZP, operates as a linear
monochromator. In this case, the transmission spectral band
is expressed by the formula Dl=l � 2c=D [71].

Recent years have seen the development of alternative type
condensers, in particular those based on monolithic hollow
glass capillaries (Fig. 6). Such condensers are employed with
different X-ray sources: SR sources [72±74], microfocus tubes
[75], and laser plasma sources [30, 76]. X-rays are reflected
from the inner surface of a hollow capillary, which is
ellipsoidal or parabolic in shape. These optical elements are
achromatic and, consequently, they do not function like
monochromators, as with FZPs [77]. Their numerical aper-
ture is limited only by the critical angle of total external
reflection for X-rays. These capillaries provide a uniform
illumination of a sample by a hollow cone of X-rays and
form a focal spot approximately 1 mm in size [73].

Capillary condensers offer several advantages over FZP
condensers [3]: (1) they are more readily available; (2) they
permit varying the energy with a monochromator without the
necessity of replacing the condenser when the X-ray energy is
varied; (3) their NA may correspond to the NA of any
objective FZP; (4) their efficiency is 3±15 times the FZP
efficiency in the absence of unwanted high diffraction
orders; (5) they are more reliable and durable; (6) they are
resistant to heat load andmechanical damage, and (7) they do
not require placing a stop near the focus to form the requisite
transmission bands and therefore do not limit the size of the
sample holder or the capability of controling it.

In the operation with the laser plasma sources, for a
condenser use is often made of a normal-incidence multilayer
mirror [78±80]. Such a mirror combines the functions of a
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Figure 5. Schematic of a TXM operating on the bending magnet of a synchrotron storage ring [52]: 1Ðtrajectory of the electrons generating SR, 2Ð

mirror, 3Ðcondenser FZP with a central stop, 4Ðaperture serving to form an X-ray beamwith the desired relative spectrum width, 5Ðsample holder,

6Ðobjective FZP, and 7Ðdetector.
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Figure 6. Schematic of a TXM with an ellipsoidal capillary as condenser:

1Ðradiation source, 2Ðstop, 3Ðcapillary, 4Ðobjective FZP, and 5Ð

detector [73].
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monochromator and a condenser, focuses X-rays on the
sample (Fig. 7), and offers several advantages, including a
high efficiency, a clearly defined spectral selectivity, a large
numerical aperture, and simplicity of alignment.

For a hard X-ray condenser, the authors of Ref. [81]
proposed a cylindrical X-ray prismatic lens adapted to the
numerical aperture of the image-forming objective lens. The
cylindrical lens consists of a large number of layers contain-
ing a multitude of optical elements in the form of prisms
(Fig. 8). The prisms change the direction of the primary
parallel X-ray beam. With the use of such a prism it was
possible to illuminate a field of view of 80� 80 mm2 at a
focusing efficiency of 88%.

X-ray optical elements (FZPs, capillaries, mirrors) focus
beams on a spot whose dimension is, as a rule, smaller than
the microscope field of view. As a result, the X-ray optical
elements cannot provide a uniform illumination of this
domain. A new condenser, which offers certain advantages
over other condenser systems, was developed on the basis of
the diffraction optics in Ref. [82] and then tested in Ref. [83].
Its design is underlain by the idea of dividing an ordinary FZP
into sectors and retaining the local period constant within
each sector (Fig. 9a). As a result, each sector will provide a
uniform illumination in the focal plane. The overlapping of
the X-rays from different gratings results in a significant
lowering of the spatial coherence in the sample plane, so no
quality-impairing diffraction pattern (speckle noise) forms on
the sample image, which permits using the condenser in a
high-intensity beam. However, the superposition of radially

asymmetrically distributed patterns makes up an approxi-
mately round illuminated domain with considerable `tails'.
The sectorial condenser structure shown in Fig. 9b permits
eliminating the `tails' and augmenting the intensity of the
uniformly illuminated domain. Another advantage of
employing a square field of view is that the active detector
area is, as a rule, a square. In this case, the illumination by the
beam formed with the condenser may be perfectly matched to
the detector size [84].

4. Two-dimensional imaging with the use
of amplitude contrast

When the intensity of a beam incident on a substance layer of
thickness t is I0, according to the Bouguer±Lambert±Beer law
the beam intensity at the output of the layer is expressed as
I � I0 exp �ÿmt� � I0 exp �ÿtmrt�, where m and tm are the
linear and mass absorption coefficients, respectively, and r
is the substance density. The absorption coefficient depends
largely on the wavelength and the atomic number Z: tm
increases rapidly according to the relation tm � Z 3l3.

The X-ray amplitude (absorption) contrast is related to
the density and/or thickness variations of the neighboring
regions of an object under investigation and permits studying
its morphology and the special features of its internal
structure. This contrast was employed for studying biologi-
cal objects, which is reflected in several reviews concerned
with the biological applications of X-ray microscopes [3, 38,
85]. Emphasis was placed on the high-resolution imaging of
separate cells in the `water window' (l � 23ÿ45 A

�
), including

in the investigations of human spermatozoids [86], malaria
parasites in red corpuscles [87], protozoa [88], and chromo-
somes [89]. Figure 10 depicts the images of neurons [90], a
human spermatozoid [86], and diatoms [81], which were
obtained with a TXM.

Many investigations of soft materials and biological
samples are limited by the level of radiation damage rather
than the microscope efficiency. Low-temperature (100 K or
below) sample measurements are known to preserve mor-
phology, limit the mass loss, and permit suppressing the
radiolysis in hydrated samples. Investigations with the aid of
a cryogenic module for fast frozen cells not subjected to the
action of chemical fixatives or contrast-increasing agents bear
the strongest resemblance to the investigations of cells in their
natural state.

The past three decades have seen the development of soft
X-ray microscopy techniques intended for visualizing materi-
als and biological objects with a resolution of several dozen
nanometers. By contrast, several hard X-ray microscopy
techniques with comparable spatial resolution capable of
lending impetus to nano- and mesoscale materials science

1 2 3

4 5 6 7 8

Figure 7. Schematic of a compact laboratory TXM: 1Ðnormal-incidence

mirror, 2Ðliquid jet target, 3Ðlaser pulse, 4Ðcentral stop, 5Ðfilter

rejecting the scattered laser radiation, 6Ðsample, 7Ðobjective FZP, and

8Ðdetector [79].

Figure 8. Schematic representation of a cylindrical prismatic X-ray

lens [81].

a b

Figure 9. Sectoral grating condensers of round [82] (a) and square [84] (b)

shapes.
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research [91] made their appearance much later. In recent
years, they have been employed to investigate colloids [92,
93], modern integrated circuits [94], and power cells [95, 96].

5. Two-dimensional imaging with the use
of phase contrast

In the passage through a substance, an X-ray wave not only
undergoes absorption but also changes its phase. The X-ray
phase shift DF acquired in passing through a sample of
thickness t depends on the decrement of X-ray refractive
index d:

DF � 2p
l

dt ; �10�

where d � 1ÿ n � rl 2r0NAZ=�2pA� [97] (n is the X-ray
refractive index, NA is the Avogadro constant, r0 is the
classical electron radius, and A is the atomic weight of the
sample material). Imaging in the phase contrast mode is quite
often the mode of choice due to the possibility of achieving a
higher contrast ratio, especially for higherX-ray energies. For
soft tissues with different densities, the differences in X-ray
phase shift are much greater than those in linear absorption
coefficients. A phase contrast imaging may therefore improve
the sensitivity of X-rays to small structural variations of the
objects under investigation. The method is highly efficient for
characterizing weakly absorbing (phase) objects with small
variations of the absorption coefficient inside of them: the
method relies on variations of the refractive index decrement
d in the object.

The object being examined may deflect X-rays from the
initial trajectory by an angle y. The angle y is proportional to
the local gradient qF=qx of the object phase variation and
may be defined as y � �l=2p��qF=qx� � �qd=qx� t (x is the
axis perpendicular to the optical axis of the microscope). In
the case of a flat interface between media with refractive
indices n1 and n2, X-rays incident at an angle yi will deflect
from the initial direction, according to Snell's law, by an angle
y � �n1 ÿ n2� tgyi. For a curved interface, the angle yi varies
smoothly, resulting in X-ray divergence (convergence) at the
output from the sample.

5.1 Zernike phase contrast
One way to obtain a phase contrast passes through the
exploitation of the Zernike method [98]. To provide the

Zernike phase contrast, a hollow cone of sample-illuminat-
ing X-rays is oriented toward a narrow ring in the rear focal
plane of an FZP (Fig. 11). The phase ring thickness is selected
so as to change the phase of the X-rays undeflected by the
sample through �p=2. On the other hand, X-rays may be
deflected by the sample (diffract from it) and reach the
detector bypassing the phase ring. As a result, the inter-
ference between the two types of optical signals produces in
the detector the image of phase variations in the sample [3, 5,
31, 38].

The Zernike X-ray phase contrast was first demonstrated
in Ref. [99] with the use of soft X-rays, and in Ref. [100] for
hard radiation impact. This contrast turned out to be highly
efficient in the observation of small variations of electron
density in biological samples [101±103] (Fig. 12), medical
examinations [34, 50, 104], studies of fuel cells [105], and
integrated circuits [100, 106].
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a b c
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Figure 10. (a) Image of mouse neurons (the inset to the lower right part of the figure is an enlargement [90]). (b) Image of a human spermatozoid. It was

possible to visualize the image details in the basal plate region only with the aid of a TXM and not with a light microscope [86]. (c)Diatomeae image [81].
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Figure 11. Schematic representation of a TXM operating in the Zernike

phase contrast mode: 1Ðhollow conical X-ray beam formed by a

condenser, 2Ðsample, 3Ðobjective FZP, 4Ðphase ring, 5Ðdetection

plane; AÐnondiffracted radiation, and BÐdiffracted radiation [31].
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Figure 12.X-ray image of aChlamydomonas rheinhardtii alga (l�2:4 nm):

(a) amplitude, and (b) phase contrast images [101].
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For soft X-ray radiation, materials usually exhibit a
higher absorption for a given value of the phase shift, and so
the design of phase rings should be a trade-off between the
magnitude of the phase shift and the beam attenuation. One
way to reach this trade-off is to incorporate the �p=2 phase
shift directly into the objective FZP, which transforms it into
a Zernike FZP. Both positive (�p=2) and negative (ÿp=2)
Zernike phase contrasts may be realized. The transformation
of an ordinary FZP into the Zernike FZP involves the
introduction of a phase filter with the shape and area
corresponding to the nondiffracted radiation employed in
imaging [107].

However, it is pertinent to note that the Zernike X-ray
phase contrast may produce halo effects which affect the
analysis of sample morphology [5, 108].

5.2 Differential interference phase contrast
For differential interference contrast (Nomarsky contrast),
twowavefronts slightly inclined to each other are formedwith

either a double FZP or a beam splitter placed in front of an
FZP. In the former case, the first FZP (ZP1 in Fig. 13) splits
the incident plane wave into a zero-order (transmitted) plane
wave and a set of spherical waves of the first and higher
orders. The second FZP (ZP2), which is shifted relative to the
first one in the sample plane, interacts with the radiation
emanating fromZP1.Only the combinations of the zero order
of ZP1 with the first diffraction order of ZP2, and vice versa,
will make efficient contributions to the image formation.

A necessary condition for attaining differential interfer-
ence contrast is a sufficiently high degree of coherence in the
sample plane: the shiftDS in the sample planemust not exceed
the transverse coherence length. In the detector plane, the
interference of two spherical waves emanating from foci P1
and P2 will produce an interference pattern with fringes
spaced at Dy � lz0=DS (z0 is the distance of the rear FZP
focal planes from the detector). ZP1 and ZP2 have equal focal
lengths, and their spacing along the optical axis must be small
in comparison with their distance from the image plane. The
image may be observed in differential interference contrast
for DS < d (d is the spatial resolution) [109, 110].

The interference pattern is aligned to be centered on a
bright fringe and shifts in the interference fringe are
proportional to the local phase gradient of the sample [111].
Phase objects undetectable with ordinary absorption contrast
microscopy become visible due to interference (Fig. 14).

The main advantages of the differential interference
contrast method are: (1) it allows invariance of the detector
and source arrangement geometries and therefore may be
used in STXM and TXMmodes; (2) it is not really dependent
on the X-ray beam coherence due to a small wavefront shift
and a short difference in optical path lengths, and (3) it easily
conforms to the spatial limitations imposed by the very short
focal FZP length, when using the soft X-rays [5].

The idea of exploiting a single-element FZP for phase
contrast optics was first conceived by Chang et al. [112]. Two
types of `twin' FZPs have been demonstrated to date: anXOR
FZP obtained by combining (by way of imposition) a two-
dimensional grating and an FZP with the help of a logical
operation XOR (usually used to decrease the displacement of
bits produced by a hardware randomnumber generator) [113,
114] (Fig. 15a), and a twin FZP [115] (ZPD in Fig. 15b). The
properties of differential interference microscopy are char-
acterized by two parameters: the lateral displacement, and the
phase shift. For an XOR FZP, the lateral displacement is
determined by the FZP diameter, the width of its outer zone,
and the grating period P: Dx � 2drND=P; the phase shift DF
depends on the relative position of the grating and the FZP:
DF � 2p�Da=P�, where Da is the displacement of the grating

X-rays

ZP1

P1

ZP2

P2

DS

0.

0.

0.

+1.
+1.

Figure 13. Formation of differential interference contrast with a twin FZP

[109].
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10 mm

Figure 14. X-ray images of the giant spores of Dawsonia superba moss

obtained with (a) absorption and (b) differential interference contrasts

[109].
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DF � p=2

DF � p=2

DF � ÿp=2

2DF � p

DF � 0

ZP1

ZP2

ZPD

Figure 15. FZP transformation into an XOR FZP [113] (a) and a twin FZP [115] (b).
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relative to its zero position. The phase shift DF � p=2
corresponds to the grating displacement by a quarter of a
period (Da � P=4) from its zero position (Fig. 15a).

5.3 Differential phase contrast
In the raster scanning in an STXM, the detector usually
measures the total X-ray radiation intensity to give an
incoherent bright-field image (absorption contrast). Phase
contrast has historically been less used in STXMs. Never-
theless, the effects of X-ray refraction and diffraction by the
sample lead to signal redistribution over the detector, which
may be transformed into a phase contrast imaging. Since the
detector response functionmay be positive as well negative, in
the STXM it is possible to realize several new imaging modes
which have no practical equivalents in TXMs. It is precisely
this that led to the idea of the differential phase contrast
method [116±118].

The differential phase contrast method requires the
employment of a detector with an antisymmetric response
function which is sensitive to any intensity redistribution in
the detector plane, so that different linear combinations of
segmented detector signals permit simultaneously recording
of the absorption contrast and the phase contrast image. The
advantage of applying this detector is that the detector
response functions may be modelled after the image forma-
tion by combining the corresponding signals from different
segments. This signifies that different combinations of
detector segments may be simultaneously employed and that
one sample scan provides a sufficient amount of data for
analyzing both the amplitude and phase of the transmitted
radiation: difference images between opposite segments
determine the differential phase contrast, while the sum of
all signals determines the absorption contrast of the image.

Diode segmented detectors [118±121] have been widely
adopted in the investigation of biological objects [118, 122].
Figure 16a demonstrates the exterior view of a detector
containing seven segments: segments 1±3, which record the
light cone emanating from the object under investigation, are
intended for obtaining bright-field amplitude contrast [119],
while segments 4±7 may be employed to obtain dark field
images [116, 123, 124] and measure differential phase
contrast. Figures 16b and 16c demonstrate the advantage of
differential contrast (the image is formed by the difference
between the X-ray intensities recorded by segments 4, 5 and
6, 7) over the amplitude contrast (all the segments were
exposed to X-rays) [118].

Among the disadvantages of diode segmented detectors is
the necessity of selecting the detector configuration at its

design stage, as well as the existence of a clearly defined
central axis whichmust coincide with themicroscope's optical
axis. Optimal design flexibility may supposedly be reached
with the use of an entirely pixeled detector like a CCD, whose
response function may be arbitrarily changed after data
acquisition and the effective reaction of every pixel is
specified by a computer [125±128].

However, phase contrast images are sometimes hard to
interpret due to the differential nature of the signal and its
directional dependence. In the view of the authors of
Ref. [129], there are two quantitative image reconstruction
methods [130, 131]. The first method [130] defines the
corresponding contrast transfer function in the detector
sectors and inverts this function to determine the X-ray
phase shift and absorption in the sample. This method is the
most general and may be applied to any configuration of the
detector segments. The method proposed in Ref. [131]
expands the sample's transfer function in a Taylor series and
demonstrates that the main influence of the sample on the
intensity distribution in the detector plane reduces to the
intensity attenuation in accordance with the average X-ray
optical path in the sample, and that the deflection of X-rays is
proportional to the local gradient of the refractive index in the
sample.

6. X-ray spectromicroscopy

The absorption of X-ray radiation by a substance is due to the
interaction of photons with inner-shell atomic electrons.
When the photon energy exceeds the electron binding energy
(the excitation threshold), an electron may be removed from
the atom, which gives rise to an abrupt increase (jump) in
X-ray absorption (Fig. 17a). The wavelength corresponding
to the excitation threshold energy is termed the absorption
edge of a given element. The absorption edge is a character-
istic quantity of each chemical element, which makes it
possible to unambiguously identify the chemical element
from its position on the absolute energy scale.

The spectroscopy energy range in the domain of an X-ray
absorption edge is divided into two parts:

(1) a low-energy domain, in which multiple photoelectron
scattering is significant. This domain is termed the X-ray
absorption near edge structure (XANES) or near edge X-ray
absorption fine structure (NEXAFS);

(2) a high-energy domain, referred to as the extended
X-ray absorption fine structure (EXAFS), in which the main
contribution to the absorption is made by a single photoelec-
tron scattering.

a b c

5 mm

Figure 16. (a) Detector with seven active segments [119]. Absorption (b) and phase (c) contrast images of a phytoplankton cell (E � 1:79 keV) [118] (see

explanation in the text).
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As a rule, the NEXAFS spectral domain ranges from an
energy of� 10 eV lower to an energy of � 40 eV higher than
the absorption edge (Fig. 17b). XANES is often assigned to
the same domain as NEXAFS, but sometimes the domain
preceding the absorption edge is excluded. Encountered in the
literature are some `semantic' differences in the usage of the
terms NEXAFS and XANES. The differences pertain to the
energy range employed in experiments: the term XANES is
used more often in experiments with hard X-rays, and the
termNEXAFS in soft X-ray experiments. In what follows, we
will employ only the term NEXAFS to avoid confusion.

In the NEXAFS mode, a considerably larger number of
surrounding atoms are involved in the scattering than in the
EXAFSmode, with the atoms participating in the scattering not
only from the first coordination sphere but also from the spheres
located at a distance well away from the absorbing atom. An
analysis ofNEXAFS spectra permits gaining information about
the local geometry of the arrangement of atoms near the
absorbing atom, including valence-bond angles, which have
only a slight effect on the EXAFS spectrum [10, 132±134].

6.1 Chemical mapping
A high energy resolution (E=DE > 200) is required for soft
X-ray NEXAFS microscopy with a high spectral sensitivity.
It is most easily achieved with a crystal monochromator or a
diffraction grating placed in front of amicroscope. An STXM
usually provides a resolving power of 2000±5000. Condensers
employed in TXMs offer a relatively low energy resolution
(about 0.8 eV), which limits the employment of TXMs for
spectromicroscopy [134].

The distribution of a specific element may be recon-
structed by comparing two images obtained at energies
above and below the corresponding absorption edge [135,
136] (Fig. 18). This method applies to samples containing
chemical elements whose absorption edges do not overlap.
The situation changes when the sample is composed of a
mixture whose main constituent is the same element. For
instance, an STXM was employed in Ref. [137] to study the
mixture of a styrene±acrylonitrile copolymer (SAN) and
poly-isocyanate-polyol with poly-additions (PIPA). The
chemical image selectivity at the K absorption edge of
carbon furnishes an unambiguous identification of SAN and
PIPA particles. Since the spectra of both SAN and PIPA
exhibit a strong absorption at E � 285:0 eV (Fig. 19a),
particles of both types are seen in images obtained at
E � 285:0 eV (Fig. 19b). For E � 286:7 eV, strong absorp-
tion is exhibited only by the SAN particles (Fig. 19c). Upon
subtraction of the image in Fig. 19c from the image in
Fig. 19b, the PIPA particles are readily identifiable (Fig. 19d).

An STXM may be used for a quantitative elemental
analysis with a submicrometer resolution if the reference
NEXAFS spectra were obtained on an accurate mass
absorption coefficient scale. The quantitative composition
may be mapped with the help of, for instance, singular value
decomposition analysis of X-ray microscopy images [138].
Singular value decomposition calls for a priori information
about the sample and it is applicable only when the sample's
composition is known. Furthermore, the linear absorption
coefficients of the components should be precisely known, so
as to minimize systematic errors in the analysis. Every image
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Figure 17. Schematic representation of the X-ray absorption coefficient as a function of the X-ray primary beam energy (a) for four X-ray absorption

edges (K, L1, L2, and L3) [132], and (b) in the region of an absorption edge [10].

a b c
2 mm

Figure 18.Maps of carbon distribution in a thin slice of upper soil layer from theArnot Forest in the north ofNewYork State. Images corresponding to an

energy (a) below (E � 280 eV) and (b) above (E � 310 eV) the K absorption edge of carbon. (c) Image obtained by subtraction of the image in figure (a)

from the image in figure (b). Bright domains in figure (c) correspond to a high carbon concentration [135].
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is transformed into the optical density (OD): OD �
ÿ ln�I=I0� � tmrt, where I is the transmitted radiation
intensity, and I0 is the intensity of the primary X-ray beam.
Combining X-ray absorption images obtained at two ormore
energies (for which there is a difference in X-ray material
absorption) results in a system of linear equations which may
be solved if the number of images is greater than or equal to
the number of components. Therefore, the array of approx-
imation coefficients for a given component obtained by
comparing (fitting) individual spectra with the linear combi-
nation of the reference spectra leads to a quantitative
chemical mapping of the component [139, 140].

For typical features 200 nm or below in size, the acquisition
of high-quality spectra becomes complicated: there should be no
lateral beam displacement on a sample in the alignment of
focusing. These limitations complicate the recording of spectra
from domains smaller than� 200 nm in width, while soft X-ray
microscopes range from30 to 50nm in resolution.The authors of
Ref. [141] came up with the approach of forming a `stack' of
images from a small domain, obtained by varying the X-ray
energy by a small increment.

When the optical density is measured in the set of discrete
energies En, n � 1; . . . ;N for a mixture of s � 1; . . . ;S
different components of thickness ts with the use of hetero-
geneous sample columns p � 1; . . . ;P, the measurement of
the optical density ODnp for a single X-ray photon energy n in
one column p is given by the formula

ODnp � mn1t1p � mn2t2p � . . .� mnS tSp : �11�

Because of the departures from the perfectly rectilinear
motion of the sample holder used to compensate for the
zone plate position variations upon the X-ray photon energy
variation (and, therefore, focal length variations), these
images are aligned using the aXis2000 code package [142]

and the subsequent formation of a data matrix ODN�P �
mN�StS�P [3, 143].When the exact mNs values in the absorption
spectrum for each sth component of the sample are known, it
is possible to find the spatially allowed component thick-
nesses tS�P in the matrix inversion:

tS�P � mÿ1S�N ODN�P : �12�

The spectra matrix mN�S with all known components may be
inverted using singular value decomposition analysis [138].
Since the `stack' method permits obtaining images at short
energy intervals, it is possible to observe fine spectral features.

In many areas of research like biology or environmental
science, the complexity of sample composition and the
possibility of reactions among its components have the
consequence that all absorption spectra mN�S of the elements
present in the sample cannot be known beforehand. In this
case, an approach is possible which initially leans upon the
main component analysis [143] to orthogonalize and diminish
the noise of ODN�P matrix components and then performs
cluster analysis to collect (make up) a set of columns
proceeding from the similarity of the characteristic spectral
features [144]. This method gives rise to a set of absorption
spectra mN�S, where S is now the index of the spectra obtained
from experimental data. An advantage of this approach is the
emerging ability to improve the signal/noise ratio for the
spectra of heterogeneous samples [3].

The broad possibilities of chemical mapping for the study
(qualitative and quantitative) of condensedmedia are attested
to by a wealth of publications concerned with biomedicine
and biomaterials [10, 38, 140, 145±155], synthetic polymers
and biopolymers [19, 137±139, 142, 156±172], gels [173±175],
carbon nanomaterials [176±179], charging devices and fuel
cells [16, 180±184], fuels [185, 186], the environment [10, 23,
135, 172, 187±189], and botany [190±194].

6.2 Valence determination
It is common knowledge that the position of an X-ray
absorption edge greatly depends on the degree of oxidation
of the absorbing atom: with increasing degree of oxidation, it
shifts to the higher energy side. For instance, the position of
the K absorption edge of Se changes with an increase in
oxidation degree (the oxidation degrees Se(�VI), Se(�IV),
Se(0), and Se(ÿII) correspond to energies of 12.665, 12.662,
12.658, and 12.656 keV) and is therefore a characteristic of the
Se oxidation state [195]. A comparison of the measured
spectrum of a sample with that of a compound containing
an absorbing atom with the known valence allows the
researcher to make an inference about the charge state of
this atom in the sample under investigation [6, 196±201].

Thus, the authors of Ref. [196] studied the biomineraliza-
tion of the bacterium Acidovorax sp. BoFeN1 in the presence
of dissolved Fe(II). Taking advantage of the difference
between the NEXAFS spectra of the Fe(III) and Fe(II)
phases, they discovered that oxidation started in the peri-
plasm with the subsequent formation of Fe(III) minerals on
the cell's surface. The process eventually results in complete
decoration of the cell by Fe(III) minerals. In Ref. [197], a
TXM was employed to trace valence variations in thin-film
resistive switching SrTiO3 devices. Several real-time investi-
gations were made: the L2 and L3 absorption edges of iron
were employed to monitor in situ valence and the coordina-
tion of iron-bearing formations, whereas the K absorption
edge of oxygen was exploited to separate different oxygen-

ba

3

2

1

0

A
b
so
rp
ti
o
n
,a

rb
.u

n
it
s

284 288 292

Energy, eV

1

2

5 mm

c

d

Figure 19. (a) NEXAFS spectra of polyurethane containing SAN (curve 1)

and PIPA (curve 2) particles. Images obtained at E � 285:1 eV (b) and

287.2 eV (c). (d) Image obtained by subtracting the image in figure (c) from

the image in figure (b)Ðonly PIPA particles are seen. The darker color in

figures (b±d) corresponds to a stronger X-ray absorption [137].
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bearing formations in the Fischer±Tropsch catalyst [198].
Using a TXM, an in operando study was made of the
nonuniformities in the phase distribution of LiFePO4 multi-
particles which participate in the lithium depletion of electric
batteries [199].

6.3 Investigation of magnetic structures
Unlike the X-ray radiation of laboratory sources, SR is highly
polarized. The polarization is linear in the orbit plane. In this
case, the electric intensity vector is perpendicular to the
direction of SR propagation and lies in the orbit plane,
while the magnetic vector is perpendicular to this plane. The
radiation outside of the orbit plane is elliptically polarized,
the radiation being left-polarized on one side of the plane and
right-polarized on the other side. In general, the polarized
radiation is composed of linearly and circularly polarized
waves. The polarization depends on the wavelength and the
angle of deflection from the tangent to the orbit. The
polarization may turn out to be an important property in
the investigation of anisotropic or polarized objects. In this
case, varying the direction of the electric vector or the degree
of beam polarization may yield information unobtainable
with the use of other X-ray radiation sources [202, 203].

It is well known [20, 21, 204, 205] that the combination of
a high-resolution X-ray microscope and the effect of X-ray
magnetic circular dichroism (XMCD), i.e., with the depen-
dence of circularly polarized X-ray absorption on the
magnetic properties of a sample, provides a high image
contrast of magnetic domain structures and permits obtain-
ing information about the local spin and orbital momenta of
absorbing objects. The intensity difference in the parallel and
antiparallel spin orientations and magnetization directions
near the L3 and L2 absorption edges is in quantitative
agreement with the spin and orbital magnetic moment
magnitudes, as well as with spin density anisotropy and
orbital moment anisotropy. That is why magnetic spectro-
scopy is capable of determining the magnitudes, directions,
and anisotropy (the directional distribution of themagnitude)
of atomic magnetic moments [203]. This furnishes a unique
possibility to gain information about the atomic-level
structure of materials by comparing the spectra correspond-
ing to the two X-ray absorption edges [205±207].

Images of a Cr(3 nm)/Fe(50 nm)/Cr(6 nm) multilayer
system obtained at the L3 and L2 absorption edges of Fe are
given in Fig. 20. The observed contrast change is unambig-
uous proof of its magnetic nature [208].

The main advantage of X-ray microscopy±XMCD
symbiosis is the possibility of recording images in different
external magnetic fields, which yields information about the
evolution of domain magnetization throughout the full

hysteresis loop [209±212]. Magnetic TXM has also been
employed to study layered magnetic structures [22] and to
directly observe the motion and depinning of magnetic
domain walls [213±216].

Due to the temporal structure with a pulse duration of
100 ps or shorter inherent in SR, it is possible to investigate
the spin dynamics [217±224]. The stroboscopic pump±probe
method [22, 218] was applied for observations on a picose-
cond time scale, after excitation of the ground state of a vortex
structure by a 1-ns long pulse generated in an external field
[217]. Time-resolved soft X-ray transmission microscopy was
employed to visualize the dynamics of a magnetic vortex in
permalloy disks (Fe19Ni81 [218] and Fe20Ni80 [219]) with a
spatial resolution of 25 nm and a temporal resolution of 70 ps.
The authors of Ref. [220] observed the motion of a magnetic
vortex core in a hexagonal permalloy structure.

6.4 Exploitation of orientational sensitivity
Having a longmean free path, a generated photoelectronmay
experience multiple scattering by surrounding atoms. That is
why the shape of the NEXAFS spectrum depends not only on
the bond lengths but also on the angles and symmetry of the
bonds. In antimagnetic systems, linear X-ray dichroism
testifies to charge asymmetry caused by the atom's environ-
ment of symmetry lower than the cubic one. In magnetic
systems, polarization dependence may take place even in the
environment exhibiting cubic symmetry [225]. To the degree
the absorption coefficient of a specific sample's domain
depends on its orientation relative to the polarization plane,
the NEXAFS spectrum will vary with the variation of the
orientation of the domain relative to the electric vector
(Fig. 21).

X-ray microscopy and linear dichroism were first
employed to show that images obtained for a fixed photon
energy are orientation-sensitive [226]. The on-axis radiation
of an undulator with a transverse magnetic field is linearly
polarized. Thus, the utilization of STXM images obtained for
two mutually orthogonal radiation polarizations permits
separating out the contribution from the contrast due to
orientation. Subtracting one image from the other gives the
contribution from only the linear dichroism of the sample
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Figure 20. Images of the multilayer Cr(3 nm)/Fe(50 nm)/Cr(6 nm) film

obtained at the L3 (a) and L2 (b) absorption edges of Fe [208].

710
0

20

15

10

5

715 720

720

725

725

E, eV

L2L3

I,
ar
b
.u

n
it
s

90�

E

c

90�

E

c

Figure 21. NEXAFS spectra of the L2;3 absorption edges of Fe for an

epitaxial LaFeO3 film grown on an SrTiO3 (110) substrate, which were

recorded using linearly polarized X-rays. For the spectrum shown with a

solid curve, the electric vector E is perpendicular to the crystallographic

c-axis of the film, whereas for the spectrum depicted with a dotted curve,

the vector E is parallel to the c-axis [225].
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and, consequently, furnishes the mapping of object domain
orientations with a good angular resolution [227].

The orientational sensitivity ofNEXAFS spectra has been
utilized in spectromicroscopy for investigating the orientation
of molecules in organic nanomaterials [228, 229], the block
structure of organic films [230, 231], organic semiconductors
[232], transistors [233, 234], molecular orientation in artificial
and natural fibers [226, 235, 236], as well as the structure of
liquid crystals [227, 237] and carbon nanotubes [177].

7. Scanning X-ray fluorescence microscope

The principle of operation of a scanning X-ray fluorescence
microscope (SXFM) is related to the photoexcitation of
electrons in the sample bulk illuminated by X-rays. When
the energy of the primary X-ray photon absorbed by a bound
electron is higher than the binding energy of the electron, the
absorbing electron will be knocked out of its atomic orbital.
At the next point in time, an electron occupying a higher
energy level will transit to the vacant orbital and in doing so
will emit a photon of energy equal to the energy difference
between the two states. The X-ray emission energy spectrum
usually consists of several characteristic lines corresponding
to the energy difference between the specific shell orbitals.
This spectrum makes it possible to unambiguously identify a
chemical element. The upside of this method is that the
number of fluorescence photons is directly related to the
quantity of this element in the irradiated sample volume.
Therefore, by comparing the areas under the peaks in
fluorescence spectra corresponding to different chemical
elements, the possibility appears to determine the quantita-
tive elemental composition of the sample [13].

The characteristic spectra may be recorded simulta-
neously by eight silicon drift detectors [238] (Fig. 22) or by a

detector with a large sensitive area, a large acceptance solid
angle, and a high count rate [239].

The SXFM mode permits realizing simultaneously the
recording of X-ray absorption (or image phase contrast) and
soft X-ray fluorescence photons, which is especially attractive
for biological research [240]. This mode also makes it possible
to simultaneously obtain the distributions of elements with a
low atomic number (from B to P) from K-series emission
lines, and elements with a higher atomic number (from Ca to
Nb) from L-series lines (Fig. 23).

SXFM enjoys wide application in various fields of science
[240, 242]. In particular, in 2013 publications appeared
dedicated to the study of intracellular cerebral metabolism
of glucose [243, 244], the interactions of CoFe2O4 magnetic
nanoparticles withU87MGcells [245] and digestive juices of a
model invertebrate organism [246], and the asbestos±iron
interaction in human pulmonary tissues [247].

8. Three-dimensional imaging (tomography)

An important advantage of X-rays is their high penetrating
power, and the majority of investigations are concerned with
the study of samples too thick for electron microscopes.
However, for thick samples the problem of overlapping the
internal structural details lying at different depths in the
object under study may arise. That is why 2D images are
often too complicated and inconclusive, and then three-
dimensional (3D) visualization becomes particularly desir-
able. Three-dimensional X-ray microscopy emerged as an
imaging technique capable of revealing the 3D micro-
structure for a broad range of materials. The nondestruc-
tive nature of X-rays made this technique particularly
attractive and facilitated the acquisition of 3D information
about a sample not only in a real-time mode, but also in the
presence of various external actions.

X-ray tomography was first demonstrated by Haddad
et al. [248] in 1994 with the use of an STXM, and three years
later by Lehr [249] with the use of a TXM. Subsequently,
transmission X-ray microscopy came to the forefront in
tomography owing to its high data collection rate. There-
fore, the implementation of commercial production of
tomographic TXMs by Xradia (in 2013, Xradia became a
part of Carl Zeiss Microscopy and received a new name: Carl
Zeiss X-rayMicroscopy Inc., Pleasanton, CA,USA) has to be
regarded as one of the most important achievements in the
area of X-ray microscopy; these TXMs are capable of
constructing 3D images with a resolution of at least 50 nm,
and a field of view up to 65 mm [33, 75, 250].

In the collection of data for tomographic reconstruction,
the sample holder should ideally ensure rotation of a sample
through at least 180� about the axis normal to the direction of

6

54

321

Figure 22. SXFM with a zone plate 1, a sorting aperture 2, a `necklace' of

energy dispersion detectors 3 of X-ray fluorescence emission, a sample

holder 4, an X-ray-to-light photon conversion system 5, and a fast readout

detector 6 [238].

SEM Fe Mg N O Si

4 mm

Figure 23. Images of an asbestos particle extracted from a pulmonary tissue, which were made with a scanning electron microscope (SEM) in the rays of

characteristic lines of Fe, Mg, N, O, and Si at beam energies of 1.935 keV (Si, Mg) and 0.9 keV (Fe, N, O) [241].
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primary X-ray beam propagation, the eventual spatial
resolution improving with an increase in the number of
projections. The projections obtained for different angular
positions of the sample go through alignment with respect to a
common rotation axis. There are several algorithms for
taking this step. The IMOD code [251] is supposedly the
most popular one, whichmakes use of referencemarks for the
alignment. Unlike IMOD, the Alignator code [252] searches
for local regions on different angular projections which serve
to align these regions, and so the need to use references for the
3D imaging reconstruction no longer stands.

The methods employed for volume image reconstruction
differ primarily in the level of noise and/or the number of
artifacts present in the final reconstructed object, as well as in
the smoothness or sharpness of the object boundary in the
image. The purpose of all these methods is to minimize the
noise with retention of all necessary image details. However,
the techniques that suppress noise are likely to deteriorate the
resolution. The attainable tradeoff between the noise level
and the resolution depends, as a rule, on the technique
employed for the subsequent reconstruction [253].

The algorithm used most widely for reconstructing 3D
images has come to be known as filtered back projection [254,
255]. The Bsoft code was developed for the analysis of a set of
cryotomography data, which are characterized by a low
contrast and a high noise level [256]. Bsoft employs back
projection and the reciprocal space algorithm. Another code
package, XMIPP [257], is, in the view of the authors of
Ref. [258], more efficient than the filtered back projection
technique. Software intended for the processing of nanodi-
mensional TXM images is constantly refined, and consider-
able recent progress has been achieved [259, 260].

The fields of application of the absorption and phase
contrast tomographies are quite broad. Special mention
should be made of soft tissue studies conducted using
cryogenic tomography [11]. This approach came into use in
biological investigations, where determining the chemical
composition of a sample ranks next to obtaining a high
X-ray absorption contrast, so as to eliminate the emergence of
artifacts introduced by sample coloration. Since the sample is
not scanned in the course of data collection, a TXM permits
carrying out tomography at cryogenic temperatures with the
use of an appropriate cryostat [261].

Another field of microtomography application comprises
materials science [15], including studies of fuel cells and

batteries [262±267], integrated circuits [268, 269], porous
structures [270, 271] (see Fig. 24), alloys [272], crystals [72],
and cement [273].

Obviously, the combination of chemical information and
a high spatial resolution in three dimensions is central to all
STXM tomographic approaches. It should not be forgotten,
nevertheless, that STXMs use scanning and are rather `slow'
in comparison with TXMs. However, the main advantage of
STXM tomography over the TXMapproach is the possibility
of extracting information about the internal features of the
chemical sample composition, i.e., the combination of
microscopy and NEXAFS spectroscopy [7].

Recently, Zhu et al. [274] demonstrated the feasibility of
constructing polarization-dependent 3D images of nanoob-
jects alongwith spectrotomographic images.A sodium titanate
nanotape was selected as an object.

9. Conclusions. Outlook and inferences

X-ray microscopy has become a conventional method that is
frequently used. It has opened up unprecedented possibilities
for the study of diverse complicated materials of various
origins. The popularity of the method is due to the keen
scientific interest in the execution of noninvasive measure-
ments in the investigation of internal nanodimensional
properties of natural or artificial materials.

TXM and STXM methods have always been regarded as
complementary; both microscopies are about equally popu-
lar, and each offers significant advantages of its own. This
viewpoint is likely to persist in the near future. STXMs will
always possess a distinct advantage in the investigation of
trace element concentrations, in the capacity to promptly
move from a large field of view to a small one and to retain
constant magnification even when the X-ray radiation energy
is changed, and in the capacity of object imaging for a
radiation dose close to the theoretical minimum. On the
other hand, TXMs are going through a period of technical
improvement, advancing to an energy range of several keV
and to cryomicroscopy. In concert with basic conventional
procedures of multiplexed data acquisition, this strengthens
its leading position in tomography, in which X-ray transition
microscopy is becoming an ordinary experimental technique.
A new trend is the integration of a TXM and an STXM into
one instrument with the possibility of switching between these
two kinds of microscopy [275].

Another modern trend concerns with studies involving
two complementary methods with the subsequent integration
of the data sets for constructing an informative composite
image. A recent example of the image correlation concept is
the combination of soft X-ray tomography and light fluores-
cence microscopy [276].

There are supposedly two avenues for the development
of the experimental basis of X-ray microscopy: development
of commercially available laboratory tomographic systems
(an example is provided by Xradia activities), and construc-
tion of a multimodal analytical platform that combines
different techniques, namely, X-ray transmission micro-
scopy, NEXAFS spectroscopy, methods for recording sec-
ondary processes (X-ray fluorescence and secondary elec-
trons), optical fluorescence, etc. The possibility of combining
different analytical methods in one experiment is a unique
advantage of X-ray microscopy.

Evidently, one of the main tasks in the years to come will
be the development of advanced X-ray optics which suppress

4 mm

Figure 24. Image of a porous structure of small volume (2� 3� 4 mm3)

obtained by way of 3D reconstruction of a gold wire [270].
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the X-ray background and overcome the depth-of-focus
limitations in tomography. Soft X-ray optics provide a
spatial resolution of about 10 nm and in doing so shorten
the depth of focus to about 100 nm in the `water window'.
Hard X-ray radiation provides excellent structural, elemen-
tal, and chemical sensitivities and possesses a high penetr-
ability. These properties are particularly suited to in situ and
in operando investigations, which are hard or impossible to
perform with the exploitation of other techniques (for
instance, electron microscopy).

Modern hard X-ray microscopes possess a spatial resolu-
tion of up to several dozen nanometers. Nevertheless, of
significance for a broad range of scientific problems
(elucidation of the structure±functionality relationship) is
bringing the spatial resolution to a nanometer level. Recent
years have seen certain progress in the fabrication of multi-
layer Laue lenses capable of producing a linear nanodimen-
sional focus with an efficiency of about 70%. Focusing to a
`point' requires two crossed lenses [277], which complicates
the microscope alignment and may entail an impairment of
the optical system efficiency. The way out will be found when
attempts to make a circular multilayer Laue lens meet with
success. However, the focusing efficiency may approach
100% with the use of a nonabsorbing phase-shifting circular
FZP with a parabolic (i.e., kinoform) zone profile. So far,
these profiles have been extremely hard to realize using the
existing lithography techniques.

Among the main features of X-ray microscopy is the
continual improvement in X-ray electronic detectors, projec-
tion and energy resolutions. Chemical information with a
high spatial resolution may be an aid in the development and
synthesis of hierarchical functional materials. The possibility
of a multidimensional combination of nanolevel spatial
resolution with chemical and temporal resolution is one of
the greatest prospects for future studies of matter. Ultrafast
femtosecond X-ray sources will add, along with high bright-
ness, a fundamental magnetic time scale: it is not unlikely that
the imaging of spin dynamics will be realized by single-pulse
object irradiation. In this connection, one may envisage the
development and analysis of new advanced magnetic materi-
als for the discovery of a great diversity of interactions and
their use in applications.

Despite its popularity, modern X-ray microscopy invites
further improvement. X-ray microscopy may become a
routine technique for investigating condensed media after
achieving progress in the quality of experimental data by way
of improving research sample preparation, microscope
optics, data collection strategy and image reconstruction
methods, as well as in the construction of a complete X-ray±
matter interaction model.
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