
Abstract. This paper reviews the current theory of the proces-
sing of spent nuclear fuel by a plasma method using ion-cyclo-
tron heating. The method consists of selectively heating ash
ions, followed by their extraction from the cold plasma flow of
nuclear fuel. It is shown that these processes are realizable for
moderate values of system parameters. Through the analysis of
spent fuel processing data, results useful for other applications
are also obtained. A theory of helical wire antennas that are
often used in plasma research is developed. A new interpretation
is offered for the amplification effect of an HF electric field
excited by such antennas. The concept of spatial instability is
introduced for the stationary flow of a continuous medium, a
phenomenon that leads to the downstream enhancement of
perturbations due to nonmoving objects and can occur, for
example, in a subsonic plasma flow along a magnetic field.

1. Purpose and principles
of spent nuclear fuel processing

1.1 Conditions for spent nuclear fuel processing
At present, problems to be resolved by nuclear power
engineering include nuclear fuel (NF) breeding and the

transition to closed-cycle operation of nuclear reactors.
Closed-cycle operation assumes that all the natural ura-
nium, which consists mainly of 238U, is transformed into
products of NF fission, i.e., into nuclear ash (NA). In the
closed cycle, 238U undergoes a sophisticated evolution,
beginning with the attachment of a single neutron to its
nucleus and the subsequent b-decay and the transformation
into fissioning nuclei of the 239Pu. Further irradiation by
neutrons may cause fissioning of the plutonium nuclei with
a release of energy, or their transformation into nuclei of
the so-called minor actinides (americium, curium, etc.).
These elements have half-life periods of 5 103 years, and
their appearance in the ambient environment is extremely
undesirable. The closed fuel cycle implies the `burning out'
of minor actinides under the influence of neutrons in
nuclear reactors. The closed fuel cycle providing for
nuclear fuel breeding can be realized in fast reactors
(FRs).

The nuclear ash resulting from the decay of NF nuclei
hinders the course of the chain fission reaction; therefore, all
reactors must be reloaded when the NA concentration
reaches a critical value, which in the FR case amounts
approximately to 10%. If the NA is extracted from the spent
nuclear fuel (SNF), then the remaining part of the latter can
be used as full-value NF for fast reactors.

When the SNF of fast reactors is processed, it is desirable
to reduce the NA content by an order of magnitude to 1% [1].
However, the higher the quality of processing, the more effort
it requires. For this reason, it may turn out to be more
expedient to leave a greater part of NA in the NF and to
reload the reactor more often. Thus, for example, if the
concentration of the remaining NA is reduced to 2.5%, the
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time between the reloadings will only decrease to 5/6 of the
initial time.

Sanitary and ecological regulations impose extremely
rigorous restrictions on the content of NF (actinides) in the
NA: 0.1% of the initial amount [1].

The conditions indicated for processing SNF of fast
reactors can be satisfied by presently applied chemical
methods. However, their disadvantage consists in the
appearance of a large volume of detrimental waste. From
this point of view, physical methods, including plasma
methods, employing the difference between NT and NA
mass numbers may turn out to be more attractive.

It should be noted that separation of the 238U and 239Pu
isotopes by physical methods is difficult owing to their masses
being close to each other, so the `nuclear explosive' is
naturally involved in the FR closed cycle.

1.2 State of the problem of spent nuclear fuel
processing by plasma methods
The goal of SNF processing consists in the separation of
particles of different chemical elements in accordance with
their masses. The same problem was resolved when the
separation of isotopes of the same element was performed.
In SNF processing, therefore, it is natural to try applying the
methods used for isotope separation, such as various versions
of the centrifugation method.

Converting a substance into a plasma state provides us
with the possibility of acting upon its particles with electric
and magnetic fields. In particular, this permits rotating the
plasma in devices possessing no moving parts. In an axially
symmetric system placed in crossed fields (axial magnetic and
radial electric fields), charged particles, depending on their
masses, can both drift in the direction across these fields, i.e.,
along the azimuth, or move along the electric field with
acceleration. This effect was utilized in the so-called
`Archimedean' filter, meant for processing waste from the
production of plutonium [2, 3]. However, as pointed out in
Ref. [4], the experiments happened to be not quite successful.
Hopes were also not justified concerning the method for
creating plasma based on injection of the substance to be
processed in the form of gas and vapor into a magnetic field
and its further ionization with the aid of microwave (UHF)
radiation. In our opinion, the employment of end plates, both
for introducing a constant electric field into the plasma and
for collecting one of the fractions of the substance being
processed, was also unsatisfactory. Another method for
generating plasma in such systemsÐwith the aid of a
plasma-beam dischargeÐwas dealt with in Refs [5, 6].

Fetterman and Fisch [7] proposed to use the so-called
Volosov centrifugal trap for SNF processing [8]. By varying
the parameters of such a trap, one can direct the NA and NF
ions toward different end plates. However, even in this case, it
would be necessary to use butt electrodes as the receivers of
ions. The same authors note inRef. [9] that plasma can also be
made to rotate in a magnetic field induced in an electrodeless
system by transferring the momentum of electromagnetic
waves. In Ref. [10], a scheme is proposed for SNF processing
that represents a development of so-called plasma-optical
schemes (see, for example, paper [11]) and of the electro-
magnetic isotope separation scheme modified by the intro-
duction of an electromagnetic field orthogonal to the
magnetic field.

Another way for electromagnetic waves to act upon
charged plasma particles (via energy transfer) was proposed

for SNF processing in Refs [12±14]. This method involves the
same stages as the ion-cyclotron resonance (ICR) method of
isotope separation: ionization of the substance being pro-
cessed, selective ICR heating of the target ions and their
extraction from the SNF plasma, and separate collection of
the target and dump ions. Isotope separation was realized by
this method in our country and in the USA and France (see
reviews [15, 16]). The schematic diagram of a layout for SNF
processing by the ICR method is presented in Fig. 1.

It should be noted that, while in the case of ICR isotope
separation the target ionsÐ the ones that are heatedÐare
ions of a sole isotope, in SNF processing it is necessary to heat
ions of many chemical elements differing significantly in
mass. Therefore, unlike heating in ICR isotope separation
systems, the cyclotron heating of various ions has to be
performed in an inhomogeneous magnetic field. The features
peculiar to themass distribution ofNA ionsmake it necessary
to utilize two high-frequency (HF) fields of different
frequencies for the heating.

For the experimental investigation of physical processes
occurring during plasma ICR SNF processing, a facility
designated as PS-1, in which imitators, namely, stable metals
and gases, will be substituted for the SNF substance, has been
installed at the Institute of Hydrogenic Power Engineering
and Plasma Technologies of the National Research Centre
`Kurchatov Institute' (NRC KI). At present, experiments are
under way with the axially symmetric part of the facility. The
segment involving a curvilinear magnetic field is planned to
be attached later.

A theoretical analysis has hitherto been performed for two
stages of SNF processing: the selective heating of NA ions,
and their extraction from cold SNF plasma. As to the first
stage, i.e., the generation of SNF plasma, its analysis is
rendered difficult both by the complex interdisciplinary
character of the process of converting the solid SNF
substance into plasma and by the lack of data published in
the available literature on elementary processes occurring
with the atoms and ions of uranium, the main SNF
component. The issue of ion collection has not been studied
theoretically either.

The analysis of any device involving plasma as the
working substance gives rise to numerous and diverse
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Figure 1. Schematic diagram of the layout for SNF processing.
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physical problems. The systems for SNF plasma processing
we are interested in are no exception. The present article
provides an idea of a certain stage in the theoretical study of
such systems. Practice shows that for the creation of a
consistent picture of the phenomena taking place in plasma
systems a combination of theory and experiment is required.
However, no experiments concerning SNF plasma processing
have been performed yet. For this reason, experimental
results obtained with devices involving the same design
elements as used in SNF processing systems are extremely
valuable. Such are the devices, mentioned above, applied in
ICR isotope separation, as are systems investigated in the
1960s, in which a flow of hydrogen plasma was directed along
curved magnetic force lines. Such systems were meant for
developing methods of plasma injection into magnetic traps
[17]. It turned out that a hydrogen plasma bunch moving
along a curvilinear magnetic field segment undergoes decon-
tamination from admixtures of heavy ions [18±21]. The
separation of ions by their masses is actually based on the
very same process (the drift of charged particles in an
inhomogeneous magnetic field) that was proposed in
Refs [12±14] to be used for facilitating the separation of NA
ions heated by the ICR method and of cold NF ions.

Although the theory of plasma is quite well developed, the
analysis of concrete plasma systems and their optimization
requires further theoretical studies. In the course of such
studies, unexpected aspects of known physical regularities are
often revealed. As we shall see below, this assertion also holds
valid for the problem, we are interested in, of SNF processing
by the ICR plasma method. Thus, for example, the investiga-
tion of plasma flows in SNF processing systems led to the
introduction of the new concept of spatial instability. The
spatial instability that is inherent in subsonic plasma flows in
a strong magnetic field causes transverse stratification of
these flows. In order to clarify the mechanism of instability
development in subsonic flows, it turned out to be useful to
introduce the concepts of negative mass and negative heat
capacity. Notice that with the aid of the first concept it is
possible, in particular, to provide a simple interpretation of
the action of a Laval nozzle.

1.3 Heating of nuclear ash ions
by the ion-cyclotron resonance method
If a plasma is placed in a magnetic field, the distinction
between the masses of NF and NA ions is manifested in the
difference between the cyclotron rotation frequenciesoi. This
circumstance can be used to advantage for the selective
heating of one of the groups of ions by the ICR method.
Selective heating of NA ions permits separating them quite
easily in phase space from NF ions with the required high
degree of purity. Indeed, charged particles produced in a
source of plasma usually have a low energy, of the order of
several electron-volts, and their velocity distribution is close
to theMaxwellian distribution. This distribution is character-
ized by a sharp drop in the region of energies exceeding the
temperature. Therefore, if the NA ions are heated to an
energy e5 10T, the required degree of separation will be
achieved in phase space. However, the purpose of processing
consists in finding the spatial separation of the NF and NA
ions, at which they can be received by different collectors. To
this end, it is possible tomake use of the energy dependence of
the Larmor radius in a plasma in a magnetic field and, in the
case of an inhomogeneous field, of the drift velocity (the
systematic shift of a particle across the force lines of the

magnetic field). Calculations show (see Section 4) that for the
transformation of energy differences into spatial ones the
energy of NA ions must be increased by at least one order of
magnitude.

The equations ofmotion describing the behavior of ions in
electric and magnetic fields contain the ion masses and
charges in the form of ratios Ze=mi, where Z is the particle
charge multiplicity. Therefore, the spread in Z values may
conceal in certain cases the influence of the difference among
the masses of the particles being separated. This peculiarity
makes it difficult to apply plasma methods of SNF proces-
sing, including the method based on the selective ICR heating
of NA ions.

Fuel and ash nuclei differ in mass by approximately a
factor of two. The distribution of chemical elements compos-
ing NA over the mass number A is shown in Fig. 2. If one
assumes the NA substance to be singly ionized, then in the
cyclotron heating of NA ions with A � 120, doubly charged
NF ions �A � 240�will also undergo heating. The presence of
doubly charged NF ions could be neglected if their fraction in
the SNF plasma were inferior to 0.1%. However, this can
hardly be hoped for, since the first and second ionization
potentials of uranium atom differ by a factor of less than two
(U1 � 6:3 eV, andU2 � 11:2 eV). Therefore, the requirements
that the SNF substance exhibit a high degree of ionization
and of the presence of an extremely small fraction of doubly
charged uranium ions are difficult to reconcile. Experiments
on ICR separation of the isotopes of a number of metals with
ionization potentials close to that of uranium atom revealed
the presence of a noticeable (of the order of 1%) amount of
doubly charged ions in the metal plasma with a temperature
near several electron-volts [22, 23].

To exclude the heating of doubly charged actinide ions,
the author of Ref. [24] proposed taking advantage of the
peculiarities of the mass number distribution of NA elements.
Referring to Fig. 2, plotted from the nuclear data of Ref. [25],
this distribution is seen to be concentrated in the vicinity of
mass number values A � 100 and A � 140, and that the
fraction of elements with A � 120 is relatively small. There-
fore, if the extraction of fission fragments with A � 120 is
abandoned, the admissible 1% level of NF contamination
with fragments will not be exceeded. It must, however, be
noted that multiple reloading of a reactor will result in the
appearance ofNA elements withA � 120 accumulating in the
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Figure 2.Distribution of chemical elements composing NA over the mass

number A; Z is the fraction of elements.

992 A V Timofeev Physics ±Uspekhi 57 (10)



NF. Such accumulation may be prevented by element
transmutation processes caused by the neutron field of
nuclear reactors.

Selective heating of one group of ions differing in mass
was previously used for separating the isotopes of a sole
chemical element. In the case of isotope separation, a certain
single isotope was usually isolated from amixture of isotopes.
The heating of ions of this isotope can be performed in a
homogeneous magnetic field by choosing the HF field
frequency from the condition that o � oi, where oi is the
cyclotron frequency of the (target) isotope being isolated.
NA, which has to be extracted from SNF, contains a set of
chemical elements with different masses (see Fig. 2) and,
consequently, different cyclotron frequencies.

At present, the technique for generating HF fields with
frequency spectra close to monochromatic is well developed.
To heat NA ions in such a field it is necessary to direct the
plasma jet as it leaves the source into a magnetic field
weakening along the jet direction. The drop in the magnetic
field within the confines of the ICR heating system should be
such that each one of the NA ions receives energy from the
HF field as it crosses its cyclotron resonance zone. In
accordance with the above, ions of A � 120 with cyclotron
frequencies close to the cyclotron frequencies of doubly
charged actinide ions are to be excluded. Such heating can
be realized with the aid of two monochromatic HF fields, so
one of them heats the light fraction of NA elements with
A � 100, while the other one heats the heavy fraction with
A � 140. This heating scheme is illustrated in Fig. 3, which
shows the respective magnetic field profile along the axis of
the device:

B0�z� �
�
1ÿ b tanh

z

LB0

�
B0�0� ; �1:1�

in the cyclotron resonance region of the NA and NF ions.
Here, b is a parameter determining the degree of inhomo-
geneity of the magnetic field, and LB0 represents the spatial
scale of the magnetic field.

Figure 3 demonstrates the possibility, in principle, of
selective cyclotron heating of NA ions. The choice of
frequencies was based on the calculations described in
Section 4. The frequency values were influenced by the
Doppler effect, allowing for which the cyclotron resonance
condition assumes the form

o � oi � kkvk ; �1:2�

where kk is the wave vector component along the magnetic
field, and vk is the ion velocity along the same field.

Helical antennas applied for ICR heating excite a
spectrum of electromagnetic oscillations of width Dkk of the
order of 1=LA, where LA is the antenna length along the
magnetic field. Calculations have shown that in the separa-
tion process of NA ions that we are interested in, the optimal
frequencies are o1 � oi;A�97, and o2 � oi;A�143 at b � 0:11.
Here, the cyclotron frequencies are taken at z � 0.

The processes of isotope separation and of SNF proces-
sing also differ in one more way. While the separation of ions
in the first process is based on their mass numbers differing by
DA � 1, the difference between the NA and NF mass
numbers in the second process is significantly larger,
DA � 100. In the case of cyclotron heating, the doubly
charged NF ions with a cyclotron frequency close to the
cyclotron frequency of singly charged NA ions with A � 120
(see above) should remain cold. However, even taking into
account this circumstance the effective difference between the
mass numbers, DAeff � DA=Z, determining the difference in
the cyclotron frequencies of the ions being separated, exceeds
the value of the analogous quantity for the mixture of
isotopes of a sole chemical element by approximately an
order of magnitude. The strength of the magnetic field in
which ICR heating is performed depends on the value of
DAeff. The strength of the magnetic field must be such that the
difference between the cyclotron frequencies of the heated
`target' ions and of the `dump' ions, which must remain cold,
exceeds the cyclotron resonance line width due to theDoppler
effect and to other factors (see Section 3). Owing to the value
of DAeff in SNF plasma exceeding this value for a mixture of
isotopes, ICR NA heating can be performed in an essentially
weaker magnetic field.

1.4 Separation of nuclear ash and nuclear fuel ions
Cyclotron heating causes a predominant increase in the
energy e? of the Larmor rotation of charged particles, which
leads to an increase in their Larmor radius ri �
�2e?=mi�1=2=oi. If the heating is sufficiently intense and the
magnetic field is not too strong, the Larmor circles of the ions
will go beyond the confines of the flow of cold SNF plasma,
precisely where the ions can be received by their collectors.
Unlike the above, the characteristic parameters of systems for
ICR isotope separation are such that the Larmor radius of the
target ions, even after their heating, remains small compared
to the radius of the plasma flow. The target ions are extracted
from the flow onto a set of parallel plates oriented along the
magnetic field (see Refs [15, 16]). The distance between the
plates, Dh, must satisfy the condition rih > Dh > ric, where
rih and ric are the Larmor radii of the target and dump ions,
respectively. In this case, most of the heated (target) ions will
lodge on the collector plates, while most of the cold (dump)
ions will pass between them. To prevent the dump ions from
landing on the plates, the front edges of the plates facing the
flow must be protected by screens that `eat up' part of the
plasma flow. As a result, the flow between the plates
represents a set of streamlets with sharp boundaries. It is
quite possible that these streamlets are subject to drift type
instabilities (see, for example, Ref. [26]). The development of
such instabilities should cause broadening of the streamlets,
which could lead to dump ions landing on the plates, thus
worsening the quality of separation.

The separation quality of charged particles based on the
difference between their energies can be improved by
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attaching amagnetic field segment with curved force lines [27]
to the axisymmetric ICR heating system. In such a magnetic
field, ions shift (drift) along the binormal to the force lines
with the velocity Vdr � �v 2

k � v 2
?=2�=�Roi�, where R is the

radius of curvature of the force lines. The drift velocity
depends on the ion energy and on its distribution over the
degrees of freedom, but not on the particle mass, while the
velocity of motion along the force lines of the magnetic field is
proportional to �e=mi�1=2. Therefore, when an ion covers the
whole length of a segment of the curvilinear magnetic field, its
displacement along the binormal will be Dydr / �mie�1=2. If
the force lines along this segment are bent through an angle
Dj, the displacement is expressed as

Dydr � 1

2
r 0iDj

�
cos y� 1

cos y

�
; �1:3�

where r 0i is the ion Larmor radius calculated from the total
energy, and y � arctan �v?=vk� is the pitch angle.

If, for instance, Dj � p, cos y � 1, the shift Dydr is
approximately three times ri. Therefore, for the ion to go
beyond the confines of the cold plasma stream, it must be
heated to an energy one order of magnitude lower than the
value determined by the condition ri > r0, where r0 is the
radius of the stream.

It is especially expedient to apply ion separation in a
curvilinear magnetic field in ICR isotope separation systems.
In such systems ICR heating takes place in a homogeneous
magnetic field, so the ion pitch angle turns out to be close to
p=2, while the ion shift Dydr may be essentially superior to the
Larmor radius of the ions.

Mass separation of ions in a curvilinear magnetic field has
been implemented in experiments [18±21], in which hydrogen
plasma bunches contaminated with heavy admixture ions
were directed through a magnetic field segment with curved
force lines. All the ions in the plasma bunches, generated by
plasma guns, move along the magnetic field with velocities
close to each other, so the kinetic energy of heavy ions exceeds
the energy of the light ones. Since the drift velocity in a
curvilinear magnetic field is proportional to the energy, a
plasma bunch will undergo cleansing from heavy ions lodged
on the walls of the vacuum chamber in certain relationships
between parameters of the system.

The separation methods discussed in this article imply the
exit of heated NA ions from the stream of cold SNF plasma.
In this case, a cloud of positive charge forms around the
stream, and the stream itself acquires a negative charge. The
excess negative chargemay leak out onto the collector and the
flanks of the plasma source. Neutralization of the positive
charge can be effected by ionization of the residual gas. To
this end, it might be necessary to ignite a gas discharge.

As a matter of fact, the same problem also appears in the
ICR isotope separation, although it is not so pronounced
there. Indeed, the heating of ions of the target isotope causes a
broadening of its distribution over the radius. Here, the
central part of the plasma column is negatively charged,
while its periphery is charged positively. This circumstance
has led to no difficulties, and it was not mentioned in the
descriptions of experimental results. Most probably, such a
distribution of the potential was established spontaneously in
the plasma source and in the separation system, satisfying the
requirement of local plasma quasineutrality.

It should be noted that the problem of maintenance of
plasma neutrality also arises when a curvilinearmagnetic field

is used. As is known, electric polarization of plasma in an
inhomogeneous magnetic field can lead to its ejection into the
region of a lower magnetic field, i.e., onto the wall of the
vacuum chamber. This problem is dealt with in Section 5.

The extraction of heated ions from the cold plasma stream
is facilitated as the magnetic field reduces, which leads to an
increase in both the Larmor radius of ions and their
displacement along the binormal in the curvilinear magnetic
field. However, the strength of the magnetic field has a lower
bound that is due to the requirements of heating selectivity
(see above) and magnetization of the cold NF ions. This is
necessary for the isolation of NA ion collectors from the cold
dump ions. Analysis of the diffusion of the latter across the
magnetic field has shown that for the required isolation it is
sufficient to satisfy the approximate condition oi=nii 5 3,
where nii is the frequency of ion±ion collisions (see Section
6). This condition can be presented as

nZ 3
f

BT
3=2
i

4 1:15� 1011 ; �1:4�

where n is the mean plasma density [cmÿ3] in the stream, B is
the magnetic field induction [kG], Ti is the ion temperature
[eV], and Zf is the charge number of NF ions. In inequality
(1.4), account is taken of the fact that oi / Zf, and nii / Z 4

f .

1.5 Throughput of the system for spent nuclear fuel
processing. The problem of multiply charged ions
A conventional nuclear reactor providing electric power of
1 GW consumes about 20 t of NF per year. If such an amount
of SNF is processed applying the plasmamethod, then during
continuous operation of the processing systems the power of
the plasma jet through them, measured in equivalent amperes
(eA), will run to approximately J � 250 eA. It is desirable that
the number of processing systems mated to a reactor be
minimal. The following scheme is optimal: one reactorÐ
one SNF processing system.

The parameters of the plasma jet passing through the
system are related to its productivity by the expression

J � 10ÿ14nS�Ti � Te�1=2 ; �1:5�

where n is the average plasma density [cmÿ3] in the jet, S is the
area [cm2] of the stream's cross section, Ti and Te are the
respective ion and electron temperatures [eV], and J is the
current [eA] carried by the stream. In expression (1.5), the
velocity of the plasma stream is assumed to be equal to the
speed of ion sound.

If in formula (1.5), for example, one sets n � 1012 cmÿ3,
r � 15 cm �S � pr 2�, and Ti � Te � 3 eV, then the through-
put of the system will turn out to be an order of magnitude
smaller than required. The adopted parameter values are
close to those of the systems examined in Refs [24, 28].
However, these systems were not optimized, and their
parameters were selected on the basis of estimates to an
order of magnitude. It is not ruled out that a more detailed
analysis may result in achievement of the optimal productiv-
ity of a single system: J � 250 eA.

We shall now briefly touch upon the physical processes
that can determine the density of the plasma jet through the
SNF processing system and, consequently, the productivity
of the system. The isolation of NA ion collectors from the
flow of cold NF plasma is violated by Coulomb collisions
leading to displacements of charged particles across the
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magnetic field. The plasma diffusion is due to ion±electron
collisions and the diffusion coefficient is expressed as
D? � r 2

i nie, where nie is the collision frequency of ions and
electrons. The higher the ion±ion collision intensity, the
greater the plasma viscosity. The viscosity coefficient is
given by the expression Z?i � nmir 2

i nii. For typical values of
the plasma parameters, the diffusion time calculated via the
average plasma density, td � r 20 =�r 2

i nie�, is about two orders
of magnitude longer than the time the plasma flows through
the system, t0 � L=Vs, where L � 3� 102 cm is the length of
the system, and Vs � ��Te � Ti�=mi�1=2 is the speed of ion
sound.

It should be noted that the intensity of diffusion in the
`tail' of the radial density distribution, which may reach the
NA collectors, drops significantly: td / nÿ1. Concerning the
viscosity, as shown inRef. [29] (see also Section 6), when using
the parameters indicated above, it weakly affects the motion
of the plasma across themagnetic field. Therefore, one cannot
rule out that the condition of magnetization, oi=nii 5 3,
presented in Section 1.4, somewhat reduces the required
plasma density.

The Coulomb collisions of NA ions, heated by the HF
field, with cold NF ions and electrons lead to cooling of the
NA ions. The characteristic times of cooling by electrons and
ions can be estimated to an order of magnitude as

tie � mi

me

2

nie
� 1010

T
3=2
e

n
and tii � 1

nii
� 3� 106

e 3=2i

n
;

respectively. At electron temperatures of several electron-
volts and NA ion temperatures ei � 3� 102ÿ103 eV, these
times exceed that required for the plasma jet to flow through
the processing system, t0 � L=Vs.

Notice that an accurate analysis of the cooling process
requires taking into account the fact that the inhomogeneity
of the basic magnetic field causes the transverse energy
received from the HF field to partially turn into longitudinal
energy, and that part of the trajectories of heated NA ions
goes beyond the stream of cold SNF plasma. These effects
make the cooling deteriorate.

The main energy losses of NA ions are due to so-called
distant Coulomb collisions. The rarer `close' collisions
occurring at small values of the impact parameter result in a
significant energy transfer in a single collision event. Nomore
than one thousandth of the NF may fall into the NA;
consequently, the relative fraction of NF in the released NA
cannot exceed 10ÿ2. The latter quantity sets an upper bound
on the probability of close collisions during the flight time of
an NA ion, w � �L=Vs��nii=lC�, where lC is the Coulomb
logarithm. The condition w4 10ÿ2 is satisfied at the system
parameters indicated above. Naturally, factors weakening the
influence of Coulomb collisions (enhancement of the NA ion
longitudinal velocity in an inhomogeneous magnetic field,
and ion trajectories going beyond the cold SNF plasma flow)
also reduce the value of w.

Repeated ionization of NF ions also affects SNF
processing negatively. Indeed, to satisfy magnetization
condition (1.4) as Zf increases, it is necessary either to
strengthen the magnetic field B / Z 3

f for a given density or
to reduce the plasma density n / Zÿ3f in a fixed magnetic
field. (The ion temperature will apparently be determined by
conditions in the plasma source.) Since for successful
separation it is necessary that the Larmor radius of NA
ions, ri / e 1=2? Bÿ1Zÿ1a , be at least within an order of

magnitude of the radius of the plasma stream, the energy up
to which the NA ions are to be heated, e / Z 6

f Z
2
a (whereZa is

the NA ion charge), will undergo a sharp rise.
Calculations show that whereas at Z � 1 the SNF

separation requires ion heating to an energy on the order of
102ÿ103 eV (see Refs [24, 28]), in a plasma with doubly
charged ions the energy will rise to unacceptably high values
of 104 ± 105 eV. Application of the other possibility (decreas-
ing the plasma density) will noticeably reduce the throughput
of the processing system.

It must be noted that, even if plasma with singly charged
NF ions enters the system,Zf may increase significantly as the
plasma flows through the processing system. An accurate
calculation ofZf apparently requires taking into account that
the influence of inelastic collisions may lead to appearing the
far `tail' of the distribution, responsible for repeated ioniza-
tion, becoming non-Maxwellian. The cross section of inelastic
electron collisions with singly charged ions rises sharply as the
atomic number of the chemical element increases. According
to Ref. [30], the effective oscillator strength determining this
quantity reaches values on the order of 103 for uranium. To
an order of magnitude, the inelastic collision cross section
should be greater than the Bohr radius by a similar factor (see,
for example, Ref. [31]). The results of experiments [22] on the
ICR separation of calcium and ytterbium ions testify in favor
of the above reasoning. Plasmas of these elements may
simulate uranium plasma, since their first and second
ionization potentials (U1 � 6:1 eV and U2 � 11:9 eV in the
case of calcium; U1 � 6:2 eV and U2 � 12 eV in the case of
ytterbium) are close to the ionization potentials of uranium,
U1 � 6:3 eV and U2 � 11:2 eV. In calcium, the fraction of
doubly charged ions amounted only to x � 0:02 at
Te � 2:1 eV and n � 1:6� 1011 cmÿ3, while in the case of
ytterbium the respective quantity amounted to x � 0:003 at
Te � 0:6 eV and n � 1:5� 1012 cmÿ3.

It cannot be excluded that in a plasma of heavy elements
inelastic collisions determine not only the `tail' of the velocity
distribution function, but its main `body' as well. It might be
possible that in experiments [22] the electron temperature
and, together with it, the fraction of doubly charged ions in
ytterbium plasma precisely for this reason turned out to be
much lower than in calcium plasma.

2. Excitation of high-frequency fields
in a magnetized plasma

2.1 High-frequency electric field amplification effect
Development of the theory of ICR plasma heating proceeded
mainly in applications to thermonuclear systems. The
parameters of thermonuclear plasma are essentially different
from those of plasma in SNF processing systems and in
systems built around ICR isotope separation, which are
close to them. In the two latter systems, the plasma density,
the radius of the plasma column, and the magnetic field
induction have smaller values. The difference manifests itself
in the character of HF fields used in ICR heating.

At present, ICR heating of thermonuclear plasma is
mainly performed following the small-admixture method
through the excitation of magnetoacoustic oscillations
(MAOs) (see, for example, Ref. [32]). At the first stages of
thermonuclear studies, use was also made of the magnetic-
beach method, for which it is necessary to excite Alfven
oscillations (AOs) (see, for example, Ref. [33]). The ionic
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component in a plasma significantly affects both AOs and
MAOs. Anyhow, owing to the characteristic features of
plasma indicated above, the condition N 2

k 4 e? must be
fulfilled in SNF processing systems, where Nk is the long-
itudinal component of the refractive index, and e? is the
dielectric plasma response to the transverse electric field (see,
for example, Refs [32, 33]). This condition permits us to
neglect the influence of ions on oscillations with o � oi.
When this condition is fulfilled, the AOs and MAOs,
characterized by a small longitudinal electric field compo-
nent, transform into the so-called TE mode of vacuum
waveguides, in which the electric field component parallel to
the waveguide axis is zero. If the basic magnetic field is
directed along the axis, then Ek � Eb � 0 in the TE mode,
where b is the unit vector directed along the basic magnetic
field.

In the second fundamental mode of vacuum waveguides
(the TM mode), all three components of the electric field
differ from zero, while the longitudinal component of the
magnetic field vanishes.

Electron mobility along the magnetic field is extremely
high. Therefore, even when the plasma density is relatively
low, characteristic of SNFprocessing systems, electrons in the
surface layer of the plasma jet have time, by redistributing
along the magnetic field, to suppress the longitudinal electric
field of the TM mode during a sole oscillation period. As a
result, the inner plasma layers are screened from this
waveguide mode.

It should be noted that electrons screen the TM mode if
their temperature is not too low �o4 kkvTe

�. As a rule, this
condition is satisfied. In the case of cold electrons
�o4 kkvTe

�, the amplitude of the electric field in the plasma
column can increase significantly due to transformation of
the TM mode into eigenoscillations of the plasma column in
the magnetic fieldÐ the Trivelpiece±Gold mode.

In typical plasma systems, the ion cyclotron frequency is
much smaller than the plasma frequencies. Low-frequency
electrostatic fields created by external sources are well
screened by plasma; therefore, ICR heating is usually
performed with the aid of induced fields excited by current
antennas made of conductors situated near the plasma.
Owing to the low frequency of electromagnetic oscillations,
the vacuum wavelength is significantly superior to the
dimensions of the system. Such oscillations are closely
related to the antennas that excite them, so the analysis of
HF antennas is a necessary part of the theory of ICR heating.

Figure 4 schematically shows a helical current antenna
used in an ICR isotope separation system. In this antenna,
helical current conductors complete half a turn around the
plasma column. Such an antenna is called a half-turn or half-
wave antenna. There are also helical antennas (single-wave,
double-wave) in which conductors revolve about a larger
angle (see Section 2.3).

Current antennas simultaneously excite both TM and TE
modes. Both modes, when examined separately, involve
relatively strong potential electric fields created by charges
appearing on the conducting walls of the vacuum chamber. If
HF fields are excited by a current antenna, the TE and TM
modes should exhibit such phases whereat the potential
components of electric fields are mutually suppressed. As a
result, only a relatively weak induced electric field remains.
Screening of the TM mode by the plasma `liberates' fields of
the TEmode. Here, the role of electric charges on the walls of
the vacuum chamber is assumed by charges in the plasma

surface layer, by which the plasma is screened from the TM
mode. These arguments permit calculating in a relatively
simple manner the electric field excited by the helical current
antennas in the plasma column in a longitudinal magnetic
field (see Section 2.2). The idea of utilizing an HF antenna to
excite twomodes differing in radial wavelengths, one of which
(the short-wave mode) is screened by the plasma, was
proposed in Ref. [34].

Let us estimate the amplification coefficient of the
transverse electric field. Owing to the low frequency,
o5 c=LA (where LA is the antenna length along the basic
magnetic field), the magnetic field of current antennas is
quasistatic and at the center of the plasma column its
induction can be estimated as

B1 � I

crA
;

where I is the current traversing the antenna, and rA is the
antenna radius.

With the aid of the induction equation, we find

E � orA
c

B1 � o
c 2

I : �2:1�

The induced electric field of a separate straight conductor is
parallel to it, and since helical conductors are inclined to the
magnetic field at an angle of � rA=LA (usually rA 5LA), the
transverse component of the electric field has the form

E? � o
c 2

rA
LA

I : �2:2�

A vortex electric field is created by conductors separated
azimuthally from each other by an angle y � p, and in which
currents are directed oppositely (see Fig. 4). Therefore, the
potential field of electrons screening the longitudinal compo-
nent of the vortex field can be characterized by the wave
numbers kk � Lÿ1A , k? � rÿ1A . Consequently, screening of the
longitudinal vortex field (2.1) inevitably gives rise to the
transverse electric field

E? � o
c 2

LA

rA
I :

Plasma

Figure 4. Schematic of a helical half-wave antenna.
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This field exceeds the transverse field (2.2) of a helical antenna
in a vacuum by a factor of K � �LA=rA�2.

The electric field amplification effect by plasma has
already been indicated in the first publications concerning
ICR isotope separation. The interpretation presented here of
this effect, proposed in Refs [35±37], permits the construction
of a relatively simple analytical model of the HF field excited
by a helical antenna.

2.2 Simplified calculation of high-frequency fields
We shall briefly expound the main points of the model
developed in Refs [35±37]. Applying the Maxwell equations,
as well as the Poisson equation and the condition of a
magnetic field without divergence, we find the excitation of
electromagnetic fields in a vacuum to be described by the
equations

L̂B � ÿ 4p
o

H� jex ; �2:3�
L̂E � 4p

o
�cHqex ÿ i jex� ;

where L̂ � D? ÿN 2
k � 1, Nk � kkc=o, we use the dimen-

sionless coordinates r! ro=c, and jex and qex are the
external current and charge, respectively. We consider a
system with cylindrical symmetry and a magnetic field
directed along the axis of symmetry. The space±time
structure of electromagnetic fields is assumed to be of the
form / exp �ÿiot� imy� iNkz�F�r�.

The spatial structure of the TE and TM modes can be
determined with the aid of the respective longitudinal
components of the first and second equations of system (2.3).

With the use of the Maxwell equations, the transverse
components of the electric field can be expressed via Bk and
Ek:

E? � i

1ÿN 2
k
�H� bBk �NkH?Ek� ; �2:4�

where b is the unit vector directed along the basic magnetic
field.

ICR heating is caused by the interaction of ions with the
electric field component, which is orthogonal to the basic
magnetic field and rotates in the same direction as ions in the
Larmor circle (left-polarized field):

E� � 1���
2
p �Er � iEy� � 1���

2
p �1ÿN 2

k �

�
d

dr
ÿm

r

�
�Bk � iNkEk� :

�2:5�
In the case of low-frequency electromagnetic fields

excited by an antenna which is stretched out along the
magnetic field �rA 5LA 5 1�, the radial dependences of Bk,
Ek have the form / r jmj�1�O�r 2=L2��. From expression
(2.5) it follows that wave modes with m < 0, running
azimuthally in the ion (left) direction, exhibit essentially
higher amplitudes of the left-polarized electric field than
those of modes running in the opposite direction. This is
quite natural, since in the low-frequency, quasistatic,
approximation the electric field is potential (see Section
2.1); therefore, its polarization is determined by the spatial
dependence of the oscillations considered. The main con-
tribution to ICR heating is due to the mode with the
azimuthal wave number m � ÿ1. Only this mode has a
transverse left-polarized electric field differing from zero on

the axis of the system, where the plasma density reaches its
maximum.

Let us suppose that a helical current jex � �0; Jy; Jk��
�o=c� d�rÿ rA� flows across the surface r � rA and that on the
same surface there are electric charges

qex � Q
o
c
d�rÿ rA� :

Assume also that the system examined is confined by a
perfectly conducting cylinder of radius rB > rA. The solu-
tions of equations (2.3) are expressed via modified Bessel
functions of the argument x � r�N 2

k ÿ 1�1=2 (see below).
Within the region inside the antenna cylinder �r < rA�,
under the condition of x5 1 for the mode m � ÿ1, making
use of Ref. [38] (see also Section 2.3), it is not difficult to
obtain

Bk � iNkEk � x
2p
c

("
1ÿ

�
xA
xB

�2
#�

1

xA
Jy ÿ Jk � cNkQ

�

� xA

"
1

4

 
1ÿ

�
xA
xB

�2
!
� ln

xA
xB

#
Jy

)
; �2:6�

where xA;B � rA;B�N 2
k ÿ 1�1=2.

From Eqn (2.3) it follows that a helical current antenna
�Jy 6� 0, Jk 6� 0, Q � 0� excites both the TE and TM modes.
Here, owing to the current continuity condition

m

rA
Jy �NkJk � 0 ; �2:7�

the following relationship is fulfilled for the largest terms of
the field E� expansion in the power series of small parameter
xA;B 5 1: Bk � iNkEk � 0 [see Eqn (2.6)]. In accordance with
formula (2.5), this means that the main components of the
left-polarized electric field of the TE and TM modes are
mutually suppressed and the field of each of the modes turns
out to be �rANk�ÿ2 4 1 times larger than the total fieldE� of a
helical antenna in a vacuum.With the aid of equation (2.4), it
is not difficult to show that the same is also valid for
individual components Er, Ey of the transverse electric field.

However, the potential components of the TE and TM
modes only `annihilate' in a vacuum. The planned SNF
processing systems and the systems for ICR isotope separa-
tion must operate in conditions where the plasma signifi-
cantly weakens the longitudinal electric field, which is due to
the interaction with electrons, while the response of the
plasma to the transverse field is insignificant. For this
purpose, the following conditions must be fulfilled: jekj4 1,
je?j5N 2

k , where ek and e? are the components of the plasma
permittivity, which are determined by the motion of electrons
and ions, respectively. In this case, the TM mode, in which
Ek 6� 0, is screened by the plasma in the narrow boundary
layer of the plasma column without reaching its center. As a
result, only the TE mode, which is hardly affected by the
plasma, is present in the central region.

HF electromagnetic fields in this region are independent
of how the TM mode was eliminatedÐvia screening by the
plasma or by the choice of such a value of qex for which the
right-hand part of the second equation in system (2.3) turns to
zero:

jk; ex � cNkqex : �2:8�
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For the surface densities of the longitudinal current and
charge, from the last formula we obtain

Jk � cNkQ : �2:9�

Owing to current continuity condition (2.7) and relation
(2.9), the following three quantities turn out to be equal in
magnitude to each other:ÿ�m=xA�Jy, Jk, cNkQ. Therefore, in
the presence of plasma screening the TM mode, the resulting
transverse electric field can, with equal success, be considered
either as the field of the screening charge [in the right-hand
side of expression (2.6), the cNkQ term in round brackets
remains intact] or as the TE mode field [it is �1=xA�Jy that
remains].

The first interpretation permits us to propose a rather
simple method for calculating the transverse HF field. In the
simplest version, a helical current antenna consists of two
conductors entwining the plasma column at opposite ends of
one diameter. These conductors carry currents flowing in
opposite directions:

jk; ex �
�
d
�
yÿ p

2
ÿ Ap

z

LA

�
ÿ d
�
y� p

2
ÿ Ap

z

LA

��

� cos �ot� 1

rA

�
o
c

�2

d�rÿ rA� I ; jzj < LA ; �2:10�

where A is the number of turns of the antenna conductors
around the plasma column.

In the vicinity of the axis, the left-polarized component of
the electric field of interest to us is created only by the
azimuthal current harmonic of number m � ÿ1:

j 0k; ex � sin

�
y� otÿ Ap

z

LA

�
1

prA

�
o
c

�2

d�rÿ rA� I : �2:11�

In the adopted model, the external charge qex imitates
charges arising in the boundary plasma layer upon screening
of the TM mode. In such an exchange, it is necessary to
conserve the characteristic features of the screening process. If
there is no electron emission from the end plates, the total
number of electrons per force line of the magnetic field is
conserved. Taking this condition into account, the continuity
equation for q 0ex and the differential relation, equivalent to
Eqn (2.8), namely

jk; ex � ÿi c
2

o
qqex
qz

; �2:12�

we obtain

q 0ex � Q 0 d�rÿ rA� ; �2:13�

where

Q 0 � f �y; t; z� 1

Ap2
LA

rA

o
c 2

I ;

f �y; t; z� � sin �y� ot� feven�z� ÿ cos �y� ot� fodd�z� ;

feven�
cos

�
a

z

LA

�
ÿ cos a� LA

L

�
cos aÿ 1

a
sin a

�
; jzj<LA ;

LA

L

�
cos aÿ 1

a
sin a

�
; jzj>LA ;

8>><>>:

fodd � sin

�
a

z

LA

�
; jzj < LA ;

sin a sgn z ; jzj > LA :

8<:
Here, L is half the total length of the system along the
magnetic field �L5LA�, and a � Ap.

For electromagnetic structures stretched out along the
magnetic field �r5L�, we find with the aid of the Poisson
equation the following expression for the left-polarized field
at the center of the plasma column:

E��t; y; z� � ÿ2
���
2
p

pQ 0�t; y; z�
�
1ÿ

�
rA
rB

�2�
: �2:14�

The magnetic field in the SNF processing systems under
consideration varies in the longitudinal direction. The radius
of the bunch of force lines of the magnetic field, along which
the plasma jet flows, and the radius of the surface close to the
plasma boundary, on which the charges screening the TM
mode are located, vary correspondingly. These variations can
be taken into account changing the value of rA / Bÿ1=2 in the
above-presented expression for the effective charge Q 0.

The results of calculations by formula (2.14) for different
antennas are presented in Fig. 5 by the dotted curves.
Referring to the figure, the symmetric and antisymmetric (in
the z-coordinate) parts of the electric field can be seen to be
segments of sinusoids with equal amplitudes which are shifted
by 1=4 of their wavelength. Their time shift also equals 1=4 of
the period. Thus, the electric field component inhomogeneous
in the z-coordinate represents a wave running along the
z-axis. At the same time, the electric field has a homogeneous
component that is involved in the symmetric part. This
component corresponds to a standing wave.

The field magnitude of a half-wave antenna (Fig. 5a)
increases towards its edges and remains at its maximum level
right up to the system boundaries. Half-wave antennas were
applied most often in experiments on ICR isotope separation.
The electric field component symmetric in the z-coordinate
and constant beyond the antenna (Fig. 5b, c) `ensues' mainly
from the single-wave (a single turn of the conductors about
the plasma column) and two-wave (two turns) antennas. It
can be suppressed by using a combination of single-wave and
two-wave antennas, with the current in the latter being
necessarily doubled (Fig. 6).

The conclusion concerning the absence of an HF field
outside the combined antenna in the region jzj > LA holds
valid when the following two conditions are fulfilled:
rA=LA ! 0 and dLA=LA � d! 0, where dLA is the trans-
verse dimension of the helical conductors.

The finiteness of the ratio rA=LA is related to the inductive
TE-mode electric field E?1 � E?�rA=LA�2, which, unlike its
potential component, is not localized within the confines of
the single-wave and two-wave antennas [see formula (2.10)
and below].

Owing to the second of the indicated conditions �d! 0�,
the charge component antisymmetric in the z-coordinate and
screening the TMmode is absent outside the single-wave and
two-wave antennas. Indeed, only in the d! 0 limit does any
force line of the magnetic field at the radius r � rA is crossed
an even number of times by the conductors of these antennas
[see formula (2.10)]. The total current in them is zero and,
consequently, in accordance with Eqn (2.13) the density of the
screening charge should assume one and the same value in the
regions z > LA and z < ÿLA. To make it equal to zero in
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these regions, a combination of single-wave and two-wave
coils (a combined antenna), together with a certain relation-
ship between the currents in them, is necessary.

Figures 5 and 6 demonstrate that a combined antenna
composed of single-wave and two-wave antennas actually
permits localizing the HF field within its confines. Thus, the
possibility is discarded of a parasitic cyclotron resonance,
which, generally speaking, can be realized outside the ICR
heating systemÐ in the plasma source or on the curvilinear
magnetic field segment used for extraction of heated target
ions from the cold plasma stream. The magnetic field in these
systems is inhomogeneous, which does not exclude the
possibility of NF ion heating. If no such danger exists, the

radius of curvature of the magnetic force lines along the
curvilinear segment, together with the length of the segment
itself, can be reduced. This circumstance facilitates fulfilment
of the conditions necessary for successful SNF processing (see
Section 1.5).

When the finiteness of the transverse dimension of the
conductors is taken into account, the abridgement geometry
of the helical currents on the flanks of the antenna becomes
important. In this article, the model of an HF antenna
constructed in Refs [35±37] is utilized. In this model (see,
also, Section 2.3), the HF current lines entwine the plasma
column through an angle 2pÿ d < Dy < 2p in a single-wave
antenna, and through an angle 4pÿ d < Dy < 4p in the two-
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wave case. Here, on a small part of the force lines, on the order
of d, the electric current turns out not to be compensated. This
circumstance is related to the presence of a residual antisym-
metric in the z-coordinate electric field E?2 � dE? in the
regions of jzj > LA.

2.3 Improved calculation of high-frequency fields.
A high-frequency antenna model
Applicability of the simplified model of HF antennas for the
description of HF electromagnetic fields in SNF processing
systems relying on the ICRmethod is confirmed by the results
of more precise calculations of the TE-mode electric field with
the use of the longitudinal component of the first equation in
system (2.3) [35, 37]. Results of such calculations are depicted
by the solid curves in Figs 5 and 6.

In the calculations [35, 37], the restriction x5 1, on which
the analysis performed in Section 2.2 is based, was lifted. For
the quantitiesBk andEk entering into Eqn (2.5), use wasmade
of expressions that are solutions of equations (2.3) at
arbitrary values of Nk:

Bk � ÿ xA
I 0m�xB�

F 00xA; xB�xA; xB� Im�x�
4p
c

Jy ; �2:15�

Ek � i���������������
N 2
k ÿ 1

q xA
Im�xB� F�xA; xB� Im�x�

4p
c

Jk ; �2:16�

where Im�x�, Km�x� are modified Bessel functions, and
F�xA; xB� � Im�xA�Km�xB� ÿ Im�xB�Km�xA�.

Taking HF fields with arbitrary values ofNk into account
accurately also required the construction of the model of an
HF antenna, reflecting peculiarities of the current distribu-
tion in real antennas. Such a model must satisfy the condition
div j � 0. Violation of this condition is equivalent to the
introduction of fictitious electric charges to which potential
electric fields are related. Such fields can be �c=�orA��2 times
stronger than the quite weak induced fields actually excited by
current antennas [see relationship (2.1)].

To clarify the model of an HF antenna used in Refs [35,
37], we shall unfold the current distribution presented in Fig. 4
into the plane, as shown in Fig. 7a. In this figure, the extreme
left conductor is to be identified with the extreme right one,
and the axis of the system is vertical. This current distribution
can be obtained as the sum of two distributions, one of which
can be represented as two parallelograms in which the
direction of a closed current flow alters on the diagonals
(Fig. 7b). In the second distribution, the size of each of the

parallelograms is reduced by the similarity factor 1ÿ d, while
the direction of the current flow is changed to the opposite
one. The resultant sum of these current distributions is given
in Fig. 7c.

The quantities Jy and Jk in relationships (2.15), (2.16)
are coefficients of the Fourier expansion in the long-
itudinal coordinate. The basis functions over which the
expansion is performed depend on the boundary condi-
tions. In the absence of electron emission from the end
plates � jk��L� � 0�, the boundaries are to be considered
impenetrable and, in accordance with expressions (2.12)±
(2.14), the derivatives of the tangential components of the
electric field Er�z�, Ey�z� should turn to zero on the surface of
the end plates. Whence follows that it is expedient to expand
the even parts of both the external charge and the transverse
electric field in a set of functions cos �p�p=L�z�, and the odd
parts in a set of functions sin ��pÿ 1=2�pz=L�, where p is an
integer number, and 14 p <1. The expansion coefficients
for a helical current antenna were obtained in Refs [35, 37]:

J
�s; a�
y; p � J

�s; a�
y; p �L0�

����
L0�LA

ÿJ �s; a�y; p �L0�
����
L0�LA�1ÿd�

;

where

J
�s�
y; p�L0� �

2I

pL
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c
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�
�
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�
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�
sin
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� sin
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�
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Figure 7.Model of a helical antenna. (a) Unfolding of a half-wave antenna into a plane; arrows indicate the instantaneous direction of the current flow.

(b) Currents in the auxiliary element used in simulating the antenna. (c) Currents in the antennamodel applied in calculations. The region acrosswhich the

current flows is shaded.
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ÿ sin
��Aÿ � �pÿ 1=2�p=L�L0�
Aÿ � �pÿ 1=2�p=L

�
ÿ 4A cos

�
p
2

L0

LA

��
sin
��A0 ÿ �pÿ 1=2�p=L�L0�
A0 ÿ �pÿ 1=2�p=L

ÿ sin
��A0 � �pÿ 1=2�p=L�L0�
A0 � �pÿ 1=2�p=L

�)
;

A0 � Ap=LA, A� � A0 � p=�2LA�, and the relative width of
the conductors was considered equal to d � 10ÿ2; it was also
assumed that rA � LA=10, rB � 2rA, L � 2LA, and
LA � 10ÿ3. We recall that all the lengths are normalized to
c=o; here,Nk � pp=L for the symmetric part ofHF fields, and
Nk � �pÿ 1=2�p=L for the antisymmetric part.

HF fields generated by a helical current antenna are
characterized by a property that might appear at first sight
to be paradoxical. Under conditions that seemmost favorable
for the realization of ICR interaction (a homogeneous
magnetic field, and the HF field frequency equal to the ion
cyclotron frequency), ions are actually `excluded from the
resonance' (Fig. 8). The point is that, in accordance with
resonance condition (1.2), the HF field at o � oi should be
homogeneous in the longitudinal direction �kk � 0�. Mean-
while, in the case of a bifilar supply of electric current, used in
helical antennas, the current can be considered to become
closed within the confines of the antenna. Consequently, the
values of its components averaged over the z-coordinate are
equal to zero. Owing to the linearity of equations (2.3) for
HF fields, the components of HF fields constant in the
z-coordinate must also turn to zero together with the average
current. In the described simplified model of a helical
antenna, the indicated general property manifests itself as a
consequence of the electron charge conservation in each of
the force lines. Under this condition, it follows from equation
(2.14) that the electric field averaged over the z-coordinate
vanishes.

Owing to the noted regularity, the frequency at which the
HF field excited by a helical current antenna interacts most
effectively with ions is no longer determined by the resonance
conditiono � oi, but is displaced by the value of the Doppler

shift [see formula (1.2)]. In expression (1.2), one must set
kk � pp=LA, where p is the number of turns of the helical
conductors within the antenna confines (the number of
`waves' that can be along the whole length of the antenna).

It must, however, be noted that even if the current rings at
the antenna flanks are connected by straight �p � 0�, instead
of helical, conductors, the HF field of this antenna must also
interact resonantly with the ions. In such a geometry of the
conductors, the longitudinal inhomogeneity of the HF field.
leading to the presence of components with kk 6� 0 in the HF
field spectrum, is due to the antenna boundedness in the
longitudinal direction �kk � 1=LA�. If the HF field `flows out'
of the antenna along the basic magnetic field, its action on the
ion flow is restricted by the dimension L �kk � 1=L� of the
whole system. These factors determine the effective width of
the HF monochromatic field acting on the ions: do � vk=LA

(Doppler broadening) or do � vk=L (time-of-flight broad-
ening).

The above-indicated effects are especially important in the
case of a homogeneous magnetic field which is usually
exploited in ICR isotope separation. In SNF processing
systems, the inhomogeneity factor of the magnetic field, in
the main determining the character of ICR interaction (see
Section 3), is much more essential.

3. Ion-cyclotron resonance interaction
in spent nuclear fuel processing systems

3.1 Effects imposing restrictions
on the ion-cyclotron resonance interaction intensity
The ion-cyclotron resonance phenomenon permits, with the
aid of the HF electromagnetic field, increasing the energy of
the Larmor rotation of charged particles. Cyclotron heating is
particularly effective if the HF field possesses a left-polarized
component. Under the action of a left-polarized field in a
reference system rotating together with the ion, the ion
velocity vector is stretched out along the HF electric field:

v? � v?0 � e

mi
E�t :

Whatever the initial ion velocity vector, after a sufficiently
long time its direction becomes close to that of the left-
polarized electric field, and the ion energy will vary according
to the law

e? � �eE�t�
2

2mi
:

The energy spread for an ensemble of ions distributed
isotropically over the initial velocity is given by the approx-
imate expression

de? � 4�e?0e?�1=2 ; �3:1�

where e?0 is the average initial energy of Larmor rotation.
The stationary magnetic field in the SNF processing

systems we are interested in varies in the longitudinal
direction (along the z-coordinate)Ð it weakens along the
course of the plasma flow. Ions moving in such a field receive
an energy increment from the HF field when passing through
the zone zs �o � oi�zs�� of ion-cyclotron resonance. The
duration of resonance interaction is determined by the
condition of misphasing between the Larmor rotation of an
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Figure 8. Ion energy increment in ICR interaction in a homogeneous

magnetic field, depending on the field intensity. Calculation parameters

are as follows: Bres � 1:75 kG, ion mass number A � 100, current in the

single-wave antenna 25 A, LA � 1:5 m, and rA � 0:3 m. The ions were

considered to enter the heating system with an ion-acoustic velocity

corresponding to T � 2 eV, and a transverse energy equal to zero.
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ion and the HF field, i.e., the time required for the phase
difference

F�t� �
� t

oi

ÿ
z�t��dtÿ ot �3:2�

to become approximately p.
In a magnetic field varying according to a linear law,

namely

oi�z� � o
�
1ÿ zÿ zs

LB

�
; �3:3�

the duration of resonance interaction is expressed as

Dts �
�
2pLB

ovk

�1=2

:

The energy increment received by an ion during the time
period Dts is (see, e.g., book [39])

De? � p
e 2E 2

�LB

mioivk
: �3:4�

Expression (3.4) is exact if the quantities dB=dz and vk
are constant. Owing to the small size of the resonance zone,
the first condition is usually fulfilled with a good precision.
At the same time, there are a number of factors causing a
change in vk.

One of the effects leading to a change in the ion long-
itudinal velocity is due to the action of the diamagnetic force
F � ÿmHHB that pushes ions out toward the lower magnetic
field �m � e?=B�. ICR interaction increases the energy of
Larmor rotation and at the same time the diamagnetic force.
If the HF field is sufficiently high, the diamagnetic force will
lead to a significant increase in the ion longitudinal velocity.
As a result, the duration of the resonance interaction will be
reduced and, consequently, the ion energy increment will be
reduced. This effect manifests itself in the case of resonance
ion-cyclotron interaction of both ions and electrons in an
inhomogeneous magnetic field. It was revealed precisely by
the example of the latter [40].

Let us clarify under what conditions this effect becomes
significant. For this purpose we will perform triple differ-
entiation of the expression (3.2) for the phase. With account
of the relationships _z � vk, _vk � ÿ�m=mi��qB=qz� and for-
mula (3.3), we obtain

F
::: � ÿo

2

�
eE�t
miLB

�2

:

Using the last expression, we find that the phase incursion
becomes equal to p in a time

Dts1 �
�
5!p
o

�1=5�
miLB

eE�

�2=5

:

If the electric field is sufficiently strong, namely

E�
B0

5
�5!�1=2
25=4p3=4

vk
c

�
rik
LB

�1=4

;

then the condition Dts1 < Dts will be fulfilled and, conse-
quently, the HF field itself will govern the duration of the

resonant interaction. In this case, the energy increment in the
passage through the resonance vicinity will assume the form

De? � �5!p�2=5
2

mic
2

�
LBo
c

�4=5�
E�
B0

�6=5

: �3:5�

The above-described properties of ICR interaction in an
inhomogeneous magnetic field are illustrated in Fig. 9.

An ion of mass number A � 100 was supposed to be
introduced into the ICR heating system with an ion-sound
velocity corresponding to the temperature T � 2 eV and zero
transverse energy. The dependence of the basic magnetic field
on the longitudinal coordinate was taken in the form (1.1) for
b � 0:3, B0�0� � 1:75 kG, and LB0 � 0:75 m. The HF electric
field was considered to be independent of the longitudinal
coordinate.

From Fig. 9 it is seen that, in the case of weak electric
fields, the dependence De?�E�� corresponds to formula (3.4).
However, as the HF field enhances, the rise in De? slows
down and the dependence De?�E�� becomes closer to
Eqn (3.5). The oscillations noticeable in Fig. 9 are,
apparently, related to the circumstance that, even when
leaving the resonance vicinity, the ion continues to interact
with the HF fieldÐ its energy oscillates with the frequency
oÿ oi. The phase of oscillations with which the ion
approaches the boundary of the calculation region depends
on the ion longitudinal velocity, which in turn depends on
the transverse energy, since in a magnetic field falling along
the course of the plasma flow the ion transverse energy
transforms into longitudinal energy.

One more effect causing a change in the ion longitudinal
velocity in the course of ICR interaction is due to emerging
the HF field inhomogeneity in the longitudinal direction. In
this case, in accordance with the induction equation

qB
qt
� ÿcHH� E ;

the HF magnetic field is related to the left-polarized electric
field, and the former is also left-polarized. The following
relation holds true for the Fourier components of these fields
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Figure 9. Dependence of ion energy increment resulting from ICR

interaction with a homogeneous HF field: curve 1Ðsolution of equa-

tions of motion, 2Ðdependence (3.4), and 3Ðdependence (3.5). Calcu-

lation parameters are as follows: ion mass number A � 100,

E� � 1 V cmÿ1, and o � oi�0�. The ions were considered to enter the

heating system with an ion-acoustic velocity corresponding to T � 2 eV

and the transverse energy equal to zero. Themagnetic field was given in the

form (1.1) with B0�0� � 1:75 kG, b � 0:3, and LB0 � 0:75 m.
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with a longitudinal wave number kk and frequency o:

B � Nkb� E ;

where Nk � kkc=o.
The magnetic field turns the ion velocity vector, convert-

ing the transverse velocity into longitudinal velocity:

mi _vk � e

c
�v� B�k :

We find from this equation the following approximate
relationship for the longitudinal velocity increment in the
ion passage through the resonance zone:

Dvk � Dv?DtsoiNk
E�
B0

:

With due account of relationships

Dv? � eE�
mi

Dts ; Dts � 2p
oi

�
LB

rik

�1=2

;

we arrive at

Dvk � 2pkkLB
c 2

vk

�
E�
B0

�2

: �3:6�

The same result can be obtained from the general relationship

Dp � k

o
De ; �3:7�

which characterizes the resonance energy and momentum
exchanges between an electromagnetic wave and a charged
particle.

The longitudinal velocity increments determined by
formulas (3.6), (3.7) are compared in Fig. 10 with the result
of numerical solution to the equations of motion. Calcula-
tions were carried out under the same conditions as in Fig. 9;
however, the space±time dependence of the fields was chosen
in the form of a wave running along the magnetic field:
/ cos �kkzÿ ot� with kk � 4p=LB. The dependence depicted
by curve 2 takes into account the change in longitudinal
velocity due both to ICR interaction and to transverse energy
conversion into longitudinal energy in the case of ionsmoving

in a falling magnetic field:

Dv 0k �
�
�Dvk�2 � �Dv?�2 DB

Bmin

�1=2
; �3:8�

where the longitudinal velocity increment is determined by
formulas (3.6), (3.7), while the transverse velocity increment is
taken from calculations, DB � Bres ÿ Bmin, Bres is the mag-
netic field at the point of cyclotron resonance, and Bmin is the
magnetic field at the boundary of the calculation region.
Oscillations of curve 2 are due to oscillations of the quantities
Dvk � f �De?� and Dv? entering into expression (3.8). As was
indicated above in the comment on Fig. 9, these quantities
also oscillate after the passage of an ion through the
resonance zoneÐ in the region where the magnetic field is
homogeneous. Actually, as elucidated by a numerical solu-
tion to the equations of motion, the HF field in this region
affects the longitudinal velocityweakly (see curve 1 inFig. 10).

Notice the significant difference between curves 1 and 2 in
Figs 10 and 11 in the region of transition from the linear
regime to the nonlinear one. In this region, the calculated
dependence De�E�� (curve 1 in Fig. 11) also differs signifi-
cantly from the approximation dependences (curves 2 and 3).
The influence of nonlinearity related to the HFmagnetic field
leads to the ion energy increment turning out, with a further
increase in the HF field amplitude, to be significantly smaller
than the increment determined by formula (3.5).

The change in longitudinal velocity, due to the presence of
an HF magnetic field, affects the intensity of ICR interaction
in the inhomogeneous magnetic field for Dvk5 vk, which
takes place under the condition

E�
B0

5
vk
c

�
1

2pkkLB

�1=2

:

If the magnetic field is homogeneous, then, owing to the
cyclotron resonance condition depending on the longitudinal
velocity (1.2), the change in longitudinal velocity leads to the
ion leaving the resonance state (cf. this with the known
problem of resonance interaction of electrons with potential
Langmuir oscillations dealt with, for example, in books [41]).
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Figure 10. Dependence of ion longitudinal velocity increment due to ICR

interaction with the HF field in the form of a wave running along the basic

magnetic field: curve 1Ðsolution of equations of motion, and 2Ð

dependence with account of Eqns (3.6), (3.7). The wavelength is 1.5 m,
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A homogeneous magnetic field is utilized in systems for ICR
isotope separation. Attention was drawn to the importance of
the discussed effect in such systems in paper [42], while the
effect itself was first considered in paper [43].

3.2 Ion-cyclotron resonance interaction
of an ensemble of ions
Although changes in the ion longitudinal velocity occurring
in the ICR interaction process can restrict its intensity, the
practice of plasma experiments reveals that the ICR interac-
tion permits theHF energy to be transferred to the ion plasma
component with a high efficiency. No exact analytical
expressions exist for the energy increment taking into
account the variations in vk. Nevertheless, the parameters
characterizing ICR heating in SNF processing systems are
such that the change in a longitudinal velocity may turn out to
be significant. For this reason, analysis of the ICR heating
process in these systems has to be made invoking a numerical
solution to the equations of motion.

The method of calculations was described in Refs [24, 28].
It was assumed that a plasma flowmoving along themagnetic
field with the speed of ion sound and exhibiting aMaxwellian
velocity distribution is input into the ICR heating system:

f0�u� �
2uk
pA0

exp
�ÿ�uk ÿU0�2 ÿ u 2

?
�
; �3:9�

where the notation was introduced as follows:

u � v

vTi

; vTi
�
�
2T

mi

�1=2

;

A0 � exp �ÿU 2
0 � �

���
p
p

U0

ÿ
1� erf �U0�

�
;

erf �U0� � 2���
p
p
� U0

0

du exp �ÿu 2� ;

U0 � Vs

vTi

�
�
Te � Ti

2Ti

�1=2

:

This distribution is normalized to unity in the regions of
0 < uk <1, and 0 < u? <1. In numerical calculations, the
initial distribution function (3.9) was approximated by the
values of a discrete function taken at quite a large number of
points, 1:575� 103 � 35� 45, distributed uniformly within
the intervals 04 u?4 3:5, and 04 uk4 4:5. It is natural to
consider the distribution over the cyclotron rotation phase
with which ions approach the cyclotron resonance zone to be
uniform. Owing to the large length of the system,
Lk=ri � 102ÿ103, the phase spread over the time taken by
the ion to approach the resonance zone is quite large:DF4 1.
The phase spread is a function of v? and vk; therefore, the
spread in the initial values of these quantities automatically
leads to averaging over the phase. Moreover, the assumption
was made that in the ensemble of ions input into the
processing system four values of the cyclotron rotation
phase, differing by p=2, have equal probabilities.

An example is illustrated in Fig. 12 of the ion energy
distribution resulting from ICR interaction of the flow (3.9)
proceeding in the inhomogeneous magnetic field (1.1) of
the SNF processing system. Calculations were performed in
the same conditions as in Fig. 9. In accordance with
estimate (3.1), the width of the obtained distribution func-
tion is quite significant. We note the irregularity of the
distribution function due to the discreteness in partitioning
the phase space in the initial state.

The content of NA, whose ions are subjected to ICR
heating, includes elements differing in mass numbers (see
Fig. 2). The points of cyclotron resonance of ions with larger
masses are situated in the region of a higher magnetic field
and, correspondingly, of smaller radii of the plasma flow
moving along the magnetic force lines. According to the
results presented in Section 2, a reduction in the plasma
radius leads to an enhancement of the transverse electric
field excited by a helical current antenna. An increase in the
mass number is also accompanied by a decrease in the
longitudinal velocity vk / Aÿ1=2. Both of these factors lead
to enhancement of the ICR interaction intensity: the quantity
De? grows within the confines of the ion-cyclotron resonance
lines (Fig. 13). In the calculation of De?, in accordance with
Section 1.3, the assumption was made of two-frequency ICR
heating, the values of the frequencies and of the parameter b
characterizing the magnetic field inhomogeneity were the
same as those in Fig. 9.

In the model adopted for magnetic field (1.1), its spatial
scale determined by the formula LB � BjdB=dzjÿ1 increases
from the center of the ICR heating system (point z � 0)
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Figure 12. Energy distribution function f of ions in the ensemble (3.9) at

the exit of the ICR heating system. Calculation parameters are as follows:

T � 2 eV, U0 � 1, and b � 0:5; the remaining parameters are the same as

in Fig. 9.
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toward its edges; correspondingly, the size of the resonance
zone also increases. Far from the centerÐ in the region where
the magnetic field is close to homogeneousÐ the resonance
zone is most extended, being confined from outside by a
collector or the chamber wall. Beyond the boundaries of the
antenna, the HF electric field remains different from zero,
although it weakens. Calculations show that ions being at
resonance in this region gain significant energy in the HF
field. The spikes at the edges of the cyclotron resonance
curves (see Fig. 13) may be linked to these ions. The spikes
are clearly identified on the right-hand edges of these curves
but much more weakly on the left-hand ones. The distinction
is apparently related to the ion energy presented in Fig. 13
representing their energy at the exit from the ICR heating
system, where ions of minimal mass, corresponding to the left
spikes, are at resonance with the field. Ions with masses
differing from resonance masses by a small value interact
with the HF field in the so-called adiabatic mode. Their
energy oscillates with the difference frequency Do � oÿ oi.
These oscillations are taken into account in calculating De?.
The oscillation energy is large in the case of small Do
�eosc / �Do�ÿ2�. The contribution from such ions to the
resonance curves (see Fig. 13) smooths out the spikes on the
left-hand slopes of these curves. On the right-hand edges of
the resonance curves, the oscillation energy of ions with
maximal masses is large in the region of the maximum
magnetic fieldÐat the entrance to the ICR heating system.
However, the oscillation energy decreases adiabatically as the
ions travel in the decaying magnetic field, and it turns out to
be quite small at the collectors, which favors identification of
spikes on the right-hand edges of the resonance curves. It
should be pointed out that, in accordance with Fig. 2, the
number of ions in the region of spikes is insignificant.

4. Extraction of nuclear ash ions

NF andNA ionsmust be accumulated on different collectors.
This is possible since the NF ions are to a significant extent
`attached' to the magnetic force lines, while at the same time
the NA ions can shift across the magnetic field through quite
large distances owing to an increase in their transverse
velocity (see Section 1.3). A collector of heated NA ions can
be installed directly at the exit of the UCR heating system or
at the end of the curvilinear magnetic field segment, if it is
used for extracting NA ions. Such a collector, while capturing
NA ions, must at the same time let the cold NF ions pass
through. Two versions of collectors, termed transverse and
longitudinal, are possible. To explain the operation principle
of the collectors, we shall consider a cylindrical surface of
radius rcl placed in a homogeneous longitudinal magnetic
field. The trajectories of ions for which one of the conditions
r� < rcl or rÿ > rcl is fulfilled lie either completely inside or
outside the cylindrical surface, respectively. Here,
r� � rL � ri and rÿ � jrL ÿ rij are the maximum and mini-
mum distances between the ion and the axis, and rL is the
radius of the center of the Larmor circle. When the condition
r� > rcl > rÿ is fulfilled, the ion trajectory intersects the
surface considered.

The transverse collector represents a plane surface
oriented across the magnetic field and having a round hole
of radius rcl in it. This collector captures all the ions for which
the condition rÿ > rcl is fulfilled, ignoring at the same time
those for which r� < rcl. Ions with r� > rcl > rÿ, depending
on the Larmor rotation phase with which they approach the

collector plane, may settle on it or pass by. In the case of a
uniform phase distribution, the ion flow onto the transverse
collector is proportional to

� rmax

rcl
rn�r� dr.

All the ions with r� > rcl will be extracted from the flow if
the collector is made in the form of a cylinder with its axis
parallel to the magnetic field and of length exceeding the step
of the ion helical trajectory in the magnetic field (longitudinal
collector). A longitudinal collector is essentially identical to
the receiving plates utilized in the ICR isotope separation
systems (see Section 1.4). Notice that if among the heated NA
ions there are ions for which rÿ > rcl, then to accumulate
them it is necessary to use an additional transverse collector
with r 0cl > rcl.

Analogs of the longitudinal and transverse collectors can
also be applied for ion separation in a curvilinear magnetic
field. Such collectors are characterized by the same relation-
ships as the ones described above, but involving the
following changes of coordinates: rL ! yL, r� ! y� �
yL � ri, rcl ! ycl. Here, y is the coordinate along the
binormal to the force lines of the curvilinear magnetic field.

The longitudinal collector is significantly more effective
than the transverse one in ion separation in an axisymmetric
magnetic field, for separation in which it is necessary that the
Larmor radius of NA ions become comparable to rcl. Ion
separation in a curvilinear magnetic field is possible in the
case of a weaker heating and, respectively, at a smaller
Larmor radius of the NA ions. The distinctions between the
collectors are less significant in this case.

ICR interaction causes the Larmor radius to increase,
while the center of the Larmor circle oscillates, remaining on
the average motionless. Therefore, in the case of a known
(given) distribution of the Larmor centers, calculation of the
distribution of ions over the maximum deviation of their
trajectories from the axis r� � rL � ri or y� � yL � ri
reduces to averaging over the value of the Larmor radius.

Calculation of the ion density n�r� is more complicated. In
Refs [24, 28], such a calculation was done for the simplestÐ
parabolicÐdistribution of Larmor centers over the radius:

nL�r� � 2

pr 20

�
1ÿ

�
r

r0

�2�
; 0 < r < r0 : �4:1�

This distribution was normalized to unity.
The ensemble of ions with Larmor radii equal to ri and

centers of Larmor circles situated at a distance rL from the
axis and distributed uniformly over the azimuth gives rise to
the density distribution

n�r; rL; ri� �
1

p2
1��rL � ri�2 ÿ r 2

�1=2�
r 2 ÿ �rL ÿ ri�2

�1=2 ;
jrL ÿ rij < r < rL � ri :

�4:2�

Averaging formula (4.2) over the distribution (4.1) of Larmor
centers, we arrive at

n�r; ri� �
2

pr 20

1ÿ r 2 � r 2
i

r 20
; r� ri < r0 ;�

1ÿ r 2� r 2
i

r 20

��
1

2
� 1

p
arcsin

r 20ÿ r 2 ÿ r 2
i

2rri

�
� 1

p

��
2rri
r 20

�2

ÿ
�
1ÿ r 2 � r 2

i

r 20

�2�1=2
;

jrÿ rij < r0 < r� ri ;

0 ; r0 < jrÿ rij :

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
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The last expression must be averaged over the distribution of
Larmor radii, which is uniquely related to the ion transverse
velocity distribution at the exit of the ICR heating system, the
result obtained numerically in Refs [24, 28].

For the distribution (4.1) of Larmor centers, the fraction
of ions with a particular Larmor radius, on the trajectories of
which r� lies within the interval �r�; r� � dr��, is given by the
expression

n�r�; ri� �
2

pr 20

�
1ÿ

�
r� ÿ ri

r0

�2�
; 0 < r� ÿ ri < r0 :

If heated NA ions are extracted via their drift in a
curvilinear magnetic field, the axial symmetry of collectors
might be replaced by a plane symmetry. The initial distribu-
tion (at the entrance to the curvilinearmagnetic field segment)
of the centers of Larmor circles is obtained by integration of
formula (4.1) over the x-coordinate orthogonal to the drift
direction y:

nL�y� � 8

3pr0

�
1ÿ

�
yÿ Dydr

r0

�2�3=2
; jyÿ Dydrj < r0 ; �4:3�

whereDydr is the displacement of the center of a Larmor circle
resulting from a drift in the curvilinear magnetic field [see
Eqn (1.3)].

An ensemble of ions with centers of Larmor circles
situated at y � yL and distributed uniformly over the
Larmor rotation phase gives rise to the density distribution

n�y; yL; ri� �
1

p
�
r 2
i ÿ �yÿ Dydr ÿ yL�2

�1=2 ;
jyÿ Dydr ÿ yLj < ri :

This expression is the plane limit of expression (4.2).
If functions nL�y� and n�y; yL; ri� are known, the ion

density distribution over the y-coordinate is found by the
integration:

n�y; ri� �
�min �r0; y 0��

max �ÿr0; y 0ÿ�
dy 0 nL�y 0� n�y; y 0; ri� ;

jyÿ Dydrj < r0 � ri ;

where y 0� � yL � ri.
The distribution over y� � yL � ri, which must be known

in order to determine the fraction of ions accumulating on the
longitudinal collector, is found with the aid of Eqn (4.3):

n�y�� � 8

3pr0

�
1ÿ

�
y� ÿ Dydr ÿ ri

r0

�2�3=2
;

jy� ÿ Dydr ÿ rij < r0 :

Figure 14 provides an idea concerning the state of the ion
component of SNF plasma in the case of ion separation
performed in an axisymmetric magnetic field directly at the
exit of the ICR heating system. The results of calculations
indicate that in a plasma with parameters specified in the
caption to Fig. 14, and when a longitudinal NA ion collector
is used, ion heating to the (mean) energy e � 0:37 keV is
necessary. In the vicinity of the collector, the cyclotron
frequency of doubly charged NF ions is close to the
frequency of one of the HF fields, namely o2 (see Fig. 3).
Owing to oscillations in this field, the mean energy of doubly

chargedNF ions increases up to e � 50 eV, while the energy of
singly charged ions remains close to the initial value of
e � 8 eV. The energy distribution of ions is depicted in
Fig. 14a.

The calculation of ion spatial distributions requires
averaging both over ion velocities and over the location (4.1)
of Larmor centers; therefore, spatial distributions turn out to
be smoother than energy distributions. Oscillations in the HF
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Figure 14. Ion separation in an axisymmetric magnetic field. Distributions

are: (a) over energy, (b) over radii, and (c) over the value of r�. Curves:
1Ðsingly charged NF ions, 2Ðdoubly charged NF ions, and 3ÐNA

ions. The position of the longitudinal collector is indicated by an arrow.

Calculation parameters are as follows: T � 2 eV, I � 1:6 kA, rA � 0:48 m,

B0�0� � 1:75 kG, b � 0:11, LB0 � 0:75 m, LA � 1:5 m,o1 � oi; 97�0�, and
o2 � oi; 143�0�. The total length of the ICR heating system measures

3.75 m.
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field somewhat smear the spatial distributions of doubly
charged ions. The increase in Larmor radii of NA ions due
to ICR heating leads to a significantly greater smearing of the
spatial distributions of these ions, which precisely permits
their extraction from a cold SNF plasma stream. The
distributions over the maximum distances r� of ions from
the axis are shifted relative to radius distributions by themean
Larmor radius. Since the Larmor radius of NA ions is
significantly superior to the Larmor radius of NF ions, ion
separation with the aid of a longitudinal collector is easier to
performÐ it requires less heating of the NA ions.

When using a transverse collector, it is necessary to
enhance the HF field, which leads to a rise in the oscillation
amplitude of doubly charged ions: Dr � eE=�mi�oÿ oi�2�.
Here, this quantity rises more rapidly than the Larmor radius
of NA ions in the case of ICR heating in the nonlinear regime:
ri / E 3=5 [see Eqn (3.5)]. As a result, it turns out that there is a
certain critical value of the HF field, starting from which its
further enhancement worsens the quality of ion separation.
At the parameter values given in the caption to Fig. 14, this
HF field corresponds to the mean energy e � 0:59 keV of NA
ions and to the energy e � 80 eV of doubly charged NF ions.
Here, the fraction Z1 � 0:15 of NA ions remaining in the NF
stream somewhat exceeds the desirable fraction Z1 � 0:1,
which could be achieved if a longitudinal collector were used
(see above).

Processes involving the ion component of SNF plasma
during ion separation in a curvilinear magnetic field are
illustrated in Fig. 15. In passing through the curvilinear
magnetic field segment, ions are displayed along the binor-
mal by the distance Dydr (1.3). To estimate the pitch angle y
entering into expression (1.3), we shall take account of ICR
heating leading to predominant enhancement of the trans-
verse ion energy, which is partially converted into long-
itudinal energy in the case of motion in the decaying

magnetic field of the ICR heating system. Assuming the
cyclotron resonance to be realized at the center of the system
�z � 0�, at its exit we obtain cos y � vk=v � b 1=2, where b is a
parameter characterizing the drop in themagnetic field within
the confines of the ICR heating system [see formula (1.1)]. If
Dw � p, b � 0:11, then the average ion displacement is
Dydr � 5hrii. Since the latter is essentially superior to the
average Larmor radius, the employment of a curvilinear
magnetic field permits noticeably reducing the energy of NA
ions. Naturally, the distinctions between transverse and
longitudinal collectors separating ions in accordance with
the n�y� and n�y�� distributions become in this case less
significant. These distributions are close to each other, being
displayed by a distance on the order of the Larmor radius
(Fig. 15d, e).

In ion separation in a curvilinear magnetic field, it is
necessary to heat the NA ions to the average energy
e � 0:23 keV when using a transverse collector, and to the
average energy e � 0:2 keV if a longitudinal collector is
applied. These energy values are smaller than those required
for ion separation in an axisymmetric magnetic field (see
above and also Figs 14b, c and 15b, c).

5. Jet of nuclear ash ions in a curvilinear
magnetic field and the `flute mechanism'

The utilization of a curvilinear magnetic field for extracting
NA ions with high energies from a cold SNF plasma jet may
be impeded by the so-called flute mechanism which ejects
plasma into the region of aweakmagnetic field. Electrons and
ions in an inhomogeneous magnetic field drift toward each
other, so, if the plasma is confined in the drift direction, its
electric polarization must occur. The originating electric field
is directed so that the plasma as a whole drifts in crossed fields
toward the weak magnetic field. Precisely this mechanism
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Figure 15. Ion separation in a curvilinear magnetic field. Distributions are (a) over energy, (b) over the radius, (c) over the r� distance, (d) along the
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magnetic force lines along the curvilinear field segment is 1.5 m, Dw � p, and the remaining parameters are the same as in Fig. 14.
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leads, in particular, to the development of flute instability in
axisymmetric open magnetic traps.

Magnetic traps are designed for the prolonged confine-
ment of charged particles; therefore, the plasma density
distribution in traps should not depend on the coordinate
reckoned along the particle drift velocity in an inhomoge-
neous magnetic field and, in the case of axisymmetric open
magnetic traps, from the azimuth. In such systems, the
instability develops from azimuthally nonsymmetric pertur-
bations. SNF processing systems are those involving moving
plasma. In such systems, the stationary plasma density
distribution is certain to be nonuniform in the drift direction
(the binormal to the magnetic force lines), and the entire
plasma stream can be considered a perturbation with a large
amplitude. B B Kadomtsev showed that such structures
evolve like a plasma column under the action of the first
mode of flute instability that propels itself as a whole into the
region of a weak magnetic field [44]. At present, such
structures are conventionally called blobs (see, for example,
Ref. [45]).

The plasma ejection mechanism may be neutralized in the
systems with open magnetic force lines that are in electric
contact with the end plates (the line-tying phenomenon). Such
a contact permits us to discard the plasma electric polariza-
tion that triggers the flute mechanism. In the region where the
excess negative charge is released, electrons can leave it along
themagnetic force lines onto the end plates. In principle, there
are two possible ways of introducing electrons into the
regions of excess positive charge: by extraction from the
emitting end plates, and by initiating a gas discharge. In the
gas discharge, such fluxes of charged particles onto the end
plates, maintaining the plasma quasineutrality, are estab-
lished automatically.

The flow of NA ions in the SNF processing system, owing
to their drift in the inhomogeneous magnetic field, occupies
only a part of the region between the end plates; therefore, in
the absence of cold plasma the electrons from the emitting end
plates will be compelled to pass through the vacuum gap.
Estimates show that for traversing the current that compen-
sates for the ion charge an extremely high electric potential,
significantly distorting the ion motion, must be maintained.
Therefore, below we shall only consider the process of
neutralization with the aid of gas-discharge plasma.

The removal mechanism of the charge polarization of
plasma in a gas discharge in contact with the end plates was
considered, for example, in Ref. [46]. In a gas discharge, the
flux densities of electrons and ions onto the end plates are
usually equal to one another at each point of the end plate
surfaces. In the case of distinct electron and ion thermal
velocities, equalization of the fluxes is achieved using the drop
of potential in the Langmuir layer near the walls. If the
magnetic force lines are bent and the plasma density is
inhomogeneous in the direction of a charged particle drift,
the flute mechanism will lead to the emergence of charges in
the force lines. In this case, the plasma quasineutrality is
maintained by variations in the wall vicinity of the potential
jump. In those force lines where a positive charge is released,
the jump increases, which reduces the electron flux. In force
lines where a negative charge is released, the potential jump
decreases, which leads to the ejection of excess electrons. The
wall layer does not affect the flux of ions that approach the
wall with velocities on the order of the ion-acoustic velocity;
therefore, in a bent magnetic field the electric currents that
close on the end plate will flow through the Langmuir layer.

Here, various force lines acquire different potentials and,
consequently, an electric field is induced, directed across the
magnetic field. This field has the same sign as the electric field
arising in the case of isolated end plates and, consequently, it
will also lead to the plasma drifting outward. However, the
plasma motion will acquire, instead of the character of an
accelerated ejection, the character of a viscous flow. We shall
estimate below its rate.

In a gas-discharge plasma, one usually has Te > Ti;
therefore, the main factor causing charge polarization of
plasma in an inhomogeneous magnetic field is the drift of
electrons. In a tube of unit cross section, the electron drift
results in the release of the charge per unit time equal to

d _Q � e
dnc
dy

Vdr; eL1 ; �5:1�

where dnc=dy � nc=ly, nc is the density of cold (gas-discharge)
plasma, ly is the characteristic scale of the plasma density
change in the drift direction, Vdr; e � vTe

rTe
=R is the mean

drift velocity in an inhomogeneous magnetic field, vTe
is the

electron thermal velocity, rTe
is the average electron Larmor

radius, R is the radius of curvature of magnetic force lines,
and L1 � DyR is the longitudinal size of the curvilinear
magnetic field segment.

If the value of d _Q is small compared to the electron charge
flowing down the magnetic field, _Q � encVs (where Vs is the
ion-acoustic velocity), then formaintaining quasineutrality of
the given tube in the inhomogeneous magnetic field the wall
jump in potential must change by

dj � Te

e

d _Q
_Q
: �5:2�

The potential dj is related to the transverse electric field
E � dj=ly. In the presence of such a field, charged particles
drift with the velocity cE� B=B 2. During the lifetime of cold
charged particles in the discharge, tc � L1=Vs, the displace-
ment due to their drift will be small compared to the
characteristic plasma scale l0 in this direction under the
condition

�Dyrie�2R
l 2y l0

5 1 ; �5:3�

where rie is the Larmor ion radius calculated from the
electron temperature.

The electric contact with the end flanks can be improved
(by reducing the wall jump in potential) if electrons are
emitted from them. Here, however, the heat exchange
between the plasma and the end plates becomes more
intense, which leads to a decrease in the electron tempera-
ture. This impedes the flow of electric current through the
plasma.

The above estimates were obtained considering the
potential to be constant along the force lines everywhere
except the layer near the wall. In the gas discharge, along with
the potential jump near the wall, there is also actually a fair
change of potential from the center to the end plates that is on
the order of Te=e. To provide the flow of electric current,
which is necessary for the maintenance of plasma quasineu-
trality, this distribution is distorted. In estimating the
distortions, we shall take advantage of Ohm's law

jk � sEk ;
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where jk � d _Q [see Eqn (5.1)], s � ne 2=�mene� is the plasma
conductivity, and ne is the frequency of electron collisions.

Assuming Ek � dj1=L1, we find

dj1 � �Dy�2
R

ly

ne
oe

Te

e
:

The above-presented ideas concerning the processes in
gas-discharge plasma in an inhomogeneous magnetic field
will hold valid if, together with inequality (5.3), the condition
e dj1=Te 5 1 is also satisfied.

To an order of magnitude, the assumed parameter values
of the analyzed systems are the following:R � 1m, l0 � 0:1m,
Dy � p, and B � 1 kG. Owing to the fraction of NA in SNF
being small, the gas plasma density can be by an order of
magnitude lower than the SNF plasma density nc �
1011 cmÿ3. The energy distribution of heated NA ions is
characterized by a significant scatter (see Section 4). There-
fore, owing to the drift in an inhomogeneous magnetic field,
the characteristic scale ly is several times larger than l0 (see
Fig. 15). For the indicated parameter values, the condition
e dj1=Te 5 1 is fulfilled with a good reserve, while no such
reserve is present in condition (5.3).

The processes discussed above can be considered as a
manifestation of flute instability caused by the gradient of
electron pressure. Let us trace how they are described in the
standard formalism. Owing to the low plasma pressure
�b � 10ÿ3�, the oscillations are assumed to be electrostatic.
We shall use the simplest, so-called local, quasiclassical
approximation and choose the space±time dependence of
perturbed quantities in the form / exp �ÿiot� ikyy�.

Flute oscillations are usually characterized by equations
and quantities averaged along the magnetic force lines. As
was shown above, quasineutrality in gas-discharge plasma is
maintained owing to automatic adjustment of the electron
fluxes along the magnetic field onto the end plates. In
accordance with formula (5.2), for taking this effect into
account, it is necessary to introduce the following term into
the averaged electron continuity equation:

dn1e � i
Vs

oL1
nc

ej1

Te
:

The dispersion relation for flute oscillations, obtained in the
standard way (see, for example, Ref. [24]), assumes the form

o2 � io
Vs

L1k 2
y r

2
ie

� V 2
s

l0R
� 0 :

To an order of magnitude, the characteristic instability
increment is expressed as

Imo � �kyrie�
2L1Vs

l0R
:

It is quite natural that for most large-scale perturbations,
ky � lÿ1y , the condition Imotc 5 1, under which, if it is
fulfilled, the given instability cannot develop during the
characteristic plasma lifetime tc � L1=Vs, coincides by order
of magnitude with condition (5.3).

As to the instability caused by NA ions of high energies, it
should be stabilized by effects of the finite Larmor radius, as
the radial distribution of NA ions is comparable to the
transverse dimension of the plasma stream. The finite

Larmor radius effects do not affect the so-called first mode
of flute instability. In the system considered, the first mode
would be manifested as a plasma jet eruption outwards, into
the weak magnetic field region. Methods for countering such
outward eruptions were considered above.

Stable passage of the plasma flow through the curvilinear
magnetic field segment is possible owing to the line-tying
phenomenon. An analysis performed without taking this
phenomenon into account predicts a plasma ejection from
the curvilinear magnetic field region at extremely low
densities [47]. These predictions are disproved by the results
of experiments performed in the 1960s for the purification of
hydrogen plasma bunches, obtained in plasma guns, from
heavy ion admixtures. In Refs [17±21], the stable passage was
observed of plasma bunches with a density reaching � 1012 ±
1013 cmÿ3 at an energy on the order of several keV. In these
studies, neutralization of the flute mechanism was considered
to be related to the line-tying phenomenon; however, the
details of how this phenomenon acted under the conditions of
the experiments performed were not clarified, so even if the
indicated phenomenon did exert any influence, it was
spontaneous, without the experimentalists having made any
efforts.

At present, curvilinear magnetic fields are used in the low-
temperature plasma of arc discharges for its removal of the
microscopic metal droplets escaping from a cathode. The
plasma parameters in these experiments (temperature, den-
sity, degree of ionization of the substance) differ significantly
from the plasma parameters in SNF processing systems.
However, even in this case suppression is observed of the
flute mechanism, which is also ascribed to the line-tying
phenomenon [48, 49].

6. Influence of viscosity on plasma diffusion
across a magnetic field

This section is concerned with the results of work presented in
Ref. [29]. Plasma is considered to be magnetized if the
condition nj 5oj � j � i; e� is fulfilled. Partial magnetization
(finiteness of the ratio nj=oj) is the cause of plasma diffusion
across a magnetic field and of so-called transverse viscosity.
The influence of these factors on the plasma density
distribution across a magnetic field is characterized by the
frequencies Odif � nie�ri=r0�2 and Ovis � nii�ri=r0�4, where r0
is the plasma radius. Electron viscosity can be neglected here,
since the ion frequency is �me=mi�3=2 times larger than the
respective characteristic one.

The ratio

Odif

Ovis
� nie

nii

�
r0
ri

�2

is the product of a small, nie=nii � �me=mi�1=2 � 1:5� 10ÿ3

(for uranium ions), factor and of a big, �r0=ri�2, factor.
Therefore, in analyzing the evolution of the distribution of
an SNF plasma flow moving along a magnetic field, it is,
generally speaking, necessary to take into account both the
ion diffusion and transverse ion viscosity. The diffusion of
plasma across a magnetic field is ambipolar, while ion
viscosity acts only upon ions. Here, plasma quasineutrality
can be maintained owing to the line-tying phenomenon (see
Section 5).

As is well known, viscosity tends to level the velocity
profile. Plasma in a magnetic field exhibits a special form of
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motion: a diamagnetic (Larmor, ambient, gradient) drift
with the velocity V � c=�eB 2�B� Hp=n. It follows from this
equation that in the case of a uniform temperature
distribution, when Hp � THn, viscosity tends to render the
density profile across the magnetic field close to exponential
in the plane case, n / exp �ÿx=a�, and to Gaussian, n /
exp �ÿ�r=a�2�, in the axisymmetric case. Solid-state azi-
muthal rotation corresponds to the latter.

The plasma diffusion equation in axisymmetric systems,
which takes the influence of viscosity into account, was
devised in Ref. [28]. In spite of the axial symmetry of the
problem, it turned out to be more convenient to apply
Cartesian coordinates in intermediate calculations. The
starting equation of motion was taken in the form

ÿTi
qn
qxa
ÿ qpab

qxb
� en

c
V� B

���
a
� 0 : �6:1�

Neglecting viscosity to begin with, from equation (6.1) we
obtain V0 � �ÿy; x; 0�V0=r, where V0 � �cT=�eB�� q ln n=qr.
In viscosity tensor [50], we shall take into account the
components proportional to the viscosity coefficient
Z1 � 0:3�nii=o2

i �nTi:

pxx � ÿpyy � 2xy
Z1
r

d

dr

V0

r
;

pxy � pyx � �y 2 ÿ x 2� Z1
r

d

dr

V0

r
:

Then, applying the method of successive approximations, we
find

V1 � c

enB

q
qxa
�ÿpya; pxa; 0� : �6:2�

Expression (6.2) provides the following contribution to the
continuity equation:

Gw � w
q2

qx 2

�
x 2n 2 q

qx
1

n

qn
qx

�
; �6:3�

and taking it into account yields the continuity equation in the
form

qn
qt
ÿ m

q
qx

xn
qn
qx
� w

q2

qx 2

�
x 2n 2 q

qx
1

n

qn
qx

�
� S�x� ; �6:4�

where x � �r=r0�2=2, S�x� is the plasma source, and

m � 2nier 2
i �1� te�
r 20 n

� 3:2� 10ÿ8
�1� te�r 2

H

r 20T
3=2
e

;

w � 0:3niir 4
i

r 40 n
� 0:55� 10ÿ6

A3=2r 4
H

r 40T
3=2
i

;

te � Te=Ti, ri � �Ti=mi�1=2=oi is the average ion Larmor
radius, and rH is the Larmor radius calculated for hydrogen
ions. The second term in the left-hand part of equation (6.4)
allows for the plasma diffusion (see, for example, book [51]).

Equation (6.4) must be supplemented by boundary
conditions. The point x � 0 is a singular point of this
equation. In an equation of the fourth order, the requirement
of analyticity permits the exclusion of two solutions having a

singularity at this point. The other two solutions in the
vicinity of point x � 0 can be represented in the form of the
series

n�t; x� �
X1
p�0

np�t�x p :

It can be readily shown that, setting the first two
coefficients �n0; n1� in this expansion and equating the
coefficients of increasing powers of x in equation (6.4) to
zero, it is possible to determine successively all the remaining
np5 2. To prove this assertion, it is sufficient to take into
consideration that the action of operator �q2=qx 2�x 2, entering
into the `viscous' term in Eqn (6.4), on the power function
f �x� � x p does not alter the exponent.

Since plasma `perishes' on the wall of the vacuum
chamber, it is necessary to put n�1=2� � 0. Therefore, the
boundary point, as follows from equation (6.4), is also a
singular point of this equation. The second boundary
condition on the wall can be obtained analyzing the
expression for a plasma flow in the vicinity of the wall:

J � ÿmxn qn
qx
� w

q
qx

(
x 2

"
n
q2n

qx 2
ÿ
�
qn
qx

�2
#)

:

It is easy to verify that a density dependence on the coordinate
in the form

n�x� �
x!1=2

gx 0 3=2 ;

where x 0 � 1=2ÿ x, ensures that the plasma flow
J � �3=2�wg 2 is constant in the vicinity of the boundary
�x � 1=2�. The actual value of the flow depends on the joint
action of diffusion and viscosity on the whole plasma
column.

In accordance with ideas concerning the solution in the
region close to the wall, it must be considered that n 0x also
turns to zero at the boundary.

It should be noted that the problem of the diffusion of
`nonviscous' plasma �w � 0� was highlighted in book [51]. In
this case, the condition that the flow in the vicinity of the wall
be constant is fulfilled for

n�x� �
x!1=2

gx 0 1=2 :

In anticipation of a numerical solution to equation (6.4),
we shall analyze the properties of the viscous term in this
equation. TheGaussian plasma density distribution along the
radius, n�x� � �N=pa 2� exp �ÿx=a 2�, corresponds to solid-
state rotation of the plasma. In accordance with the above,
in the case of such a distribution the quantity F�n� �
nn 00xx ÿ n 0 2x turns to zero, as does the expression Gw�n�.

The operator entering into expression Gw conserves the
total number of particles N � 2pr 20

�
n�x� dx. Another

integral is the value of the azimuthal moment of the
generalized momentum, which for ri 5 r0 coincides with
L � 2pmioir

4
0

�
xn�x� dx. Indeed, the moment density is

expressed as

ly � r

�
e

c
Ay �miVy

�
n ; �6:5�

where Ay � �r=2�B0, and Vy � oir 2
i �1=n� qn=qr is the dia-

magnetic (Larmor) drift velocity.
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Using formula (6.5), we arrive at the total generalized
angular momentum:

Ly � 2p
�
rly dr � 2pmioir

4
0

�
x
�
n� 1

2

�
ri
r0

�2 qn
qx

�
dx : �6:6�

With the aid of integration by parts, the integrand in
formula (6.6) can be represented as �xÿ 2r 2

i �n. The first term
in parenthesis in the integration element in formula (6.6) is
determined by the magnetic part of the generalized momen-
tum, and the second by the mechanical part. Each of them is
conserved individually. Since the ion Larmor radius in the
hydrodynamical approximation is considered small com-
pared to the characteristic spatial scale, the mechanical part
can be dropped:

Ly � L � mioihxir 20N ;

where hxi is the average of x.
The aforementioned properties of the `viscous term'

permit us to work out a general idea of the influence exerted
by viscosity on the evolution of a plasma column. Viscosity
tends to transform the initial radial plasma density distribu-
tion into a Gaussian distribution, which, by analogy with the
plasma profile originating during its evolution in a tokamak,
can be called `consistent'Ðoptimal (see, for example,
Ref. [52]). Since plasma is bounded along the radius, this
process is accompanied by plasma particles escaping onto the
wall. Owing to both the total number of particles and the

quantity hxi being conserved under the influence of viscosity,
the remaining particles must be drawn together to the center
of the column. As a result, the characteristic scale of the
Gaussianlike distribution a (see above) must become smaller.
Plasma diffusion, which tends to broaden the radial distribu-
tion, counteracts this process.

In Ref. [29], the regularities characterizing the influence of
viscosity on plasma diffusion across a magnetic field was
illustrated on the base of an analysis of the stationary state
established in the presence of a plasma source. The source
function in paper [29] was chosen in the form

S�x� �
S0�1ÿ 16x 2� ; x <

1

4
;

0 ; x >
1

4
:

8>><>>:
The parameter a � w=m was applied in characterizing the

relative intensity of diffusion and viscosity. Figure 16a shows
that, although the dependence of the source upon the
coordinate is far from Gaussian, when a increases, the
density distribution along the radius tends to be Gaussian.
The Gaussian distribution is characterized by a constant
value of n 0�x�=n�x�. Referring to Figs 16a, b, it is seen that
the region in which this condition is not fulfilled is drawn
toward the boundary as a increases. It was found above that
the density dependence on the coordinate in the vicinity of the
boundary has the form n�x� � C�1ÿ 2x�3=2, where C is a
certain constant. This conclusion is confirmed by the results
presented in Fig. 16c.
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Although viscosity may influence the density profile, it
weakly affects the intensity of plasma losses (Fig. 16d).

In Ref. [29], the decay of initial distributions for
different values of a was also analyzed. Both the distribu-
tion n�0; x� � n0 exp �ÿ2x��1ÿ 2x�, spread out over the
entire interval �0; r0�, and the distribution n�0; x� �
n0 exp �ÿ10x��1ÿ 2x�, contracted to the center, were con-
sidered. In the case of low viscosity �a � 1�, the first
distribution varies little in the course of decay (Fig. 17a).
When viscosity is high �a � 10�, the deformations are more
significant. At the center of the column, the plasma density
first increases, and its profile approximates to the Gaussian
one. In the course of decay, the density profile remains close
to Gaussian (Fig. 17b). At the same time, as is seen from
Fig. 17c, the viscosity quite weakly affects the decay rate. This
conclusion also holds valid in the case of an initial distribu-
tion concentrated around the center of the column (Fig. 18). If
the viscosity is insignificant �a � 1�, the distribution quite
rapidly spreads out over the entire interval �0; r0� under the
influence of diffusion. Then the plasma density decreases with
time without essential changes in the radial distribution. The
initial distribution n�0; x� � n0 exp �ÿ10x��1ÿ 2x� in the
central region differs weakly from the Gaussian one.
Naturally, the distribution retains its form when the viscosity
is significant �a � 10�.

In the case of choosing characteristic parameters of the
plasma flow through the SNF processing system: T � 2 eV,
B � 1:75 kG, and r0 � 10 cm (see Section 5), the approximate
equality a � 2 holds valid. The analysis performed reveals

that for such values of a the viscosity can exert a certain
influence on the form of the radial plasma density distribu-
tion, but the plasma decay rate depends on diffusion to a
greater extent than on viscosity.

The plasma flow passes through SNF processing systems
of interest to us in a time t that is short compared to the
diffusion time td: t � 0:5� 10ÿ2td, when ion separation is
performed in an axisymmetric magnetic field (Lk � 3:75 m),
and in a time t � 1:2� 10ÿ2td, when separation is effected in a
magnetic field with curvilinear force lines (Lk � 8:75 m). In
such time periods, neither diffusion nor viscosity can exert a
significant influence on the spatial distribution of NF ions.

7. Spatial instabilities of plasma flows
along a magnetic field

7.1 Transverse stratification of subsonic flows
In this section, we shall follow the results reported inRef. [53].
7.1.1 Effective mass and effective heat capacity of plasma
flows. The plasma flow rate in SNF processing systems is an
important characteristic that affects, in particular, the system
throughput. At first sight, there are no obstacles to themotion
of a flow with a rate determined by the difference in electric
potential,Dj, in the plasma source. Usually, the quantity eDj
is considered to be equal to several electron temperatures and,
correspondingly, the plasma flow rate coincides by order of
magnitude with the ion-acoustic velocity. However, below,
we shall see that the motion of the plasma flow is accom-
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panied by quite complex processes. Their analysis provides
arguments in favor of the assertion that laminar plasma
motion turns out to be possible in systems of sufficient length
only if the plasma flow rate is close to the propagation
velocity of an acoustic signal, cs � ��Te � 5Ti=3�=mi�1=2. In
this expression, it is taken into account that sound is to be
considered isothermic in electrons, but adiabatic in ions,
owing to the large respective electronic and small ionic
thermal conductivities under the conditions we are interested
in. It is interesting that precisely such a value of the plasma
flow rate is presented in paper [22], where ICR isotope
separation in the plasma of a number of metals was
investigated experimentally.

Irreversible transport phenomena due to viscosity and
heat conductivity significantly affect the spatial evolution of
plasma flows moving along a magnetic field. In the case of
subsonic flows, this means charge particle transportation
across the magnetic field. In analyzing the dynamics of
subsonic flows, it is expedient, considering the plasma to be
ideal, to examine in the hydrodynamic set of equations the
terms taking into account viscosity and heat conductivity as
due to external factors acting on the plasmaÐ the force and
heat source (outflow):

d

dx
nV � 0 ; �7:1�

minV
d

dx
V� d

dx
n�Ti � Te� � Fex ; �7:2�

3

2
niV

d

dx
Ti � niTi

d

dx
V � Qex : �7:3�

We shall first assume that Fex 6� 0, Qex � 0. In this
case, from equation (7.3) we find Ti � Ti0�V0=V�2=3.
Taking into account a high electron heat conductivity
(see also Section 7.1.2), we can consider Te � const. Having
regard to the relation n � n0V0=V, following from equation
(7.1), and expressing the pressure force in equation (7.2) via
the velocity derivative, we obtain

mi

�
1ÿ

�
cs
V

�2�
nV

d

dx
V � Fex : �7:4�

The last expression shows that the influence of pressure
on the response of a flow to an external force can be taken
into account performing renormalization of the ion mass:
mi ! mi; eff � mi�1ÿ �cs=V�2�. The effective mass mi; eff is
negative for V < cs, and positive when V > cs.

In a subsonic flow, the thermal energy density is relatively
high; therefore, a redistribution of pressure is the main effect
which the action of an external force leads to. The pressure
gradient compensating for the external force accelerates the
plasma flow towards this force, which can be interpreted as
the consequence of a negative effective mass. In a supersonic
flow, the influence exerted by the thermal energy of charged
particles on the plasma dynamics is less significantÐ the
effective mass is positive.

The introduction of effective mass permits giving a simple
interpretation to the operation of a Laval nozzle. For the flow
propagating in this nozzle, the external force is the reaction of
the nozzle walls to the (gas) plasma pressure. Owing to the
axial symmetry of the nozzle, the force acting on the flow and
averaged over the nozzle cross section is directed against the
motion in the subsonic part of the nozzle, and along the
motion in the supersonic part (Fig. 19). Since together with a

change of the sign of the external force a change of the sign of
the effective mass also occurs, the flow is accelerated both in
the subsonic and in the supersonic parts of the nozzle.

We shall now assume that Fex � 0, Qex 6� 0. Expressing
the plasma density and flow rate via the ion temperature with
the aid of equations (7.1), (7.2), we transform equation (7.3)
into the following:

3

2
n

1ÿ �cs=V�2
1ÿ �V 0T=V�2

d

dx
Ti � Qex ;

where V 0T � ��Ti � Te�=mi�1=2.
The effective heat conductivity

Ceff � 3

2
n

1ÿ �cs=V�2
1ÿ �V 0T=V�2

is negative within the interval of flow rates V 0T < V < cs. This
peculiarity, like the negative effective mass in the subsonic
flow, is due to the influence of plasma pressure. The
redistribution of this quantity under the action of the heat
source (outflow) leads to an adiabatic change in temperature,
when V 0T < V < cs, turning out to be more significant than
the direct heating (cooling) of plasma.

7.1.2 Spatial instability of subsonic plasma flows.We shall now
consider the spatial evolution of velocity and temperature
perturbations under the action of viscosity and heat con-
ductivity in a plasma flow moving along the magnetic field.
We shall assume a homogeneous plasma flow to be subject to
perturbations depending on a coordinate transverse to the
magnetic field and take into account transportation in this
direction. In this case, equations (7.2), (7.3) assume the forms

rV
q
qz

V� q
qz

�
n�Te � Ti�

� � div?�Z? iH?V� ; �7:5�

3

2
nV

qTi

qz
� nTi

qV
qz
� div?�k? iH?Ti� � Z? i�H?V�2 : �7:6�

Here, Z? i � 1:2nmir 2
i nii is the ion viscosity coefficient,

k? i � 2nr 2
i nii is the coefficient of ionic heat conductivity,

ri � �Ti=mi�1=2=oi is the mean ion Larmor radius, and oi is
the ion-cyclotron frequency; we introduce a Cartesian
reference system with the z-axis directed along the magnetic
field. We consider the distribution of electron temperature to
be uniform (see Section 7.1.1). The diffusion of plasma across
the magnetic field is not taken into account, since it is due to
weak electron±ion collisions.

Linearizing the set of equations (7.1), (7.5), (7.6) over
small perturbations in the form exp �lx� ik?y�, we obtain
the following solvability condition of the linearized set of

Figure 19. Laval nozzle: thin arrowsÐreaction force of the walls to the

flow pressure; wide arrow indicates the direction of the flow motion.
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equations:

L 2

�
1ÿ

�
cs
V

�2�
� 4

3
L
�
1:9ÿ

�
V 0T
V

�2�
� 1:6 � 0 ; �7:7�

where L � lV=��k?ri�2nii�, and V 0T � ��Te � Ti�=mi�1=2.
Equation (7.7) has two solutions, one of which is positive

forV < cs, which corresponds to a downstream enhancement
in perturbations. If V < V 0T, only the effective mass is
negative, while the effective heat capacity is positive (see
Section 7.1.1). In this case, temperature variations affect the
evolution of perturbations insignificantly. As V5V 0T, then,
when approximate calculations are performed of the incre-
ment l of a spatial increase in perturbations, the ion
temperature can be considered not to be subject to perturba-
tions. Also discarding the inertial term in the equation of
motion yields

l � k 2
?
Z? i

min

V

V 0 2T
� 1:2�k?ri�2nii

V

V 0 2T
:

Naturally, this expression can also be obtained from formula
(7.7).

In the other limiting case of V! cs, the increment
increases indefinitely:

l � 4

3

�k?ri�2nii
cs

1:9ÿ �V 0T=cs�2
�cs=V�2 ÿ 1

:

The instability increment increases as the spatial scale of
perturbations, / k 2

?, decreases. Its value is limited by the
applicability condition of the hydrodynamic approximation
k?5 rÿ1i . Notice that this condition also permits neglecting
the ion longitudinal viscosity and the ion longitudinal heat
capacity in equations (7.5), (7.6).

The spatial instability considered is a consequence of the
effective mass and effective heat conductivity of subsonic
flows being negative. In a flow, the rate of which varies in the
transverse direction, viscosity tends to slow the faster part of
the flow and to accelerate the slower one. However, owing to
the effective mass negativeness, the result of the action of
viscosity will be opposite. A change of sign, not only of mass,
but also of the viscosity coefficient, will also lead to the same
consequences. Indeed, if the viscosity force, which in the case
of small perturbations of the uniform stream has the form
Fex � Z? iDV, is substituted for the external force in equation
(7.4), and then this equation is divided by 1ÿ �cs=V�2, we
obtain an equation of motion for a medium, the particles of
which for V < cs have positive mass but a negative viscosity
coefficient Zeff � Z? i�1ÿ �cs=V �2�ÿ1.

In a similar manner, in flows with rates within the interval
V 0T < V < cs, a negative effective heat capacity coefficient or
a negative coefficient of transverse heat conductivity, which is
equivalent, instead of smoothing out, causes intensification of
irregularities of the ion temperature profile.

Frequently, an exponential rise in parameters characteriz-
ing the state of a medium is a manifestation of its instability.
Let us discuss how justified the introduction of the new term
`spatial instability' is with respect to the structure considered.
Doubtless, instability can only develop in a nonequilibrium
medium. Usually, a medium is called unstable if its eigen-
oscillations are increasing with time. If at the boundary of
such amedium an external source generates eigen-oscillations
with a constant amplitude, then such oscillations will build up

as they propagate in space. This situation differs from the one
considered in the present article. We assume static perturba-
tions to exist at the boundary of the plasma flow. This implies
the presence of external bodies that are at rest in the
laboratory reference system, with respect to which the
plasma moves. The departure of a system from equilibrium
is revealed only owing to the existence of external bodiesÐ
the sources of perturbations. A uniform stream left on its own
is, naturally, stable in the conventional sense of this termÐ
all eigen-oscillations of such a stream decay with time.

An essential condition of the spatial instability considered
is the one-dimensional character of the motion of plasma
particles due to the existence of a sufficiently strong magnetic
field. The role of magnetic force lines for an ordinary gas can
be assumed by a set of thin contiguous tubes. The walls of the
tubes prevent the momentum from flowing transversely, but
heat can be transported in the transverse direction. Therefore,
conditions exist in the proposed system for the development
of spatial instability due to the negativeness of the effective
heat capacity (effective coefficient of heat conductivity).
Naturally, when analyzing the issue of realizing such a
system, it is necessary to take into consideration both the
friction of the gas on thewalls of the tubes and the penetration
of heat flows through them.

7.1.3 Spatial evolution of Gaussian perturbations. If the shape
of perturbations at the entrance to the system is not harmonic,
it will change downstream. In Ref. [53], numerical analysis
was performed of the spatial evolution of Gaussian perturba-
tions. We note that the specific character of the spatial
instability dealt with permits us to investigate it only within
a limited interval of coordinate variations. Indeed, as follows
from the expressions obtained in Section 7.1.2, the increment
of instability increases as the characteristic spatial scale of
perturbations, l / k 2

?, decreases. However, uncontrollable
small-scale perturbations are introduced in the course of any
numerical calculations, which are due to space discretization
and limited calculation accuracy.

The SNF ICR plasma processing systems we are inter-
ested in can be subject to the instability considered. In these
systems, ICR heating of the plasma flow must be completed
during a passage of the flow through the quite extended
segment of a homogeneous or weakly inhomogeneous
magnetic field. The plasma flow has a complex ion content,
and the fraction of ions that are to be heated is small, so the
main part of ions remains cold; their behavior can be
examined within the framework of hydrodynamics.

Reference [53] reported on a uranium plasma flow in a
magnetic field B0 � 15 kG; the plasma density was
n0 � 1013 cmÿ3, and the temperatures were Ti � 1 eV,
Te � 3 eV. The choice of calculation parameters was due to
the necessity of satisfying the applicability conditions of the
hydrodynamic approximation.

Owing to the change of sign of the effective heat capacity
at V � V 0T, flows were considered with rates both superior
and inferior to this value. Calculations were performed for
three values of the initial flow rate:V0 � ��Te� 2Ti=3�=mi�1=2,
V0 � ��Te � Ti�=mi�1=2, and V0 � ��Te � 4Ti=3�=mi�1=2,
which were smaller than the propagation velocity of an
acoustic signal, cs � ��Te � 5Ti=3�=mi�1=2.

Figure 20 illustrates the spatial evolution of initial velocity
perturbations V1�y� � 10ÿ2V0 exp �ÿy 2=a 2� (dotted curve in
Fig. 20a); the plasma density and the ion temperature were
considered nonperturbed at x � 0. The distance at which the
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numerical instability indicated above has no time to manifest
itself is not large. The interval considered in calculations was
(0, 0.5 cm). At such distances, the variations in plasma
parameters are small. To render them more illustrative,
Figs 20 and 21 show, instead of the actual parameters, their
variations DV � Vÿ V0, DTi � Ti ÿ Ti0. Referring to
Fig. 20a, it is seen that, as the flow moves, the velocity
perturbations tend to contract to the center, where the flow
accelerates due to a slowing down of the peripheral regions.
Sharpening of the velocity profile enhances the momentum
exchange between different perturbation regions owing to
viscosity, which accelerates the rise in perturbationsÐ the
spatial instability increment increases as the transverse scale
of perturbations decreases (see Section 7.1.2). Notice that in
accordance with the results presented in Section 7.1.2, the rate
of perturbation evolution increases with the flow rate.

Although the ion temperature and plasma density at the
entrance of the system are not considered to be perturbed, the
change in velocity along the flow entails a change in the
parameters indicated and, owing to the dependences
n � C1=V, T � C2=V

2=3 (see Section 7.1.1), the density and
ion temperature vary opposite toward the velocity. The
relative perturbations in the plasma density are about one
and a half times greater than the relative perturbations in ion

temperature, but the shape of these perturbations is practi-
cally the same. Therefore, we only demonstrate the variation
in ion temperature (Fig. 20b).

As pointed out in Section 7.1.1, when analyzing the
dynamics of a subsonic flow, one can consider the effective
heat capacity or the effective coefficient of heat conductivity,
which is equivalent, to be negative for cs > V > V 0T. There-
fore, if the ion temperature at the entrance to the system is
perturbed, the perturbation profile will becomemore sharp as
V > V 0T and smooth out when V < V 0T. This conclusion is
confirmed by Fig. 21a, in which the dependences of the ion
temperature on the transverse coordinate are presented at
Ti1�y; 0��10ÿ2Ti0 exp �ÿy 2=a 2�, V1�y; 0� � n1�y; 0� � 0 at
the same distance (x � 0:5 cm) from the entrance to the
system as in the case illustrated in Fig. 20.

It should be noted that within the framework of the
hydrodynamic approximation adopted by us, owing to the
influence of viscosity, the subsonic flow is unstable relative to
harmonic perturbations both for V > V 0T and for V < V 0T,
independently of the transverse wavenumber value (Fig. 21b).
Therefore, the smearing of temperature perturbations over
small distances for V < V 0T should be considered to be due to
the interference between harmonic components correlated in
a certain manner. However, at a sufficient distance from the
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temperature perturbation Ti1�0; y� � 10ÿ2Ti0 exp �ÿy 2=a 2�: (a) velocity,
and (b) ion temperature. Curves 1ÐV0 � ��Te � 2Ti=3�=mi�1=2, curves
2ÐV0 � ��Te � Ti�=mi�1=2, curves 3ÐV0 � ��Te � 4Ti=3�=mi�1=2, dotted
curveÐ ion temperature perturbation at entrance to the system. Distance

from the entrance to the system is x � 0:5 cm.
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entrance to the system, the most rapidly increasing compo-
nents will separate from the initial perturbation, and they will
determine the evolution of perturbations. Regretfully, the
computational difficulties mentioned in Section 7.1.3 impede
performing an analysis of this process.

The issue of what the development of spatial instability
may lead to is quite intricate. From the heat balance equation
for ions it follows that, owing to the existence of viscosity, the
ion thermal energy increases downstream along the flow [see
the last term in the right-hand side of equation (7.6)]. The
increase in ion temperature should reduce the increment of
instability, while an increase in pressure �p � n�Ti � Te��
reduces the flow rate. It cannot be excluded that a stationary
state might be achieved in a system of small length. On the
other hand, enhancement of the inhomogeneity of flow
parameters in extended systems caused by spatial instability
may lead to the excitation of plasma eigen-oscillations. In this
case, the arising fluctuating electric fields penetrate into the
plasma source and may alter its state in such a way that the
plasma flow rate at the exit from the source exceeds the
velocity of sound. Such a flow would be stable with respect to
transverse stratification. The spatial evolution of supersonic
flows is examined in Section 7.2.2.

7.2 Shock waves in supersonic plasma flows
7.2.1 Basic equations and boundary conditions. Longitudinal
stratification, as opposed to transverse stratification peculiar
to subsonic flows, is characteristic of supersonic plasma flows
moving alongmagnetic fields. Therefore, we shall describe the
state of such a flow by a set of one-dimensional hydrodynamic
equations (see, for example, review [50]):

d

dx
nV � 0 ; �7:8�

minV
d

dx
V� d

dx
n�Ti � Te� � 4

3

d

dx
Zi

d

dx
V ; �7:9�

3

2
nV

d

dx
Ti � nTi

d

dx
V � 4

3
Zi

�
dV

dx

�2

� d

dx
ki

d

dx
Ti ; �7:10�

3

2
nV

d

dx
Te � nTe

d

dx
V � d

dx
ke

d

dx
Te : �7:11�

Here, Zi� 1:5�10ÿ12nTi=nii, ki� 6:2�10ÿ12nTi=�minii�, and
ke5:1�10ÿ12nTe=�menei� are the coefficients of ion viscosity,
ion heat conductivity, and electron heat conductivity, respec-
tively, nii � 1:8� 10ÿ6 n=�A1=2T

3=2
i �, nei � 2:9� 10ÿ5 n=T 3=2

e ,
temperature is expressed in electron-volts, and the remaining
quantities are given in CGSE units (absolute electrostatic
system of units).

The simplest state described by the set of equations (7.8)±
(7.11) is a homogeneous flow, all the parameters of which are
kept constant along its path. In numerical simulations of this
state or of states close to it, difficulties arise that are due to the
instability of the corresponding solution (spatial instability).
For the investigation of spatial instability, we shall consider
the perturbation of a uniform stream, assuming the form
/ exp �lx�. Linearization of the set of equations (7.8)±(7.10)
leads to the following equation for l:

4

3
abl2 ÿ V

�
2a�

�
1ÿ V 2

Ti

c 2s

�
b
�
l� 3

2
�V 2 ÿ c 2s � � 0 ; �7:12�

where a � Zi=�min�, b � ki=n, V 2
Ti
� �Ti � Te�=mi, and c 2s �

�5Ti=3� Te�=mi. Equation (7.11) has been excluded from our

consideration, since, owing to the high electron heat con-
ductivity, the electron temperature may be considered
constant in the cases of practical interest (see Section 7.2.2).

We shall restrict ourselves to considering flows with rates
close to the speed of sound, V � cs. In this case, from (7.12)
we obtain

l1 � 3

2

Vÿ cs

a� bv 2
Ti
=�3c 2s �

; l2 � 3

2

a� bv 2Ti
=�3c 2s �

ab
;

where v 2Ti
� Ti=mi. The positive values of l1 forV > cs and of

l2, independently of the relation betweenV and cs, testify to a
downstream increase in perturbations (spatial instability).
The expression for l1, which does not go beyond the limits
of the hydrodynamic approximation (l1li 5 1, where li is the
ion mean free path), describes, as we shall see in Section 7.2.2,
the precursor of a shock wave (SW). At the same time, the
hydrodynamic approximation is violated for the second
solution �l2li � 1�. To discard this fictitious instability, we
take advantage of the fact that in the hydrodynamic
approximation at a plasma flow rate on the order of the ion
thermal velocity the right-hand side of equation (7.10), taking
into account dissipative effects, is much smaller than the left-
hand side; therefore, it can be considered as a small correction
within the framework of themethod of successive approxima-
tions. Such an approach to equation (7.9) would not be
correct, since in the approximation of ideal hydrodynamics
the left-hand side of equation (7.9) vanishes if the plasma flow
rate turns out to be equal to the speed of sound.

In the right-hand side of equation (7.10), setting

dTi

dx
� ÿ 2

3

Ti

V

dV

dx
;

we reduce it to the form

dTi

dx
� 2

3

Ti

V

dV

dx

� 4

9

kiTi

nV 2

�
10

3

1

V

�
dV

dx

�2

ÿ d2V

dx 2

�
� 8

9

Zi
nV

�
dV

dx

�2

: �7:13�

The set of equations (7.8), (7.9), (7.11), (7.13) is equivalent
to six first-order equations for the quantities n, V, dV=dx, Ti,
Te, dTe=dx. To obtain an unambiguous solution for this set of
equations, the same number of boundary conditions is
required. In a consistent theory, the values of the main
plasma flow parameters (density, rate, electron and ion
temperatures) at the entrance to the SNF processing system
should be determined from an ionization analysis of the SNF
matter in the plasma source. Such an analysis has not been
performed; however, the source of SNF plasma will be
apparently similar to the sources of metal plasma in ICR
isotope separation systems, the plasma in which was created
with the following parameter values (by order of magnitude):
n � 1012 cmÿ3, Te� 3 eV, Ti� Te=2, and V � cs [22].
Precisely such a plasma will be considered below.

One more boundary condition can be obtained by
analyzing the process of electron escape from the ICR
heating system to the receiving plate. As is well known, a so-
called Langmuir layer arises in the vicinity of the surface
where the plasma is lost. The potential jump in this layer levels
the electron and ion fluxes onto the absorbing surface, which
is necessary for maintaining the plasma quasineutrality. The
magnitude of the jump is given by the expression (see, for
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example, Ref. [54])

Dj � Te

2e
ln

�
1

2p
mi

me

Te

miV 2

�
:

If the plasma flow rate is equal to the propagation velocity of
an ion-acoustic signal (see Section 7.2.2), then one arrives at

Dj � Te

2e
ln

�
1

2p
mi

me
te

�
1� 3

5
te

�ÿ1�
; �7:14�

where te � Te=Ti. Setting the ion mass number to A � 240,
and te � 2, we obtain Dj � 5:3Te=e.

Only the most energetic electrons from the `tail' of the
Maxwellian distribution over longitudinal velocities are able
to leave the plasma for the receiving plate. The energy needed
for overcoming the barrier of the electric potential is supplied
to the Langmuir layer owing to heat conductivity and to the
convective heat flux.

The energy flux of particles of the kind j � e; i is given by
the expression (see, for example, Ref. [50])

Sj � 1

2
mjnV

3 � 5

2
nVTj ÿ kj

dTj

dx
ÿ 4

3
ZjV

dV

dx
: �7:15�

In evaluating the electron heat flux, the first and last terms in
the right-hand side of Eqn (7.15) can be dropped. Equating
the electron energy flux Se to the energy lost by electrons
escaping to the receiving plate,S 0e � nV�eDj� Te�, we obtain
the second boundary condition:

ke
dTe

dx
� nV

�
eDjÿ 3

2
Te

�
� 0 ; �7:16�

where Dj is given by expression (7.14).
We shall see in Section 7.2.2 that the remaining boundary

condition for the velocity or its derivative exerts a decisive
influence on the character of the solution.

7.2.2 Shock waves and the spatial instability of supersonic
plasma flows. The behavior of a plasma flow moving along a
strong magnetic field is similar to that of a one-dimensional
flow of compressible gas. This is clear from the similarity of
the considered set of equations and the set of equations
describing the behavior of a gas flow (see, for example,
Ref. [55]). As is well known, the rate of a supersonic gas
flow drops spontaneously to a subsonic rate owing to the
origination of shock waves. Precisely in the same way, SWs
arise in plasma flows if their velocity exceeds the ion-acoustic
velocity. The results of calculations presented in Fig. 22 show
that the ion-acoustic velocity is indeed a threshold velocity for
the SW origin. When V0 < cs, the influence of dV0=dx
variations on the V�x� profile is extremely weak. Thus, the
dependences obtained for different signs of dV0=dx, but for
the same absolute value of this quantity, cannot be distin-
guished from each other in Fig. 22 (see curve 1). If V0 > cs, a
change in the sign of dV0=dx alters the character of the V�x�
dependence drastically. Thus, if dV0=dx < 0, an SW origi-
nates (curve 2), while when dV0=dx > 0, the velocity rises
sharply (curve 3) and the solution goes beyond the applic-
ability limits of the hydrodynamical approximation. The last
case will be further analyzed.

It should be noted that in the case of moderate rates of the
incoming flow, Vÿ cs 4 cs, the SW characteristic spatial

scale Dx is expressed as Dx � lics=�Vÿ cs�, where li is the
ion mean free path (see, for example, Ref. [55] and also
below). If Vÿ cs 5 cs, Dx is significantly superior to li. In
this case, the quite smooth transition of the supersonic plasma
flow to the subsonic flow can only arbitrarily be called an SW;
however, only such a transition can be described by the
equations of hydrodynamics.

The parameters of a flow that has passed through an SW
can be related, as in the case of ordinary gas, to the surging
flow parameters with the aid of ion mass, momentum, and
energy conservation laws:

n0V0 � n1V1 ; �7:17�

n0

�
V 2

0 �
Ti0 � Te

mi

�
� n1

�
V 2

1 �
Ti1 � Te

mi

�
; �7:18�

V 2
0 � 5

Ti0

mi
ÿ 2

Te

mi
lnV0 � V 2

1 � 5
Ti1

mi
ÿ 2

Te

mi
lnV1 : �7:19�

Here, account has been taken of the fact that at sufficiently
large distances from the SW and on both sides of it the flow
is uniform, the subscript 0 indicates values of quantities in
front of the SW, and the subscript 1 points to quantities
behind the SW. Owing to the high electron heat conductiv-
ity, the electron temperature is considered not to alter
within the SW boundaries. We also assume the electron
distribution function to be close to equilibrium oneÐto the
Boltzmann distribution function. In this case, the plasma
density jump in the SW will be accompanied by a jump in
the electric potential, Dj � �Te=e� ln �n1=n0�. The energy
spent by ions in overcoming the electric potential barrier is
given by the expression [see the last terms in both parts of
Eqn (7.19)]

A � Te

� x

dxV
dn

dx
� TenV ln

V0

V1
:

Relationships (7.17)±(7.19) are valid independently of the
values of V0 > cs, while the set of hydrodynamic equations
holds valid only if V0 ÿ cs 5 cs. Figure 23 demonstrates that
the hydrodynamical approximation provides good accuracy
for V0 values right up to V0 � �1:5ÿ2:0�cs.
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Figure 22. Plasma velocity profiles for V � cs: curve 1ÐV0=cs0� 0:9,
jdV0=dxj � 10ÿ2V00=L; curve 2ÐV0=cs0� 1:1, dV0=dx � ÿ10ÿ2V00=L,
and curve 3ÐV0=cs0 � 1:1, dV0=dx � 10ÿ2V00=L; V00 � �2Te=mi�1=2,
and L � 3 m.
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The dependences obtained in this approximation at
V0 � 1:5cs are presented in Fig. 24. The region of drastic
transition from the supersonic to the subsonic flowÐthe
SWÐstands out quite clearly in Fig. 24a. Figure 24b shows
that, as assumed above, the electron temperature within the
system boundaries varies little, while within the SW bound-
aries it is practically constant. The dependences plotted in
Fig. 24 were obtained at dV0=dx � ÿ102V00=L.

If dV0=dx > 0, the spatial structure of the solutions to
hydrodynamic equations differs drastically from the structure
represented by curves 2 in Figs 22 and 24c. When
dV0=dx > 0, both the plasma flow rate and the ion tempera-
ture increase downstream (see curve 3 in Fig. 22). The
characteristic spatial scale of the solution reduces in the
same direction. As a result, the hydrodynamical approxima-
tion is violated at a relatively small distance from the
entrance.

We shall try to clarify the meaning of the results obtained.
Integrating equation (7.15) over x, we obtain

minV
2 � pÿ 4

3
Zi

dV

dx
� const : �7:20�

In accordance with the applicability condition of the
hydrodynamical approximation, the velocity difference
Vÿ cs � dV will be considered small compared to the
velocity of sound, cs. We the aid of equations (7.8) and

(7.13), we represent the plasma pressure in the form

p � p0 ÿmin0c
2
s0

dV
V0
� 20

9

�
1� 9

20
te

�
n0Ti0

�
dV
V0

�2

ÿ 4

9

ki0Ti0

V 2
0

d

dx
dV ; �7:21�

where te � Te=Ti0.
In formula (7.21), terms that are quadratic in the small

quantity dV=V0 are taken into account, since when the
difference V0 ÿ cs is small, weak dissipative and nonlinear
effects become essential. The quantity Te is considered
constant (see above). The source is assumed to be situated at
x � ÿ1, where the plasma flow is uniform. Under this
condition, equation (7.20) reduces to the form

�dV�2 � a�V0 ÿ cs� dVÿ b
d

dx
dV � 0 ; �7:22�

where

a � 3

2
g ; b � Zi; eff g

min0
; g � 1� 3te=5

1� 9te=20
;

Zi; eff � Zi0 �
1

5

miki0
1� 3te=5

:

Equation (7.22) has a solution describing a stationary SW
in an infinite spatial interval (see, for example, Ref. [55]):

dV � ÿDV
2

�
1� tanh

x

Dx

�
; �7:23�

where the x-coordinate is reckoned from the SW center (the
point at which the value of jdV=dxj is maximum), and

DV � 3

2
�V0 ÿ cs� g ; Dx � 4

3

Zi; eff
min0

1

V0 ÿ cs
:

The expression V�x� � V0 � dV�x�, where dV�x� is
determined by formula (7.23), describes the transition of the
flow rate from its initial value V0 to the final value
V1 � V0 ÿ DV :

V �
V0 ÿ DV exp

2x

Dx
; x! ÿ1 ;

V1 � DV exp

�
ÿ 2x

Dx

�
; x!1 :

8>><>>: �7:24�
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Figure 23. The rate of plasma flow abandoning the SW vs. the incoming

flow rate: curve 1Ðcalculation based on conservation laws, and curve

2Ðcalculation with the aid of hydrodynamical equations.
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In accordance with expression (7.23), (7.24), in the region
x < 0 there is a uniform flow, upon which a small perturba-
tion increasing downstream is imposed. When the perturba-
tion amplitude becomes comparable to the difference Vÿ cs,
nonlinear effects, restricting the perturbation, come into
actionÐan SW arises.

For this solution to be applicable in the case of systems
of a finite length, it is necessary for the plasma flow to slow
down at the entrance to the system �ddV=dx < 0�. The slow-
down may be caused by friction on neutral atoms. For this
purpose, it is also possible to use a wire lattice. The distance
between the source of perturbation at the entrance and the
SW (the region of the largest velocity gradient) depends
logarithmically on the amplitude of the initial perturbation,
/ ln �V0=jdV0j� (Fig. 25). The smaller the value of jdV=dxj at
the entrance to the system, the farther the SW is from the
entrance. In sufficiently short systems, the SW will have no
time to originate and the perturbation will depend exponen-
tially on the coordinate.

The spatial dependence of dV can be determined for its
small values from equations (7.20), (7.22) by their lineariza-
tion over small perturbations. Such an approach leads to the
following result (compare with formulas (7.24) in the region
x < 0):

V�x� � V0 � C exp
2x

Dx
; �7:25�

where C is an arbitrary constant, and Dx � 2l1 (see
Section 7.2.1).

When C � ÿDV, expression (7.25) coincides with the
solution of equation (7.22) describing SW in the region
x < 0, jxj4Dx.

We shall now clarify the meaning of solution (7.25) for
C > 0. It describes a plasma flow, the rate of which increases
downstream (see curve 3 in Fig. 22). The plasma flow
considered is close to adiabatic one (see above) under the
applicability condition of the hydrodynamical approxima-
tion, and acceleration is achieved mainly by the downstream
drop in the plasma pressure. However, the influence of
viscosity turns out to be decisive in this processÐ the energy
flux is maintained constant precisely owing to viscosity. The
term that takes viscosity into account in expression (7.15) is
negative when dV=dx > 0, and it describes the upstream
energy transfer. Momentum transfer in the same direction is

also due to viscosity. Such a motion, corresponding to the
sign of C > 0 in formula (7.25), requires the maintenance of
specific conditions at the receiving plate, and such motion is
apparently difficult to realize. The case of C < 0, when
formula (7.25) describes an exponentially rising SW precur-
sor, is more realistic. We also note that, when dV=dx > 0, as
the flow accelerates the characteristic scale of velocity
variation decreases (see Fig. 22), and the solution rapidly
goes beyond the limits of the hydrodynamical approximation.

There are numerous examples in physics showing that
stationary perturbations exponentially decrease with the
distance from a certain body that constitutes their source. In
this case, the term `spatial instability' is inappropriate in spite
of the exponential increase in perturbations as their source is
approached. In the problem we are interested in, such a
situation arises if dV=dxjx�0 > 0, when the exponential
downstream increase in perturbations is due to energy being
pumped into the plasma at the receiving plate (see above).
However, if dV=dxjx�0 < 0, the receiving plate is passive,
while the region of exponential growth of perturbations is
restricted by the SW which is itself `attached' to the source of
perturbations at the entrance to the system.

The analysis performed shows that if the plasma flow rate
at the entrance to the system is significantly higher than the
velocity of sound, then, upon covering a small distance, the
flow becomes subsonic owing to the formation of an SW.
Meanwhile, as shown in Section 7.1, the spatial instability of
subsonic flows leads to their transverse stratification. It is well
known that stratified flows are not stable relative to the setup
of eigen-oscillations.

Thus, we arrive at the conclusion that a plasma flow will
be laminar if its velocity at the entrance to the system is a little
superior to the velocity of sound. Then, an SW will not have
time to originate within the limits of the system, and the flow
rate will change insignificantly under the action of long-
itudinal viscosity and heat conductivity.

8. Conclusion

For SNF plasma processing, it is necessary to ionize it, to
separate NA ions from NF ions, and, finally, to accumulate
them at different collectors. From experiments on ICR
isotope separation, it follows that the problems of creating a
plasma of the metals making up the main part of SNF matter
and of ion collection can, in principle, be resolved.

In the present article, it is shown how specific features of
the mass distribution of SNF elements affect the separation
process of NA ions from NF ions. The parameters of the
devices required for this purpose are conventional for a
modern plasma experiment. This conclusion is made under
the assumption of a sufficiently small fraction of doubly
charged ions in the SNF plasma, which is in agreement with
the results of experiments on ICR isotope separation.
Naturally, applying the results of these experiments as a
base does not deliver one from the necessity of theoretical
and experimental investigation of the processes of SNF
plasma formation, including control of the charge multi-
plicity of ions and their collection. The theoretical results
presented in this article also require experimental confirma-
tion. SNFmatter is radioactive, so all manipulation of it must
be remote. In spite of the fact that implementation of the idea
of plasma processing requires a large volume of technical
development work and physical investigations, the stimulus
for realizing this idea is the possibility of significantly
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Figure 25. SW position vs. condition on the boundary.
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reducing the amount of detrimental waste from that produced
in chemical processing.
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Amendment to Russian edition

When analyzing the spatial structure of plasma flows in
Section 7, we introduced the notion of spatial instability. It
is applied to static perturbations that increase downstream
along the flow. The legitimacy of using this term may be
validated considering static perturbations as the limits for
exponentially varying in time perturbations / exp �ÿiot�
when o! 0. A method is known [see, for example,
A I Akhiezer et al. Elektrodinamika Plazmy (Plasma Electro-
dynamics) (Moscow: Nauka, 1974)] that permits, when
o 6� 0, separating the instability phenomenon from the so-
called opacity of oscillations. In the latter case, the down-
stream increase in perturbations along the flow is not due to
their enhancement upon excitation at the entrance to the
system, but to a weakening in the opposite direction, when
their excitation occurs at the exit of the system. The examples
of `spatial instability' presented in Section 7 are precisely of
the latter kind.

Thus, the plasma flow along a magnetic field was
considered in Section 7.1 taking into account the transverse
ion viscosity and heat conductivity. If the flow rate V is small
compared to the velocity of sound Vs, then the ion heat
conductivity in the case of the perturbations dealt with is
insignificant, and, for simplicity, they can be considered to be
isothermic. Here, the frequency dependence of the long-
itudinal wavenumber of oscillations assumes the form

k��o� � ÿ�o� iw=2�V� i�w 2V 2=4ÿ iowV 2
s ÿ o2V 2

s �1=2
V 2

s ÿ V 2
;

where the quantity w accounts for the transverse viscosity
coefficient w � mk 2

?, m is the kinematic viscosity coefficient,
and k? is the transverse wavenumber.

From the expression for the longitudinal wavenumber k�,
it follows that, as g!1, the spatial dependence of perturba-
tions takes the form

~V� / exp
ÿ
ik��o�x

� � exp

�
g

�Vs ÿ V
x

�
:

Thus, in the case dealt with in Section 7.1 �Vs > V�, in
accordance with the known criterion, perturbations ~V�
decreasing downstream along the flow must be excited at the
entrance to the system (small values of x), whereas the rising
~Vÿ are excited at the exit (large x values). In the static limit
�o! 0�, precisely the latter increase along the plasma flow:

~Vÿ / exp

�
wV

V 2
s ÿ V 2

x

�
;

and, consequently, are due to `opacity'.

Similar results can also be obtained for the `precursor' of a
shock wave considered in Section 7.2.

Hence, the phenomena called spatial instability in Sec-
tion 7 are actually caused by `opacity'.
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