
Abstract. Methods for and the results of the computer simula-
tion of liquid metals are reviewed. Two basic methods, classical
molecular dynamics with known interparticle potentials and the
ab initio method, are considered. Most attention is given to the
simulated results obtained using the embedded atom model
(EAM). The thermodynamic, structural, and diffusion proper-
ties of liquid metal models under normal and extreme (shock)
pressure conditions are considered. Liquid-metal simulated
results for the Groups I ± IV elements, a number of transition
metals, and some binary systems (Fe ±C, Fe ± S) are examined.
Possibilities for the simulation to account for the thermal con-
tribution of delocalized electrons to energy and pressure are
considered. Solidification features of supercooled metals are
also discussed.

1. Introduction

The history of computer simulation modeling at the atomic
level dates back to the 1940s when the first computers were
created. However, a very strong impetus for the rapid
development of research in this area was given in the 1950s
by the advent of the Monte Carlo (MC) simulation method
(N Metropolis, A and M Rosenbluth, A and E Teller [1],
1953)1 and the invention of themolecular dynamics technique
(B Alder and T Wainwright [3], 1957). The authors utilized
various forms of pair potentials of interparticle interaction.
The first computer models were rather small (e.g., 32 particles
in the basic cube with periodic boundary conditions) and the
interaction potentials rather simple (Lennard-Jones poten-
tial, hard-sphere and power potentials). Since then, this line of
computer simulation research has been making rapid pro-
gress parallel to computer performance enhancement, and the
size of up-to-date models amounts to many millions of
particles [4]. Classical molecular dynamics (MD) became the
principal method of simulation [5±8].

Another approach to computer simulation of condensed
matter was proposed much later based on quantum-mechan-
ical calculations. The combination of quantum-mechanical
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calculations and theMDmethod (RCar andMParrinello [9])
made it possible to construct atomic models without tapping
specified potentials, because the interparticle forces are
calculated from first principles, or ab initio. However, such
models have thus far been small, containing a few dozen
atoms. This method allows, inter alia, approximating inter-
particle forces by analytical expressions through data proces-
sing for a series of atomicmodels; potentials found in this way
can then be used in the framework of MD.

MD simulation of crystalline and liquid (amorphous)
metals has some peculiarities. In the case of crystals, it is
important to determine a wide spectrum of structure-related
properties, such as phase transition energy and energy of
lattice defect formation, elasticity, and surface properties of
differently oriented facets. Usually, good agreement between
calculated and experimentally found properties is achieved at
a certain temperature, e.g., absolute zero, but it may be absent
at different temperatures. In the simulation of a liquid
(isotropic) metal, the number of properties being considered
is usually smaller (density, energy, bulk compression mod-
ulus, self-diffusion coefficient), but it is desirable that
agreement between theory and experiment be obtained for a
wide range of temperatures and pressures.

High-quality interparticle interaction potentials are espe-
cially needed to simulate melting and crystallization phenom-
ena, when they must equally well describe solid and liquid
phases.

The present review is focused on the problems of computer
simulation of liquid metals in an equilibrium state. However,
rapid changes in parameters are likely to make a system
strongly nonequilibrium. Such situations happen when short
(femto- or picosecond) laser pulses are incident on a medium
or when fast-moving particles produce radiation damage
tracks along their paths [10]. In this case, the electron
subsystem falls out of equilibrium with the ionic subsystem.
Such states may be characterized by two different tempera-
tures: those of electrons and ions, the former being much
higher than the latter. The two temperatures are equalized
through time. A distinctive feature of this process is that
electron temperature determines the effective interatomic
potential and, thereby, the properties of the metal itself. The
authors of Refs [11, 12] considered peculiarities of MD
simulation in such a nonequilibrium system and proposed
interparticle interaction potentials calculated from data
obtained by the ab initio method. By way of example, the
dependence of the melting point of gold on electronic
temperature was revealed, and the laser ablation of gold and
the deceleration of xenon atoms in uranium were investi-
gated.

2. Methods of simulation

2.1. Interparticle interaction potentials
Computer calculations by the MD and MC methods do not
take much time if interparticle interactions are described by
the respective analytical or tabulated potentials. An ordinary
desktop computer can be used unproblematically to work
with models containing tens of thousands of particles. A
parallel computing technique is needed to work with models
involving over hundreds of thousands of particles. However,
such large models are necessary only to solve specific
problems, like those of elucidation of phase transition
mechanisms, studying extended objects, e.g. dislocations in

crystals, and fast particle tracks inmatter, etc. The error in the
calculation of properties, attributable to periodic boundary
conditions, is on the order of 1=N, where N is the number of
particles in the model [13]. For this reason, the thermo-
dynamic, structural, and diffusion properties of a liquid
metal can be calculated using a model containing a few
thousand particles in the basic cell.

Historically, pairwise potentials were the first to be used in
simulating liquids. The most popular Lennard-Jones poten-
tial (or 6±12 potential) was successfully applied to simulate
liquid argon. However, the utilization of this and other pair
potentials for simulating metals is limited, even if they can
generate models with a structure very similar to the real one.
The structure of liquids is described by correlation functions
of different orders, and diffraction studies make it possible to
obtain pair correlation functions (PCFs) of a real metal. The
theory of liquids predicts that there is always a pair
interaction potential allowing the construction of a model of
a liquid with a known (real) PCF [14, 15]. Algorithms for this
purpose were developed in Refs [16±19]. In the reverse MC
method, the agreement between model and real PCF is
achieved by virtue of a series of minor atomic displacements
in the static model; in this case, such displacements are chosen
that decrease the difference between two PCFs. In the
algorithms proposed by Schommers [16, 17] and Reatto et
al. [18], the pairwise potential itself is varied according to
definite rules. The resulting potential in the form of a table
generates the prearranged PCF with a desired degree of
accuracy.

The Schommers algorithm is as follows. Suppose a
diffraction experiment yields a pair correlation function
g0�r� of a single-component liquid having real density n0. It
is necessary to calculate such pair potential j�r� that would
generate the preassigned PCF g0�r� in simulation by the MD
method. Let a certain bare potential generate a model with
PCF j1�r� when a model of a liquid with density n0 is
constructed by the MD method. As a rule, g1�r� 6� g0�r�.
Therefore, correction Dj�r� for the potential is needed to
improve the agreement between model and diffraction PCF.
It may be chosen in the form Dj1�r� � akBT ln �g1�r�=g0�r��,
where a > 0 is the damping factor found empirically, kB is the
Boltzmann constant, and T is the temperature of the liquid.
Indeed, the correction will be positive over distance intervals
where g1�r� > g0�r�, the potential has to increase and PCF
decrease (the higher the potential, the smaller the probability
of meeting a neighbor). Conversely, for g1�r� < g0�r�, the
correction will be negative, the potential has to decrease, and
PCF increase. Then, a new model of a liquid with the pair
potential j2�r� � j1�r� � Dj1�r� should be constructed. It
will give new PCF g2�r� closer to g0�r� than a correlation
function g1�r�. A new correction for the potential, Dj2�r� �
akBT ln �g2�r�=g0�r��, should be calculated, and so forth.
Given reasonable model densities, this iteration procedure
leads to the pairwise potential being sought. Iterations
must continue till the PCF of the model is close enough
to g0�r�.

Usually, a few dozen such iterations are needed to have
the standard deviation between a model PCF and a diffrac-
tion PCF below 0.01. These two PCFs are visually indis-
tinguishable. There is no sense in striving to achieve a smaller
deviation, because an error in the calculation of the diffrac-
tion PCF by the Fourier transform of the structure factor
exceeds 0.01. The Schommers procedure does not yield a
good result if the densities of the model and real liquids are
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different. Moreover, this procedure is suitable only if the
temperature is not too low for the models of liquids with real
density, the structure of which (i.e. PCF) is determined solely
by the j�r�=kBT ratio. At low temperatures, when the
j�r�=kBT ratio becomes not too small at certain distances r,
the system undergoes transition to the amorphous state, and
the Schommers algorithm turns out to be inapplicable,
because the structure no longer depends on j�r�=kBT as
T! 0 and is determined by the force function b dj�r�=dr,
where b is any positive number [20]. The height of the first
PCF peak near 3.5±4 forms the provisional boundary
between the liquid and solid (amorphous) states. At higher
PCF peaks (i.e., at a higher degree of structure ordering), the
Schommers algorithm ceases to yield good results; moreover,
difficulties emerge with the solution of equations of the
statistical theory of liquids (Born±Green±Bogoliubov, Orn-
stein±Zernike, Percus±Yevick equations), sometimes result-
ing in nonphysical solutions. The authors of Refs [20±23]
proposed algorithms for simulating the amorphous phase as
T! 0 with a given PCF (`delta-algorithm' and `comparison
of coordination numbers algorithm'). The results of recovery
of force functions based on these algorithms are also
inconsistent and depend on the choice of the bare potential.

Importantly, the Schommers algorithm is a versatile
procedure, i.e., different bare potentials may give rise to
different pair interaction potentials generating practically
identical PCFs [20, 24]. For example, the PCF of a liquid
does not change if the potential generating this correlation
function is supplemented by a potential that generates a
similar PCF of the amorphous phase at absolute zero.

The Schommers algorithm is both simple and reliable,
because it guarantees obtaining the proper pair potential,
given the density is specified correctly. The difference between
algorithms [16, 17] and [18] is insignificant due to the
aforementioned ambiguity of the solution to the problem of
reconstructing a pairwise potential from the known PCF.
Therefore, it makes no sense to argue which algorithm is
better.

Pair interaction potentials can be derived based on
pseudopotential calculations [25]. This approach was popu-
lar in the 1950s±1960s. An effective pair potential (`pseudo-
potential') is defined by the formula [25]

j�r� � V

p 2N

�1
0

F�q� sin qr
qr

q 2 dq : �1�

Here,N is the number of particles in volumeV, and F�q� is the
characteristic function dependent on the Fourier transform of
the metal ion pseudopotential. Both first principle and model
(parametrized) pseudopotentials are involved in concrete
calculations.

Pairwise potentials were extensively used in studies of the
static and dynamic properties of liquid metals in the frame-
work of the theory of liquids [5, 13, 26±30]. It is possible to
obtain good data on the static and dynamic structure and
viscous and diffusion properties of a liquid in the context of
pair interparticle interaction. These properties are sensitive to
the short-range part of the potential.

The limited scope of this review makes impossible a
detailed consideration of voluminous data on the computer
simulation modeling of liquid metals in the framework of
pairwise interaction. However, one thing is perfectly clear: a
serious drawback of pair potentials is that the thermody-
namic properties of model metals (pressure, energy) with a
correct structure do not agree with experimental findings.

Hence, there is a necessity to step beyond the pair potential
paradigm and design rational many-particle potentials.

At present, the embedded atom model (EAM) proposed
to describe crystalline metals at temperatures near absolute
zero is widely employed to numerically simulatemetals [6, 31±
37]. The EAM takes advantage of collective interactions. The
metal potential energy is expressed in the form

U �
X
i

F�ri� �
X
i<j

j�ri j� : �2�

Here, F�ri� is the `embedding potential' of the ith atom
depending on `effective electron density' r in the region
where the center of the atom is localized, and the second
sum contains the usual pair potential j�r�. Effective electron
density created at the point where a given atom resides by the
surrounding atoms is found from formula ri �

P
j c�ri j�,

where c�ri j� is the contribution of a jth neighbor to electron
density. It was supposed in earlier work using EAM
potentials that the effective electron density is a real density
and can be calculated, for instance, from the tables of electron
wave functions of free atoms. However, later authors ceased
to ascribe such a literal sense to F�r� and c�r� functions and
began to consider EAM potentials as a sensible mathematical
construction. The form of potential (2) is convenient in that
the contribution from the embedding potential to the
interparticle forces, similar to the pairwise contribution,
looks like the sum over atomic pairs and is easy to calculate.

As a result, three adjustable functions, F�r�, j�r�, and
c�r�, are tapped, which opens up wide opportunities for
correlating calculated properties and experimental findings.
The choice among these functions is ambivalent. Their
transformations by formulas

r ��r� ! ar�r� ; F�r� ! F
�
r �

a

�
and=or F ��r� ! F�r��br ; j ��r� ! j�r�ÿ2br�r� �3�

do not change the magnitude of forces acting on the particles.
In the case of crystals, where the set of the nearest-neighbor
interatomic distances in equilibrium is not too large, it is
possible to accurately adjust density, energy, elastic con-
stants, vacancy formation energy, surface properties, and so
forth to the experimental data and arrive at the correct
relative stability of various crystallographic modifications of
a given metal. Computer simulation with the EAM potential
makes it possible to use such software packages as large-scale
atomic/molecular massively parallel simulator (LAMMPS)
[38]. Modifications of the original EAM scheme were also
proposed [36, 39±43], taking into account the directionality of
chemical bonds and permitting widening the range of metals
adequately described by the EAM scheme. A disadvantage of
EAM potentials is the large number of their parameters
(normally, up to twenty).

The EAM scheme allows generalization to the case of
binary metallic systems. EAM potentials are deemed `trans-
ferable'; in other words, their application can be extended
(following definite rules) to solutions or even compounds.
What is only needed is to determine additional pairwise
potentials for pairs of different atoms.

Thus far, it is unclear if EAM potentials are accurate
enough to describe metallic behavior in wide temperature
ranges. Table 1 lists properties of crystalline Al, Cu, and Fe
calculated by the MD method on the assumption of real
density, choosing EAM potentials in accordance with metal
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properties at T � 0. At temperatures close to the melting
point Tm, the calculated pressure values are on the order of
0.1±1.0 GPa, even though the real pressure is practically zero
on the atomic scale. Given that model and real energies
coincide at T � 0, the latter must be lower than the former
for T > 0, because real thermal capacity at low temperatures
tends to vanish, while that of the model is close to 3R (molar
gas constant R � 8:314 J molÿ1 Kÿ1). However, some data
from Table 1 are in conflict with this inference. The difference
between model and real energies at usual temperatures may
reach a few kJ molÿ1.

Moreover, potentials intended to describe the crystalline
phase do not always yield good results in numerical simula-
tions of just liquid metals. In the case of the real density of a
liquid metal at temperatures close to the melting point, model
pressure may substantially differ from zero (a few GPa).
Accordingly, the density of liquid at zero pressuremay deviate
from the real one by several percent, whereas the difference
between the respective energies reaches a few kJ molÿ1.

The choice of the shape of the EAM potential and its
parameters is possible taking advantage of quantum-mechan-
ical methods. These methods [realized, for instance, in
Gaussian-9, Vienna ab initio simulation package (VASP), or
Spanish initiative for electronic simulation with thousands of
atoms (SIESTA)] make it possible to calculate forces acting
on each particle in the model of a liquid or amorphous metal.
Wave functions of collective electrons are described, for
example, by a set of plane waves; thereafter, coefficients of
expansion in these waves are calculated, and the total forces
acting on each atom are found by using the Hellmann±
Feynman theorem. Given that all interparticle distances in a
model and the forces acting on each atom are known,
functions entering the EAM potential expression can be
selected (the force matching method). The PotFit package
may serve as an example implementing such a possibility [47].

Attempts have been undertaken as well to select a
potential fairly well describing both crystalline and liquid
metals. In Refs [46, 48], parameters of the EAM potential for
iron were selected based not only on crystalline properties but
also on the PCF of liquid iron at temperatures close to the
melting point; also, the Born±Green±Bogoliubov equation
was applied. In the simulation of liquid iron (T � 1820 K)

with the EAMpotential fromRef. [46], the resulting PCFwas
close to the real one, but the energy remained different from
the experimental values (see Table 1).

As a rule, the currently available EAM potentials do not
usually allow simultaneously describing both the crystalline
and liquid phases of a metal. Therefore, it is important to
develop EAMpotentials specially for the description of liquid
metals (see Table 1).

EAM potentials in the form of expression (2) do not
explicitly contain the angles between the chemical bonds and
are suitable for systems in which the contribution from
directed (valence) bonds is either absent or very small.
Therefore, these potentials cannot be used to describe
systems dominated by valence interactions. Modifications of
the initial EAM scheme take account of the bond directivity
[36, 39±43]. For such systems, many-particle potentials that
explicitly include the valence angles have been applied, e.g.,
Stillinger's and Weber's [49] or Tersoff's [50] three-particle
potentials for carbon, germanium, and silicon. The linear
combination of the EAM potential (2) and three-particle
potentials can be appropriate for simulating systems like
Au±Si and Au±Ge [42], the parameters of such a hybrid
potential being clarified by the ab initio method. In these
systems, the contribution of the metallic bonding remains
essential.

C, Si, As, and P systems with the predominance of valence
bonding make a world of difference due to the absence of a
contribution from themetallic bonding at usual densities. The
interest in such liquids arises, inter alia, from the fact that they
exhibit structural liquid-to-liquid transitions in which the
structure itself changes abruptly over a rather narrow density
range. Such structural transition in liquid phosphorus
(associated with a concurrent density jump) was, for exam-
ple, revealed by theX-ray scattering technique at a pressure of
about 1 GPa and temperatures of 1323±1348 K [51]. Ab initio
MD calculations showed that such a transition leads to
polymerization of molecules with preserved covalent bond-
ing [52]. Such a transformation can hardly be regarded as a
first-order phase transition; for my part, I do not believe it, at
least till someone demonstrates two layers of liquid phos-
phorus of different densities in equilibrium. EAM potentials
are hardly applicable to the structural description of such
systems.

2.2 Form of the potential in the embedded atom model
and the choice of its parameters
The shape of EAM embedding potentials varies. For
example, the authors of Ref. [53] chose potential functions
for six metals (Cu, Ag, Au, Nb, Ta, V) in the simple form
j�r� � A1�rc1 ÿ r� exp �ÿc1r�, c�r��A2�rc2 ÿ r� exp �ÿc2r�,
F�r��Dr ln r, where A1�2�, rc1�2�, c1�2�, and D are the
parameters. Here, there are only 7 parameters that can be
selected based on the known crystal properties at T � 0.
These potentials fairly well describe the metal properties
for T � 0; however, some of them stop working as the
temperature rises. For example, the bcc-lattice in a niobium
model breaks down even atT � 500 K, and that of vanadium
at T � 800ÿ1000 K.

The presence of the embedding potentialF�r� in an EAM
potential accounts for the additional contribution to the pair
force between i and j atoms:

F EAM
i j � ÿ

�
qFi

qr

����
ri

� qFj

qr

����
rj

�
qc
qr

����
ri j

: �4�

Table 1. Properties of crystalline metals calculated using the EAM

potential.�

Metal Structure�� T, K d,
g cmÿ3

p,
GPa
(¦¡®)

ÿU, kJ molÿ1

¦¡® Experi-
ment

Poten-
tial

Al
Al
Al
Al
Cu
Cu
Cu
Cu
Fe
Fe
Fe
Fe

fcc
fcc
fcc

liquid
fcc
fcc
fcc

liquid
bcc
bcc
bcc

liquid

0
298
873
943
0
298
1073
1423
0
300
1820
1820

2.719
2.700
2.585
2.370
8.990
8.920
8.518
7.969
7.968
7.874
7.299
7.013

0.00
0.23
ÿ0.26
0.32
0.00
1.66
1.11
1.57
0

ÿ1.66
ÿ0.99
ÿ0.38

ÿ324.2
ÿ316.8
ÿ300.8
ÿ288.8
ÿ341.6
ÿ334.1
ÿ313.7
ÿ292.0
ÿ397.7
ÿ389.6
ÿ344.7
ÿ330.4

ÿ324.2
ÿ323.8
ÿ307.1
ÿ286.4
ÿ341.6
ÿ331.2
ÿ310.3
ÿ286.6
ÿ416.4
ÿ411.5
ÿ353.0
ÿ339.2

[44]
[44]
[44]
[44]
[45]
[45]
[45]
[45]
[46]
[46]
[46]
[46]

� T ì temperature, dìmodel density, pìpressure, and Uìinternal
energy.
�� fccì face-centered cubic, and bccìbody-centered cubic.
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The derivative qc=qr is negative in the sense of the c�r�
function, because the effective electron density created by an
atom must decrease with distance. The derivative dF=dr
usually changes the minus sign to plus as r grows. Were the
value of r identical in all atoms of amodel, the additional pair
force would have the form F EAM

i j �ÿ2�dF=dr��dc=dr�. If
dF=dr � 0 for all the atoms at a certain r value, the effective
force F EAM

i j disappears, and the behavior of the system is
determined by the pair force fi j � ÿdj�r�=dr alone. There-
fore, it is convenient to choose the embedding potential for a
liquid in such a form at which the derivative dF=dr
disappears at temperatures close to Tm. The present author
takes advantage of the following form for the embedding
potential in his work:

c�r� � p1 exp �ÿp2r� ; �5�
F�r� � a1 � c1�rÿ r0�2 for r1 4r4r8 ; �6�

F�r� � ai � bi�rÿ riÿ1� � ci�rÿ riÿ1�2
for ri 4r4riÿ1 ; i � 2; 3; 4; 5; �7�

F�r���a6 � b6�rÿ r5� � c6�rÿ r5�2
�� 2r

r5
ÿ
�

r
r5

�2�
for r4r5 ; �8�

F�r� � a9 � b9�rÿ r8� � c9�rÿ r8�m
for r8 4r4r9 ; �9�

F�r��a10�b10�rÿr9� � c10�rÿr9�n for r > r9 ; �10�

with r0 � 1; at r � ri, functions F�r� and dF=dr are
continuous. The values of ri increase in the order
r5 < r4 < r3 < r2 < r1 < r0 < r8 < r9. If for all atoms
r � r0, then dF=dr � 0, and the structure depends only on
the pair contribution to the potential. This contribution can
be calculated, say, with the help of the Schommers algorithm.
The number of r-axis divisions at the intercept 0 < r < r0
can be either greater or smaller than five. As a result, the
embedding potential is determined by parameters p1, p2, a1,
c1ÿc10, r1ÿr9,m, n, which, in principle, allow adjusting such
properties of liquids as density, potential energy (atomization
energy), and bulk compression modulus to experimental

values. Parameters a2ÿa10 and b2ÿb10 are deduced from the
continuity conditions for F�r� and dF=dr. Expressions (6)±
(8) are used to simulate states with normal or reduced density,
and expressions (9), (10) to simulate states with enhanced
density, e.g., under shock compression.

An advantage of choosing the embedding potential in the
form (5)±(10) consists in the fact that the energy of the models
is possible to change by simple variation of parameter a1, and
the bulk compression modulus by varying parameter c2. The
remaining parameters are selected from the temperature
dependence of liquid metal density or (at high pressures)
taking into account the form of the shock Hugoniot. In the
end, it is possible to attain the accurate description of the
properties of a liquid metal at temperatures close to the
melting point Tm (Table 2).

The key issue as regards EAM potentials is their applic-
ability at elevated temperatures, including high enough ones
(e.g., under conditions of shock compression). In shock
experiments with metals, a shock wave passes through a
specimen several millimeters in width with a speed of a few
kilometers per second. Transit time equals� 10ÿ6 s, i.e., long
enough to consider states behind the wave front to be
practically equilibrated and resort to ordinary thermody-
namics when describing them. The potentials themselves do
not contain temperature explicitly; therefore, their adequacy
is amatter of their proper shapes. However, this question thus
far remains open. Most researchers simulating the crystalline
phases show little concern about temperature effects; this
accounts for the fact that most data on the influence of
temperature on the properties of matter come from liquid
metal studies.

In this context, alkali metals well known as heat carriers
appear to be most suited. These metals reside in the liquid
state between 1500 and 2000 K. When the parameters of an
EAM potential are deduced from the known temperature
dependence of metal density along the crystal±liquid equili-
brium line, the model energy is systematically underestimated
at temperatures above 1000 K in comparison with the true
energy of the given metal [54±56], and the heat capacity of the
model proves to be lower than the real heat capacity of the
metal. This can be explained (at least partly) by the
contribution from electron thermal capacity.

Table 2. Properties of liquid metals near Tm obtained by the MD method with the use of the EAM potential.�

Metal T, K d, g cmÿ3 p, GPa
(¦¡®)

Rg U, kJ molÿ1 KT, GPa D� 105, cm2 sÿ1

¦¡® EeT EAM� EeT Experi-
ment

¦¡® Experi-
ment

¦¡® Experi-
ment

Li
Na
K
Rb
Cs
Cu
Ag
Zn
Hg
Al
Ga
Sn
Pb
Bi

463
378
343
313
323
1423
1273
723
293
943
293
523
613
573

0.5139
0.9239
0.8278
1.4785
1.8237
7.978
9.261
6.546
13.55
2.37
6.10
6.93
10.67
10.04

0.014
ÿ0.019
0.005
ÿ0.0045
0.007
0.000
0.054
ÿ0.008
0.009
0.321
� 0

ÿ0.010
ÿ0.008
0.002

0.033
0.017
0.028
0.018
0.031
0.022
0.027
0.029
0.033
0.067
0.018
0.041
0.032
0.018

ÿ145.87
ÿ96.03
ÿ79.00
ÿ72.47
ÿ65.89
ÿ287.7
ÿ239.77
ÿ103.80
ÿ55.28
ÿ288.80
ÿ265.24
ÿ288.55
ÿ175.41
ÿ182.04

0.048
0.030
0.024
0.008
0.017
0.524
0.535
0.171
� 0

0.388
� 0

0.131
0.222
0.220

ÿ145.4
ÿ96.00
ÿ78.76
ÿ72.46
ÿ65.87
ÿ287.2
ÿ239.2
ÿ103.6
ÿ55.28
ÿ288.8
ÿ265.2
ÿ288.42
ÿ175.19
ÿ181.82

ÿ145.6
ÿ96.00
ÿ79.09
ÿ72.35
ÿ65.97
ÿ287.8
ÿ239.7
ÿ103.6
ÿ55.32
ÿ286.4
ÿ265.2
ÿ288.56
ÿ175.45
ÿ182.06

9.90
5.20
2.66
2.05
1.87
75� 6

53.8
41.5
25.3
33.4
48.3
36.6
29.5
23.2

9.55
5.18
2.74
2.07
1.40
69.0
53.8
41.8
24.9
41.7
48.1
36.6
29.6
22.8

9.82
4.53
4.92
3.23
2.39
3.58
3.45
3.39
1.02
3.56
1.23
2.09
2.15
3.73

7.34
4.32
4.02

3.91, 2.69
2.41

4.70, 4.63
2.80
2.43

1.42 ë 1.72
ì
1.56

2.40 ë 2.60
1.14 ë 2.36

2.03

� Rg ìdiscrepancy between PCF of model and real metal, U (EAM)ìmodel internal energy, EeT ìelectron energy calculated by formula (11), and
KT ìisothermal bulk compression modulus.
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When taking account of the heat energy of collective
electrons, one should bear in mind that it enters the total
energy of a metal but has no effect on particle±particle
interaction and takes no part in the EAM scheme, being a
kinetic contribution similar to the energy of atomic thermal
motion.For the purpose ofMDsimulation, this energy should
be subtracted from the total energy of the metal [54±56].

Thermal electron energy can be calculated using two
equations of statistical mechanics governing the number of
collective electrons Nel and their energy Eel:

Nel � C

�1
0

e 1=2 de
1� exp ��eÿ m�=kBT � ;

Eel � C

�1
0

e 3=2 de
1� exp ��eÿ m�=kBT �� :

�11�

Here, m is the electron chemical potential. In the free-electron
model, coefficient C � 4p�2m�3=2V=h 3, where m is the
electron mass, V is the metal volume, and h is the Planck
constant. Equations (11) are usually well satisfied for simple
liquid metals with the isotropic structure. By specifying Nel,
V, and T in the first equation, one can find m, and, then, Eel is
found from the second equation.

Analysis of the results on shock compression are usually
performed by amethod in which the heat capacity of matter is
assumed to equal 3R, and the Gr�uneisen coefficient g �
�V=CV��qp=qT �V (CV is the heat capacity, p is the pressure)
is considered to depend only on the volume [57]. Electron
contributions to energy and pressure are disregarded in such
analysis. In what follows, this calculation method will be
referred to as `standard'. In the case of shock compression,
the electron energy should be counted off from the initial
compression temperature (usually� 300 K). For this reason,
a change in the electron thermal energy should be defined as
EeT�T � � Eel�T � ÿ Eel (300 K). Subtraction of electron
thermal energy from the metal potential energy leads as a
rule to a marked decrease in the estimated temperature on the
shock Hugoniot. On the same grounds, when subtracting
electron thermal energy (contributing to the kinetic energy)
from the total metal energy, one should separately identify the
electron gas thermal contribution (which must not be
involved in the EAM scheme either) to pressure pel. The
value of pel can be calculated from the formula [58]

pelV � 2

3
Eel : �12�

A change in electron thermal pressure, similar to that in
electron energy, can be described as peT�T � � pel�T �ÿ
pel (300 K). Such a contribution can be rather large. By way
of example, for lithium in the case of normal volume, one has
pel � 13:97 GPa and 17.72 GPa at 300 K and 15,000 K,
respectively; hence, peT �15;000 K� � 3:75 GPa.

Parameters r8, r9, c9, c10,m, n in formulas (9) and (10) are
chosen so as to satisfy two conditions: (1) the similarity of
calculated pressure to that found on the shock adiabate, and
(2) a high enough accuracy of the following relationship for a
shock wave [59]:

U2 ÿU1 � 1

2
�p1 � p2��V1 ÿ V2� ; �13�

whereVi, pi, andUi denote the volume inmoles, pressure, and
total energy of matter, respectively, ahead of the shock wave
front (i � 1) and behind it (i � 2). In this method, tempera-

ture is a determinable quantity [60]. Formula (13) is utilized to
choose parameters for the embedding potential, taking into
consideration that p1 � 0.

The possibility of improving the description of metals in
terms of EAM potential at high temperatures has so far been
checked out only for metals in group I of the Periodic Table.
For them, this method yields good results described in
Section 3 below, together with the discussion of data on
concrete metals.

The author of this review made calculations largely in the
NVT-ensemble, based on the models containing a few
thousand particles in the basic cube. Most attention was
given to a sufficiently accurate determination of the thermo-
dynamic properties of liquidmetals under various conditions.
The Verlet integration algorithm was applied without any
modifications for the realization of isothermal or isobaric
conditions. Isothermicity was ensured byminimal corrections
of the particles' coordinates at each 10th or 20th preceding
time step rather than in a continuous manner. Temperature
fluctuations in such an MD-run were usually on the order
of 0.1±1.0 K. For example, temperature fluctuations in an
NVT-run at T � 773 K for mercury were �0:32 K, versus
�8:4 K in an NVE-run. Simulation under constant pressure
(NpT ) was ensured by very small periodic corrections of the
edge length of the basic cube (at each 10th step); it was usually
performed only in calculations of melting temperature. In the
case of aluminum, for instance, the edge length of the basic
cube at T � 943 K and near-zero pressure varied in an
MD-run within 33:920� 0:024 A

�
, while the pressure fluctu-

ated within �0:052 GPa.

2.3 First principle calculations (ab initio method)
The ab initio method makes use of the possibility of
calculating quantum-mechanical forces acting on each atom
of a model (Hellmann±Feynman theorem) and includes them
in the MD scheme. This idea was first realized by Car and
Parrinello [9] as the Car±Parrinello molecular dynamics
(CPMD) method. The first principle method does not
require specification of the interparticle interaction poten-
tial, but the count rate is very low and high-performance
computers are needed to employ it. Accordingly, the models
are small in size, usually a few dozen atoms (or slightly more
than 100 at the most) in the basic cell. The theory behind the
method is described in several review articles, e.g. Refs [6, 61,
62]. Both commercial (VASP [63]) and free (SIESTA) soft-
ware packages designed specially for use in the ab initio
method are available. An advantage of this method is the
possibility of calculating electron wave functions and the
electron spectrum. However, the small size of the models
compromises the accuracy of the determination of thermo-
dynamic and structural properties. For example, PCFs can at
best be calculated up to the second peak. However, the
accuracy of the ab initiomethod awaits systematic evaluation.

A variant of this method is the so-called Born±Oppenhei-
mer molecular dynamics (BOMD) based on the Born±
Oppenheimer approximation. It is assumed in this approach
that electron wave functions become instantaneously
adjusted to the field created by slowly moving nuclei (ions).
Also, the BOMD method permits calculating the particles'
trajectories without specification of interparticle interaction
potentials (`nonempirical molecular dynamics'). The method
was realized, for instance, in the Gaussian package and was
applied to calculate lattice dynamics and sodium melting
process [64±66].
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3. Simulation of group I metals
of the Periodic Table

3.1 Alkali metals
In the first decades of alkali metal simulation research, pair
interaction potentials were used (see reviews [5, 20]). They
were succeeded by studies with EAM potentials and the
search for its best shape for lithium [55, 56, 60, 67, 68],
sodium [55, 56, 60, 69], potassium [54±56, 60, 70], rubidium
[55, 56, 60, 71±73], and cesium [55, 56, 60, 74±78]. The author
of the present review calculated the pair-potential contribu-
tion to the EAM potential with the use of the Schommers
algorithm [16, 17] in the form of a table and thereafter
analytically approximated the resultant table of numerical
data. In the end, the EAM potential was accepted in the form
(5)±(10) with a different number of the r-axis divisions for
r < r0 in various cases. Expressions (5)±(8) hold true at
normal and low densities, while (9) and (10) at enhanced
density. The energy of a metal is determined with respect to
that of resting gas atoms and calculated from the data on
atomization energy and other thermodynamic properties.
Knowledge of the energy allows parameter a1 to be found.
Parameter c1 is defined so as to have the bulk compression
modulus of liquid close to the actual one at temperatures near
the melting point. Parameters entering formulas (5)±(8) are
determined from the temperature dependence of the density,
taking into account the continuity of the embedding potential
at ri points of the r-axis division. Parameters in formulas (9)
and (10) are determined using results of shock compression.

3.1.1 Lithium. The authors of Ref. [79] reported on two
methods: (1) the pseudopotential technique, and (2) the
pseudoatom model, in calculating two effective pair interac-
tion potentials for lithium atoms, which proved essentially
different but generated identical PCFs in MD simulations.
However, both the pressure and energy of the models
deviated substantially from the respective actual values.
For example, calculations in case (1) at 470 K and density
0.0445 atoms per A

� 3 yielded a pressure of 0.41 GPa and
lithium energy of ÿ19:00 kJ molÿ1 at a real energy of
ÿ145:6 kJ molÿ1. Despite these discrepancies, the calculated
self-diffusion coefficients and viscosity were in excellent

agreement with experimental data. Fairly good agreement
with experiment was also obtained for dynamic functions of
the melt, such as the autocorrelation velocity function and
structure factor. This means that structural concordance for
liquid is quite sufficient for calculating dynamic character-
istics but insufficient to consider a model to be adequate
thermodynamically.

The EAM potential for liquid lithium was computed in
works [55, 56, 60, 80]. The initial models in Refs [55, 56, 60]
had a bcc-structure and contained 2000 particles each in the
basic cube with periodic boundary conditions. The Verlet
algorithm with a time step of (0.010 ± 0.001)t0 was applied,
where the internal time unit t0 � 2:682� 10ÿ14 s. Most
models were constructed in theNVT-ensemble. Their density
was set in accordance with experimental data [81]. The
pairwise contribution to the potential was given by the
Schommers algorithm and had the form

j�r� �eV� � ÿ0:161539351212� 101

� 0:329193195820� 102

r
ÿ 0:245830404172� 103

r 2

� 0:840217873656� 103

r 3
ÿ 0:136938125679� 104

r 4

� 0:905623694715� 103

r 5
; 2:45 < r < 7:50 A

�
;

j�r��eV� � 0:252868� 0:15252�2:45ÿ r�
� 0:38

�
exp

�
1:96�2:45ÿ r��ÿ 1

	
; r4 2:45 A

�
: �14�

At r � 2:45 A
�
, potential (14) and its derivative are continuous

(see Fig. 1).
Parameters of embedding potential F�r� (5)±(8) respon-

sible for the state of lithium at low pressures (the last
multiplier in square brackets in formula (8) is omitted!) were
found from the temperature dependence of liquid lithium
density: p1�3:0511, p2�1:2200 A

� ÿ1, r0 � 1, r1 � 0:900,
r2 � 0:840, r3�0:700, r4 � 0:550, r5�0:350, a1 � ÿ0:8948,
c1�0:0326, c2�1:700, c3 � ÿ1:020, c4 � 1:750, c5�ÿ1:000,
c6 � 11:0. The remaining parameters were determined from
the continuity conditions for F�r� and dF=dr at points
r � ri, viz. a2�ÿ0:894474, b2�ÿ0:006520, a3�ÿ0:887963,
b3 � ÿ0:210520, a4 � ÿ0:878482, b4 � 0:075080, a5 �
ÿ0:850369, b5�ÿ0:449920, a6�ÿ0:800385, b6�ÿ0:049920.
Parameters p1 and r0, r1, . . . are dimensionless, while all the
parameters a, b, and c have a dimension expressed in eV.

Parameters r8, r9, c9, c10, m, and n responsible for
strongly compressed states were determined in Refs [56, 60]
taking into consideration the data on static [82] and shock
[83±87] compression. The latter data set (shock Hugoniot),
shown in Fig. 2, exhibits spreading. These data were
approximated in Ref. [60] by the expression

p �GPa� � ÿ8:633981� 102Z 3 � 1:962050� 103Z 2

ÿ 1:516047� 103Z� 4:028962� 102 : �15�

Here, Z � V=V0 (the normal lithium volume V0 �
� 12:998 cm3 molÿ1). The adequacy criteria for the choice
of potential parameters were the two aforementioned
conditions: (1) nearness of calculated model pressure to
that on the shock Hugoniot, and (2) satisfiability of the
following relation for the shock wave: U2 ÿU1 �
�1=2��p1 � p2��V1 ÿ V2�. Parameters of the embedding
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Figure 1.Calculated pair contributions to EAMpotentials of alkali metals:

1ÐLi, 2ÐNa, 3ÐK, 4ÐRb, and 5ÐCs.
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potential responsible for compressed states were selected as
follows. First, having chosen a definite state on the shock
Hugoniot, a model was constructed with a desired degree of
compression, along with pressure and energy known from
experiment. The calculated metal energy EM minus the
change in the electron thermal energy was found from the
formula

EM � U0 �U2 ÿU1 ÿ EeT : �16�

Here, U0 � ÿ156:8 kJ molÿ1 is the bcc-lithium energy at
T � 300 K [55, 56] with respect to the energy of resting
particles spaced infinitely far apart. The values of
DU � U2 ÿU1 were calculated by formula (13), and the
electron thermal energy and pressure were calculated by

formulas (11), (12). The actual energy EMD of the MD
model was made equal to EM by varying the model
temperature. Thereafter, the resulting model pressure was
compared with the pressure along the shock Hugoniot, from
which changes in electron thermal pressure peT�T � were
subtracted. Every time the model pressure proved to be
other than the experimental one, parameters of the embed-
ding potential responsible for compressed states were varied
and the model temperature, thermal energy, and thermal
pressure of electrons were recounted.

As a result, the following values of coefficients entering
into embedding potential were obtained: r8�1:10, r9�3:305,
c9 � ÿ0:036 eV, c10 � ÿ0:0745 eV, m � 1:50, n � 2:00. The
remaining parameters were found from the continuity
conditions at the points r � ri, namely a9 � ÿ0:894474 eV,
b9�0:006520 eV, a10 � ÿ0:997971 eV, b10 � ÿ0:073666 eV.
The embedding potential for lithium is represented in Fig. 3.

The properties of the lithium models thus constructed are
listed in Tables 3, 4. The proposed EAMpotential is not quite
suitable for bcc-lithium, since pressure is manifestly nonzero
at 298K and normal density (see the first row in Table 3). The
model density of the bcc-lithium is increased by 3.1% at zero
pressure. In the case of liquid lithium (states 2±9), model
pressure is almost zero. Table 3 also contains root-mean-
square deviations Rg (discrepances) between model and
diffraction PCFs [89±91]. They are rather small because two
PCFs are visually indistinguishable for Rg � 0:01ÿ0:03.
However, good agreement between the model and experi-
mental energies remains only at temperatures below
� 1000 K. As temperature increases further, the model
energy enhances more slowly than the actual one. According
to Ref. [92], this difference is mostly due to the contribution
from electron thermal capacity.

An additional possibility of investigating the model
structure is provided by calculation of the structure factor

Table 3. Properties of liquid lithium and sodium* obtained by the MD method with EAM potential (5)±(8).

No. T, K d, g cmÿ3 pEAM, GPa hri Rg U, kJ molÿ1

UEAM Eel EeT UEAM � EeT Experiment
[81]

1 2 3 4 5 6 7 8 9 10 11

Lithium

1**
2
3
4
5
7
9

298
463
523
868
1000
2000
3000

0.5350
0.5139
0.5090
0.4777
0.4639
0.3679
0.2698

ÿ0.5071
0.014
0.050
0.001
ÿ0.019
ÿ0.012
0.025

1.038� 0.044
1.000� 0.063
0.991� 0.069
0.922� 0.081
0.894� 0.095
0.693� 0.130
0.519� 0.169

ì
0.033
0.033
0.022
ì
ì
ì

ÿ154.73
ÿ145.87
ÿ144.14
ÿ134.63
ÿ130.99
ÿ104.64
ÿ75.70

0.113
0.175
0.223
0.614
0.815
3.26
7.34

0
0.048
0.072
0.268
0.375
1.88
5.223

ÿ154.73
ÿ145.82
ÿ144.07
ÿ134.36
ÿ130.62
ÿ102.76
ÿ70.48

ÿ156.8
ÿ145.6
ÿ143.8
ÿ133.7
ÿ129.9
ÿ100.4
ÿ65.6

Sodium

1**
3
4
5
6
9

10
11

298
378
473
573
723

1500
2000
2300

0.9664
0.9239
0.9041
0.8807
0.8439
0.6561
0.5097
0.3793

ÿ0.107
ÿ0.019
ÿ0.003
ÿ0.008
ÿ0.004
ÿ0.014
0.014
0.020

1.052� 0.055
1.000� 0.073
0.977� 0.084
0.946� 0.090
0.900� 0.106
0.699� 0.135
0.604� 0.172
0.535� 0.179

ì
0.017
0.028
0.037
0.062
ì
ì
ì

ÿ100.51
ÿ96.03
ÿ93.34
ÿ90.58
ÿ86.56
ÿ65.48
ÿ49.98
ÿ40.14

0.06
0.10
0.15
0.23
0.36
1.55
2.76
3.65

0
0.030
0.079
0.198
0.266
1.564
3.327
5.324

ÿ100.51
ÿ96.00
ÿ93.26
ÿ90.38
ÿ86.29
ÿ63.92
ÿ46.65
ÿ34.82

ÿ101.30
ÿ96.00
ÿ93.03
ÿ89.00
ÿ85.53
ÿ62.56
ÿ44.83
ÿ31.73

* hriìmean effective electron density, Eel � g0T
2=2ìelectron energy, and EeT ìelectron energy calculated by formula (11).

** Crystalline state.
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Figure 2.Lithium shockHugoniot: 1Ðdata fromRef. [84], 2Ðdata from

Ref. [85], 3Ðdata from Ref. [86], and 4Ðmolecular-dynamic data:

pcalc � pM � peT.
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S�K� of the entire model for a set of scattering vectors K. The
value of S�K�may be calculated by the formula

S�K� � 1

N

����X
j

exp �iKRj�
����2 :

Here, Rj is the radius vector of the jth particle, with the sum
taken over all particles of the model. In an ideal crystal, the
structure factor S�K� equals the number of particles in the
crystal for reciprocal lattice site vectors and is zero for other
vectors K. Because simulation implies the use of periodic
boundary conditions, K-vector components must be equal to
�2p=l �m, where l is the edge length of the basic cube, andm is
any integer or nil. Scanning reciprocal lattice space
requires sorting out hundreds of thousands of combina-
tions of K-vector projections with a small enough step size.

Table 3 collates electron thermal energies calculated in
two variants: at the constant coefficient g0 of bcc-lithium low-
temperature electron thermal capacity, when Eel � g0T

2=2
(g0 � 1:63 mJ molÿ1 Kÿ2 [93, 94]) (column 8), and with
regard to formulas (11) (EeT, column 9). The difference
between Eel and EeT is rather significant. Column 10 contains
sums UEAM � EeT for lithium models (UEAM is the model
energy with respect to the energy of an ideal lithium gas at
rest). Column 11 presents actual values of lithium energy with
the same point of reference. Taking account of the electron
thermal energy substantially improves the agreement between
simulated and actual lithium energies; nonetheless, the
discrepancy between theory and experiment still persists for
T > 1000 K.

The authors of Ref. [95] tapped the EAM potential from
work [86] to simulate a two-phase liquid±vapor system. Each
lithium model contained 16,000 atoms in the basic cell for
T � 2000ÿ5100 K. The liquid phase formed a plane layer,
while the gaseous phase showed some evidence of atomic
clusterization. No signs of stratification were observed in the
transition layer. The temperature dependence of phase
density was employed to estimate the critical temperature
(5649 K), density (0.1553 g cmÿ3), and pressure (1686 bar) of
lithium. The estimated viscosity of lithium was almost 20%
lower than the actual value, and the self-diffusion coefficient
was proportionally higher.

Table 4 demonstrates the results of MD calculations for
lithium under shock conditions. The electron contributions
to the energy and pressure were calculated by formulas (11)
and (12). The models were found to reside in the liquid state
when the compression was Z < 0:7, as appears from
calculations of the structure factor. A comparison of the
entries in columns 2 and 12 or 9 and 10 demonstrates
excellent agreement between energies and pressures in the
model predictions and shock compression experiments (see
Fig. 2). The standard deviation for pressure and energy was
only 0.43 GPa and 0.57 kJ molÿ1, respectively. Thus, the

Table 4. Properties of lithium and sodium models at shock compression parameters (ZÐdegree of compression) [60].

Z P, GPa U2 ÿU1,
kJ molÿ1,
from (13)

T, K
(model)

T, K
[88]

m, eV EeT,
kJ molÿ1,
from (11)

peT,
GPa

EM,
kJ molÿ1,
from (16)

EMD,
kJ molÿ1

pM, GPa,
model

pM � peT,
GPa

1 2 3 4 5 6 7 8 9 10 11 12

Lithium

1.00*
0.80*
0.70*
0.60
0.50
0.40
0.30

0
3.71
6.92
13.1
27.5
55.1
101.4

0
4.823
13.496
34.086
89.232

215.04
461.1

300
300
370
550
1800
5490
13,880

300
424
623
1170
ì
ì
ì

4.704
5.458
5.966
6.612
7.464
8.643
10.382

0.000
0.000
0.013
0.057
0.745
6.103
31.74

0
0
0

0.01
0.08
0.78
5.42

ÿ156.80
ÿ151.98
ÿ143.32
ÿ122.77
ÿ68.31
52.14
272.55

ÿ156.94
ÿ151.13
ÿ143.88
ÿ123.49
ÿ68.06
53.18
272.44

� 0

3.41
6.94
13.55
27.15
54.08
96.65

� 0

3.41
6.94

13.56
27.23
54.86
102.07

Sodium

1.00*
0.75*
0.70*
0.60*
0.50
0.45
0.40

0
2.57
5.03
9.57
22.3
38.4
66.4

0
7.64
17.92
45.47

132.5
250.9
472.75

298
300
580
1180
2640
6400

14,250

300
531
682
1392
3768
6670**
ì

3.147
3.812
3.992
4.422
4.996
5.312
5.565

0.000
0.000
0.090
0.557
2.430

13.250
56.815

0
0

0.01
0.03
0.13
0.82
3.99

ÿ101.35
ÿ93.70
ÿ83.53
ÿ56.39
28.72
136.3
314.58

ÿ100.56
ÿ93.67
ÿ83.81
ÿ56.87
28.26
137.05
315.13

ÿ0.094
3.47
4.90
9.52
23.71
37.82
62.28

0
3.47
4.91
9.55

23.84
38.64
66.27

* Crystalline state.
** Extrapolated value.
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Figure 3. Calculated embedding potentials of alkali metals: 1ÐLi, 2Ð

Na, 3ÐK, 4ÐRb, and 5ÐCs.
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above EAM potential is quite acceptable for describing
strongly compressed lithium states.

The electron contribution to the energy increases with a
rise in temperature, and the electron thermal energy
(31,74 kJ molÿ1) at Z � 0:30 is � 10% of the total lithium
energy (31:74� 272:44 � 304:18 kJ molÿ1).

MD calculations of the liquid metal properties at high
pressures may be instrumental for the elucidation of the cause
behind the maxima on the crystal±liquid equilibrium lines in
the phase diagrams of all alkali metals. The lithium phase
diagram displays a high maximum on the bcc-structure±
liquid equilibrium line at a pressure of � 8 GPa and
temperature of 530 K [96]. A further increase in pressure
causes the equilibrium line to rapidly drop to T � 200 K at
� 42 GPa. The presence of the maximum indicates that the
liquid density within the pressure interval to the right of the
maximum is higher than that of the equilibrium solid phase
(an anomaly like those of water, bismuth, antimony, etc.).
There are reports on the theoretical evaluation of lithium
phase diagrams. In Ref. [97], the lithium melting temperature
was determined by preliminary calculation of the vibrational
spectrum based on the linear response method of the density
functional theory, which was followed by the application of
Lindemann's melting criterion, according to which melting
occurs only after the average atomic vibrational displacement
makes up a certain fraction (usually 0.10±0.15) of the
interatomic distance. This calculation revealed a maximum
on the solid (bcc and fcc)±liquid lithium equilibrium line, in
agreement with experiment.

The MD method also allows the calculation of model
melting temperatures Tm and the construction of a melting
line. The following methods for calculating Tm appear to be
best substantiated from the thermodynamic standpoint:
(1) from the temperature at the intersection point of
temperature dependence plots for crystal and liquid Gibbs
energies, and (2) from the temperature at which the crystal±
liquid interface velocity vanishes in a two-phase MD-model
with the plane interphase boundary. It is believed that the
difference between model and real Tm on the order of a few
dozen kelvins is quite acceptable and testifies to the
sufficiently high quality of the potential involved. However,
these are rather laborious methods.

The melting temperature of a lithium model with the
EAM potential was determined in Ref. [68] by the `heat-up
method' [98] based on the fact thatMDmodels of a crystalline
metal having defects melt at slight (within 5±10 K) over-
heating. A solid phase model with defects can be constructed
either by removing one or a few atoms from a regular crystal
model (i.e., creating vacancies) or by cooling and crystal-
lization of a liquid-phase model. The melting temperature of
lithium models was determined by staged heating and
prolonged isothermal holding at each temperature. Melting
occurrence was established from a sharp decrease in the
maximum value of the structure factor. The melting tempera-
ture of a model under normal pressure was 428� 2 K, or
somewhat lower than that of actual lithium (453.69 K).
Melting under a pressure of 10 GPa occurred at Tm �
688 K. The melting temperature in experiments under such
pressure [96, 99] was around 530 K, i.e., much lower than the
model temperature.

The discrepancy between theory and experiment was
attributed to the fact that the EAM potential is not quite
suitable for crystalline lithium. The pressure in a bcc-lithium
model with the potential (5)±(10) and actual density

0.535 g cmÿ3 equaled ÿ0:507 GPa (see Table 3), and that in
an fcc-lithium model was ÿ0:270GPa. Under these condi-
tions, the actual lithium pressure at 300 K and a density of
0.535 g cmÿ3 was close to zero. An interesting behavior is
exhibited by fcc-lithium models within the pressure range in
which the fcc-lattice remains stable. When fcc-lithiummodels
with the EAM potential are heated from 100 to 700 K, the
volume on the p � 25 GPa isobar where the fcc-phase is stable
[96] first decreases from 6.522 cm3 molÿ1 (at T � 100 K) to
6.447 cm3 molÿ1 (at T � 400 K) (i.e. �qV=qT �p<0, thus
exhibiting water type anomaly) and begins to increase only
during subsequent heating (to 6.471 cm3 molÿ1 at
T � 700 K). A similar case for solid Na is considered below
in Section 3.1.2. As concerns liquid lithium, no structural
anomalies were observed in its models built with the EAM
potential. For example, the behavior of density and coordina-
tion number (CN) in a series of liquid lithiummodels at 550K
and 0±50 GPa is illustrated in Table 5.

The model density of liquid lithium under isobaric
heating (p � 25:0 GPa) monotonically decreases from
1.074 cm3 molÿ1 at T � 700 K to 1.057 cm3 molÿ1 at T �
1200 K. This means that liquid lithium does not undergo
structural transformations as its density increases from
0.535 to 1.46 g cmÿ3. At the same time, the density of
fcc-lithiummodels atT � 550 K and p � 20 GPa amounts to
1.008 g cmÿ3, i.e., only 0.5%higher than that of liquidmodels
under the same conditions; in other words, melting elicits only
a slight enlargement of the volume.

Liquid lithium models with 64 atoms in the basic cube
were constructed by the ab initio method [100]. Publications
on the simulation of liquids by this method do not usually
contain information about energy, being focused on electro-
nic properties, structural characteristics (PCF), and the self-
diffusion coefficient (viscosity). A self-diffusion coefficient of
7� 10ÿ5 cm2 sÿ1 at T � 470 K, consistent with the experi-
mental value, was reported.

The potential from work [80] was employed in Ref. [101]
to simulate cavitation in liquid lithium under negative
pressures.

3.1.2 Sodium. Certain data on liquid sodium simulation can
be found in Ref. [5]. In paper [102], the effective pair
interaction potential for sodium atoms was calculated by the
pseudopotential method, and liquid and amorphous Na
models under 0 and 2 GPa were constructed and their
structural characteristics determined. Liquid sodium models
containing 54 and 60 atoms at 378 K were developed by the
ab initio method [100].

The EAM potential for liquid sodium was calculated in
Refs [55, 56, 60]. For r > r1 � 2:55 A

�
, the pair contribution to

the potential was described by the piecewise continuous
function in the form

j�r� �eV��
Xk
i�1

XL
n�0

ain�rÿ ri�1�n H�ri; ri�1� for r > r1 : �17�

Table 5.Density and CN of liquid lithium models at 550 K.

p, GPa 0 10 20 30 40 50

Density, g cmÿ3 0.508 0.829 1.003 1.148 1.277 1.461

CN 13.5 13.9 13.8 13.8 13.6 13.6
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Here, k � 10, L � 6, and function H�ri; ri�1� is unity in the
ri < r4 ri�1 interval, and nil in the remaining intervals. The
zero interval starts as r < r1. Formula (17) describes the pair
contribution to the potential for 1±10 intervals. Coefficients
ain are reported in Refs [55, 56]. The potential is truncated at
r � 10:78 A

�
. The r1 is determined by a minimal distance

between particles at temperatures close to melting point.
The Schommers algorithm provides no information about
the potential for r < r1. Therefore, the potential for r < r1 was
specified by the formula

j�r� �eV� � 0:786149 exp
�
1:2�2:55ÿ r�� ;

where r is expressed in angstr�oms. The slope of the potential
in this region was found empirically, and the pair contribu-
tion j�r� thus obtained is depicted in Fig. 1.

The sodium embedding potential [55, 56] was chosen in
the form (5)±(10), the coefficients entering formulas (6)±(8)
were fitted from liquid sodium density, and coefficients in
formulas (9) and (10) from the form of the shock Hugoniot
for sodium. The Na embedding potential is plotted in Fig. 3.

Similar to lithium, sodium was simulated in the tempera-
ture range 298±2300 K. The properties of sodium models
close to the melting point under normal pressure are
presented in Table 2, and at temperatures up to 2300 K in
Table 3. The models have near-zero pressure, so that the
EAM potential fairly well describes the temperature±density
relationship. DiscrepanciesRg betweenmodel and diffraction
PCFs [89, 90] are small; therefore, the model structure
resembles the actual one. Model energy, bulk compression
modulus KT, and self-diffusion coefficient D are consistent
with experimental values. Electron contribution Eel was
estimated on the assumption that electron thermal capacity
coefficient g0 � 1:38 mJ Kÿ2 [93, 94]; EeT was calculated by
formulas (11). Accounting for the electron energy improves
the agreement with experiment for the energy at high
temperatures.

The two-phase liquid±vapor system at 400±2000 K was
simulated in Ref. [95] using the EAMpotential fromRef. [69].
Each sodium model contained 8,000 atoms in the basic cell.
The liquid phase formed a flat layer. Atomic aggregation
occurred in the gaseous phase. The transition layer did not
undergo stratification. The critical temperature (2462 K),
density (0.3493 g cmÿ3), and pressure (113 bar) of sodium
were deduced from the temperature dependence of the phase
density. The calculated values of the sodium self-diffusion
and viscosity coefficients were consistent with experimental
findings.

The results of shock experiments were utilized to calculate
parameters of the embedding potential for strongly com-
pressed Na [83±87]. Figure 4 shows the sodium shock
Hugoniot. These data can be approximated by the polyno-
mial

p �GPa� � 6024:30Z 4 ÿ 17101:3Z 3 � 18119:7Z 2ÿ
8539:23Z� 1523:15 : �18�

Expression (18) was tapped to calculate the parameters of
the embedding potential (5)±(10) (see Fig. 3). The properties
of the constructed sodium models are collected in Table 4.
The models had a crystalline structure for Z > 0:55. Figure 4
shows evaluated pressure pcalc � pM � peT. Calculated and
experimental values are in excellent agreement; the mean
deviation is 0.41 GPa. Equally good agreement was

documented between calculated and MD energies (mean
deviation of 0.39 kJ molÿ1).

Thus, the EAM potential reported in this section is quite
acceptable to describe strongly compressed sodium states.

The electron contribution to the energy increases with
temperature; at Z � 0:35, the thermal energy of electrons
amounts to 22% of the total energy. Subtraction of electron
thermal energy from the potential energy of ametal lowers the
temperature in comparison with its value calculated by the
standard method [88].

The sodium phase diagram in Ref. [103] was constructed
at pressures of up to � 140 GPa. It showed a high peak at
� 32 GPa and 1000 K. As pressure grew further, the
equilibrium line rapidly went down to 300 K at � 120 GPa.
In Refs [64, 65, 97], the sodium phase diagram was calculated
by two quantum MD methods (density functional the-
ory+Lindemann's criterion and BOMD). The former
method revealed an excellent agreement with experiment for
the shape of the equilibrium line at pressures of up to 100GPa.
The BOMD method yielded less convincing results.

In Ref. [69], the bcc-sodium melting was simulated by the
heat-up method. The melting temperature of the models was
358 K at standard pressure (real value is 371 K). At 10 GPa
and the EAM potential taken from Refs [55, 56], the
calculated Tm was close to 1200 K and proved overestimated
in comparison with the value for real sodium (� 750 K [96,
99]). MD calculations with the use of the EAM potential
yielded similar results in a pressure range of 35±50 GPa [69].
The cause behind the discrepancy appears to be the
inadequacy of the EAM potential for crystalline Na. At
298 K, the pressure of the bcc-sodium model at a real density
of 0.966 g cmÿ3 isÿ0:107 GPa, i.e., differs considerably from
zero, even if not so much as in the case of lithium.

Table 6 presents structural characteristics of sodium
models, viz. coordinate r00 of the point at which PCF
vanishes, coordinate r1 of the first PCF peak and its height
g�r1�, coordination number, and topological parameter
rt � r1�N=V�1=3 that serves as a measure of structural loosen-
ess. For dense noncrystalline structures, it was reported that
rt � 1:08� 0:02 [20], and for the loose structure of vitreous
silica, rt � 0:930. The coordination number was calculated
up to the coordinate of the PCF minimum when it was
identified. Generally, parameters of the sodium structure
along isobar p � 0 show smooth dependence on tempera-
ture. The liquid structure is somewhat loose and contains
voids (pores) at temperatures above 573 K. The error in CN
determination in states 4±8 is great (see Table 6) due to the

0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70
Z
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Figure 4. Sodium shock Hugoniot: 1Ðdata fromRef. [84], 2Ðdata from

Ref. [86], and 3Ðmolecular-dynamic data: pcalc � pM � peT.
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insufficiently deep minimum of PCF to the right of the first
peak or its absence for T > 2000 K.

MD calculations for liquid sodium with densities 2.00±
2.75 times the standard value revealed state regions in which
the derivative �qp=qT �V was negative (water type anomaly)
[69]. Heat capacity CV in this pressure interval (25±65 GPa)
was abnormally high (up to 56 J molÿ1 Kÿ1) and reflected
endothermal effects of the structural modification of liquid
Na. Visual analysis of atomic arrangement in liquid sodium
models showed that the regular crystalline bcc-structure at
T � 300 K is conserved under compression up to Z � 0:6
(Z � V=V0, whereV is the volume, andV0�23:79 cm3 molÿ1

is the normal sodium volume). Further compression causes
atomic rows to bend and the structure factor to decrease; as a
result, the lattice loses stability at Z � 0:45 and the model
becomes amorphous. The structure of Na changes substan-
tially in the region of anomalous properties.

Figure 5 presents the PCF of sodium models at Z � 0:45
andT � 400, 700, 1000, 1300K [69]. AtT � 400 K, themodel
retains the crystalline structurewith themaximumvalue of the
structure factorSmax�K� � 1072 (K is the scattering vector; for
an ideal crystal at absolute zero, Smax�K� � N � 2000);
however, a small pre-peak at a distance of 2:25 A

�
appears on

the PCF. At 700 K, the structure factor Smax�K� � 1026 still

suggests a high degree of model crystallinity. When T � 1000
and 1300 K, Smax�K� sharply decreases to 17±18 and the
models undergo transition to the liquid state. Isochoric
heating increases the PCF pre-peak. Table 6 gives coordi-
nates and heights of both the pre-peak and the main peak, as
well as coordination numbers of pre-peak atoms. It can be
seen that the pre-peak reflects groups of closely located atoms
with lowCN, largely 1±3.However, atT � 1300 K, themodel
involves as many as 19 atoms with CN� 4. The effective
diameter of `pre-peak' atoms can be estimated from coordi-
nate r1 (seeTable 6); it is� 0:57of the `normal' atomdiameter.

In order to analyze the spatial distribution of the atoms
contributing to the PCF pre-peak (pre-peak atoms), a search
for connected groups (clusters) formed by the pre-peak atoms
was undertaken. A cluster had tomeet the condition that each
of its members have a neighbor from the same group spaced
less than 2:55 A

�
apart. An appreciable increase in the number

of pre-peak atoms and their clusterization occurred in the
interval Z � 0:45ÿ 0:40. A rise in temperature stimulated
formation of pre-peak atoms. For example, their total
number increased in the case of Z � 0:450 from 835 at T �
400 K to 1838 at T � 1300 K. Because this processes drew
atoms closer together, it was responsible for the anomalous
temperature dependence of density, negative values of
derivatives �qV=qT �p, �qp=qT �V in the temperature range
from 500 to 1300 K, and enhanced thermal capacity. At
Z � 0:363, almost all atoms of themodel occupy states of pre-
peak atoms and were brought together into a single large
cluster.

Increased concentration of pre-peak atoms under com-
pression results in a decrease of their average size. This leads
to enhanced diffusion mobility imposed on the usual decrease
in mobility under the effect of compression. As a result,
intermediate maxima appear on temperature and density
dependences of the self-diffusion coefficient over the interval
0:4 < Z < 0:6 [69].

The possibility of transition from a highly symmetric
crystalline structure to a less symmetric one under high
pressures is theoretically discussed in Ref. [66].

3.1.3 Potassium. The pseudopotential pairwise potential was
utilized in Ref. [104] to calculate the structural characteristics
of liquid potassium using integral equations of the theory of

9
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Figure 5. Pair correlation functions of strongly compressed sodium at

Z � 0:45: 1ÐT � 400 K, 2ÐT � 700 K, 3ÐT � 1000 K, and 4Ð

T � 1300 K.

Table 6. Structural characteristics of sodium models obtained by the MD method with EAM potential (r00 Ð coordinate of the point at which PCF

vanishes).

State T, K d, g cmÿ3 r00, A
�

First PCF peak Coordination
number

rt

r1, A
�

g�r1�

1
2
3
4
5
6
7
8
9
10
11
12

378
473
573
823

1200
1500
2000
2300
400
700

1000
1300

0.9239
0.9041
0.8688
0.8196
0.7309
0.6561
0.5097
0.3793
2.148
2.148
2.148
2.148

2.84
2.80
2.80
2.75
2.65
2.35
2.30
1.90
1.85
1.75
1.55
1.55

3.69
3.69
3.73
3.70
3.91
3.80
3.95
3.75

2.25; 2.91*
2.25; 2.90*
2.15; 2.86*
2.15; 2.90*

2.50
2.28
2.10
1.86
1.66
2.31
1.68
2.07

0.035; 8.55
0.521; 5.37
0.737; 3.34
0.779; 2.72

13.5� 1.1
13.3� 1.2
13.0� 1.3

?
?
?
?
?

0.48� 0.6**
0.82� 0.7**
1.34� 0.8**
1.60� 0.8**

1.083
1.046
1.061
1.043
1.004
0.997
0.844
0.762
1.042
ì
ì
ì

* Pre-peak and main peak.

** Pre-peak coordination number.
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liquids, such as the modified hyperchain and mean spherical
equations. Calculated structure factors of potassium at
T � 338ÿ973 K are in excellent agreement with diffraction
ones. Certain data on the simulation of liquid potassium are
presented in Ref. [5]. MD simulation of liquid potassium and
potassium±oxygen solutions with the employment of pair
potentials is reported in Ref. [105].

The authors of Refs [54, 70] proposed the EAM potential
and performed liquid potassium simulation along the p � 0
isobar at temperatures of up to 2200 K. The pair contribution
to the interaction potential was evaluated by applying the
Schommers algorithm in the form of a data table. In Refs [55,
56], it was approximated for r > 3:60 A

�
by a power series of

interparticle distances. The cutoff radius of interaction was
put to 9:57 A

�
. Accordingly, for r4 3:60 A

�
, the potential was

described by an exponent, in analogy with potentials for Li
and Na. The pair contribution to the potassium potential is
demonstrated in Fig. 1. Parameters of the embedding
potential (5)±(8) for liquid potassium under low pressure
were determined from the temperature dependence of its
density in Refs [55, 56, 60]. The potassium embedding
potential is displayed in Fig. 3.

Potassium simulation [55, 56] was performed at
T � 200ÿ2200 K, similar to Li and Na cases. Results of
MD calculations are presented in Tables 2 and 7. They are
consistent with experimental data for pressure, energy, and
bulk compression modulus, whereas theoretical and experi-
mental self-diffusion coefficients are markedly different. The
diffraction PCFs needed for comparison with model values
were borrowed from Refs [89, 90]. In the case of potassium,
the discrepancy between the model and diffraction PCFs is

insignificant at T � 343 K but markedly increases upon
heating to T � 723 K.

Electron contribution Eel to the total potassium energy
was estimated on the assumption that electron thermal
capacity coefficient g0 � 0:28 mJ Kÿ2 [93, 94], and EeT was
calculated by formula (11). Accounting for the electron
contribution permits obtaining good agreement of model
pressure and energy (column 10, Table 7) with experimental
data (column 11) at all temperatures up to 2200 K.

Results of the static compression of potassium at 4.5 GPa
are reported in Refs [82, 106], and at up to 52.9 GPa in
Ref. [107]. The EAMpotential selected in Ref. [54] enabled us
to fairly well describe the data on static compression of
crystalline potassium (`potential A'). In Ref. [60], we used
results of shock tests of potassium under 50 GPa [84±87].
Figure 6 depicts the potassium shock Hugoniot. These data
can be approximated by the polynomial

p �GPa� � ÿ0:633756� 103 � 0:145929� 104

Z

ÿ 0:131948� 104

Z 2
� 0:585789� 103

Z 3
ÿ 0:127078� 103

Z 4

� 0:109280� 102

Z 5
�19�

(Z � V=V0, where V0 � 45:56 cm3 molÿ1). The embedding
potential was given by expressions (5)±(10). The parameters
of the potential responsible for compressed states were
calculated by analogy with the Li and Na cases. The
potassium embedding potential is plotted in Fig. 3.

Table 7. Calculated properties of potassium, rubidium, and cesium obtained by the MD method with EAM potential.

No. T, K d, g cmÿ3 pEAM,
GPa

hri Rg U, kJ molÿ1

EAM Eel EeT EAM+EeT Experiment
[81]

1 2 3 4 5 6 7 8 9 10 11

Potassium

1
2
3
4
5
6

343
473
723

1000
1500
2200

0.8278
0.7986
0.7401
0.6735
0.5455
0.2712

0.005
ÿ0.029
ÿ0.008
ÿ0.002
ÿ0.031
0.031

0.994� 0.069
0.954� 0.090
0.873� 0.117
0.779� 0.131
0.616� 0.130
0.366� 0.189

0.028
0.040
0.072
ì
ì
ì

ÿ79.00
ÿ75.32
ÿ68.13
ÿ60.93
ÿ44.94
ÿ14.94

0.12
0.23
0.54
1.04
2.34
5.03

0.024
0.121
0.412
0.920
2.495
8.195

ÿ78.76
ÿ75.21
ÿ67.72
ÿ60.01
ÿ42.44
ÿ6.74

ÿ79.09
ÿ75.01
ÿ67.44
ÿ59.11
ÿ42.13
ÿ7.69

Rubidium

1*
2
3
4
6
7

250
313
500
1000
1600
2000

1.532
1.4785
1.4065
1.1826
0.8702
0.5220

0.003
ÿ0.0045
ÿ0.0004
ÿ0.0004
ÿ0.0150
0.0124

1.035� 0.058
1.000� 0.078
0.949� 0.101
0.794� 0.135
0.632� 0.172
0.557� 0.216

ì
0.018
0.018
ì

0.068
ì

ÿ76.60
ÿ72.47
ÿ66.75
ÿ52.48
ÿ34.56
ÿ21.45

0.11
0.12
0.30
1.20
3.08
4.82

ÿ0.028
0.008
0.168
1.068
3.500
7.379

ÿ76.63
ÿ72.46
ÿ66.58
ÿ51.41
ÿ31.06
ÿ14.07

ÿ74.70
ÿ72.35
ÿ66.55
ÿ51.2
ÿ30.2
ÿ10.9

Cesium

1*
2
3
4
5
6
7

298
323
573
773
1173
1673
1923

1.8790
1.8237
1.6783
1.5684
1.3286
0.9550
0.5894

0.086
0.007
ÿ0.016
ÿ0.008
ÿ0.011
0.007
0.011

1.022� 0.055
1.001� 0.087
0.924� 0.117
0.869� 0.132
0.745� 0.154
0.653� 0.235
0.520� 0.251

ì
0.031
0.029
0.022
0.018
0.099
0.270

ÿ68.89
ÿ65.89
ÿ57.93
ÿ52.10
ÿ40.85
ÿ26.32
ÿ14.51

0.16
0.17
0.52
0.96
2.20
4.48
5.92

0
0.017
0.298
0.664
1.865
4.760
8.153

ÿ68.89
ÿ65.87
ÿ57.63
ÿ51.44
ÿ38.98
ÿ21.56
ÿ6.36

ÿ70.31
ÿ65.97
ÿ58.05
ÿ52.16
ÿ40.17
ÿ20.94
ÿ7.62

* Crystalline state.
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Results of calculations are collected in Table 8. Figure 6
shows calculated potassium pressure pcalc � pM � peT. This is
consistent with experimental values taking into account
electron thermal pressure (columns 2 and 12), with an
average discrepancy of 0.22 GPa between the two. An
equally good agreement is documented between actual and
model energies, bearing in mind electron thermal energy
(columns 9 and 10, with an average discrepancy of
0.26 GPa). This means that the EAM potential reported in
Ref. [60] is well acceptable in describing strongly compressed
potassium states.

Electron contribution to the total energy increases with
temperature and at Z � 0:30 the thermal energy of
conduction electrons (313.7 kJ molÿ1) comprises 29% of

the total energy (the latter amounts to 313:7� 781:2 �
1094:9 kJ molÿ1). Temperature on the shock Hugoniot is
evidently lower than that calculated using the standard
method [88].

The melting temperature was evaluated by the heat-up
method. For potassium models at standard pressure, it was
�319� 1� K versus real Tm � 336:4 K and monotonically
increased with increasing pressure (Table 9). Agreement
with experiment [99] was reached at pressures of up to
5 GPa; at higher pressures, the calculated curve was some-
what above the actual one.

3.1.4 Rubidium. The effective pair interaction potential for
rubidium at 350±2000 K was calculated in Ref. [108] from the
structure factor by the Reatto method [18] with the involve-
ment of the Ornstein±Zernike equation for a disordered fluid.
The slope of the repulsive potential curve became less steep
with decreasing density, whereas the long-range character of
the attractive part of the interaction potential was more
pronounced. The nearly free electron model stops working
at about 2000 K. The pair potential fairly well describes
particle dynamics over the temperature range from the triple
point to the vicinity of the critical temperature [109].

The author of this review performed the simulation of
crystalline and liquid rubidium by the MD method using
EAM potentials [55, 56, 71, 73]. Pair contribution to the

Table 8. Properties of potassium, rubidium, and cesium models under shock compression [60].

Z p, GPa,
Expt.

U2ÿU1,
kJ molÿ1,
from (13)

T, K,
model

T, K [88] m, eV EeT,
kJ molÿ1,
from (11)

peT,
GPa

EM,
kJ molÿ1,
from (16)

EMD,
kJ molÿ1

pM, GPa,
model

pM � peT,
GPa

1 2 3 4 5 6 7 8 9 10 11 12

Potassium

1.00*
0.70*
0.60
0.50
0.40
0.35
0.30

0
1.72
5.15
9.66
23.87
39.41
74.02

0
11.71
46.85

109.84
325.63
582.37
1177.8

298
300

1090
2560
9340

17,800
38,250

300
640

1220
3048
9715
ì
ì

2.041
2.589
2.867
3.228
3.606
3.546
2.063

0.080
0.000
0.675
3.501

37.580
106.40
313.7

0
0.00
0.02
0.11
1.38
4.45

15.33

ÿ82.88
ÿ71.17
ÿ36.70
23.46
205.17
393.09
781.22

ÿ82.01
ÿ71.10
ÿ36.51
23.44
205.75
392.81
780.7

0.134
2.02
4.78
9.73
22.30
35.00
60.60

0
2.02
4.80
9.84

23.68
39.45
75.93

Rubidium

1.00*
0.60*
0.50
0.40
0.37
0.35**

0
1.71
8.08
19.36
32.19
48.39

0
19.17

112.89
324.42
566.52
878.54

300
300
3340

10,170
18,600
29,520

300
1202
2980
10185
ì
ì

1.779
2.501
2.800
3.060
2.695
1.695

0.000
0.000
6.809
48.62

125.60
240.70

0.00
0.00
0.17
1.45
4.05
8.21

ÿ74.67
ÿ55.50
31.41
201.13
366.25
563.18

ì
ÿ54.77
31.53
201.60
366.50
564.10

0.00
2.84
7.74
18.85
28.37
39.40

ì
2.84
7.91

20.30
32.42
47.61

Cesium

1.00*
0.45
0.40
0.36
0.32**

0
5.87
12.9
27.1
49.1

0
115.1
275.0
616.3
1184

300
3300
9240

21,400
40,280

ì
ì
ì
ì
ì

1.517
2.557
2.581
1.815
ÿ0.516

0.000
7.244
46.20
164.8
374.05

0
0.16
1.09
4.30

10.99

ÿ70.40
37.46
158.4
381.0
739.55

ÿ69.83
37.22
158.3
380.23
709.42

0.05
5.88
12.18
22.64
38.15

0.05
6.04

12.27
26.94
49.14

* Crystalline state. ** Extrapolated.
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Figure 6. Potassium shock Hugoniot: 1Ðdata from Ref. [84], 2Ðdata

from Ref. [86], and 3Ðmolecular-dynamic data: pcalc � pM � peT.

Table 9.Melting temperature of potassium models.

p, GPa 0.0 2.35 4.60 8.60 17.5 30.0 41.2

Tm, K 319 466 581 681 794 994 1231
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interaction potential was obtained with the help of the
Schommers algorithm. Liquid rubidium was simulated
along the p � 0 isobar at 2000 K in Ref. [71], and correction
of the potential for the description of strongly compressed
states was undertaken in paper [73]. In Refs [55, 56, 60], the
pair contribution to the potential was approximated by a
power series of interparticle distance for r > 3:70 A

�
. The

cutoff radius of interaction was put to 14:35 A
�
. Accord-

ingly, for r4 3:70 A
�
, the potential was described by an

exponent. The pair contribution to the rubidium EAM
potential is shown in Fig. 1. The embedding potential was
given by expressions (5)±(8).

The results of simulation near the melting point are
presented in Table 2, and at temperatures up to 2000 K in
Table 7. The structures were compared using diffraction
PCFs taken from Refs [89, 90, 110]. Discrepancies Rg turned
out to be relatively small, even at T � 1600 K. The electron
thermal capacity coefficient was assumed to be g0 �
2:41 mJ molÿ1 Kÿ2 [93, 94]. Calculations by formulas (11)
gave the values of thermal energy EeT rather close to Eel at
temperatures up to 1400 K. The consideration of electron
contribution substantially improved the agreement between
theoretical (column10,Table 7) and experimental (column11,
Table 7) data for rubidium energy at temperatures of up to
1600 K.

For rubidium, the volume dependence of pressure was
demonstrated both under static conditions at pressures up to
4.5 GPa [82, 106], and 48 GPa [107] and under shock
compression (up to 39 GPa) [83, 86, 87]. The shock Hugoniot
for rubidium is depicted in Fig. 7. It is approximated by the
formula

p �GPa� � 13:429

Z 4
ÿ 67:088

Z 3
� 75:031

Z 2
� 88:590

Z
ÿ 147:38 :

�20�

Accounting for these data allows one to calculate the
rubidium embedding potential (see Fig. 3). Figure 7 shows the
calculated pressure pcalc � pM � peT. There is a good agree-
ment between theoretical and experimental pressures (col-
umns 2 and 12, Table 8), the average discrepancy being
0.46 GPa. Real and simulated energies satisfactorily agree as
well, taking account of electron thermal energy (columns 9
and 10; average discrepancy 0.43 kJ molÿ1). In other words,
the EAM potential proposed in Refs [55, 56, 60] may well be
accepted to describe strongly compressed rubidium states.
Model temperatures are rather similar to those calculated by

the standard method [88]. The electron contribution to the
total energy increases with temperature. At Z � 0:37, the
thermal energy of conduction electrons (125.60 kJ molÿ1)
comprises 26% of the total energy (125:60� 366:50 �
491:10 kJ molÿ1).

A rubidium phase diagram was constructed in Ref. [111]
under pressures of up to 15 GPa. The crystal±liquid
equilibrium line passes through a maximum at p � 5 GPa
(T � 553 K). The melting temperature at different degrees of
compression was determined in Ref. [73] by the heat-up
method. Model temperature Tm � 328 K at a near-zero
pressure was close to the real one for rubidium (312.46 K).
As the pressure increased, the temperature passed through a
flat maximum (� 480 K) in the vicinity of p � 2 GPa, then
slightly decreased, and increased again thereafter to
�841� 2� K at p � 9 GPa. These results are consistent with
experimental findings [99, 111] for p < 2 GPa. The MD
method does not permit determining melting temperature at
a pressure above 10 GPa, because the models undergo
amorphization even at moderate temperatures.

The mechanism of crystallization of liquid rubidium with
the pairwise interaction potential from Ref. [113] (corrected
for distances smaller than 3:75 A

�
) was elucidated in Refs [72,

112]. Equilibrium crystallization temperature Tm of the
models, determined by the heat-up method, run to
�313� 1� K versus actual Tm � 312:46 K. The structure was
described in terms of the number of atoms with type 0608 and
0446 Voronoi polyhedrons (VPs) and the formation of
connected groups (clusters) from such atoms. Strong over-
cooling down to 70.0±182.5 K (but not higher!) led to
solidification of the liquid largely into the bcc-structure.
Atoms of the liquid with type 0608 and 0446 VPs serve as
some sort of `catalyst' for the rubidium crystallization
process. Atoms emerging in the overcooled state with such
coordination are energetically preferable as compared to
other atoms. At first, they are chaotically distributed in the
liquid (or amorphous phase) but gradually aggregate into
clusters with a moderate gain of energy. Initially, connected
atomic groups have a loose structure, including many atoms
with other types of VPs, the linear size of the largest group
rapidly approaching the size of the basic cube. Type 0608
clusters grow by attracting smaller aggregates in a process
resembling coagulation of an admixture from an oversatu-
rated solution [114±116]. In this process, part of the model
atoms pass into the realm of the 0608 atoms. Further cluster
growth occurs through the alignment of `extraneous' atoms
located inside and near the cluster into the desired coordina-
tion with transformation of their VPs into types 0608 or 0446.
No relationship between the probability of formation of a
connected group of a given size and the size of the model was
documented.

The length of MD-runs prior to the onset of crystal-
lization is usually a few dozen thousand time steps but may be
different in individual experiments at the same temperature.
An important role in the formation of a 0608-cluster of the
threshold (`critical') size is played by fluctuations of cluster
size, especially pronounced in the temperature range from 180
to 185 K (Fig. 8). The onset of solidification is apparent from
the appearance of a large connected group having the
threshold size Nc that does not decrease (may only increase)
in the course of further simulation, and from the fact that the
structure factor exceeds a certain threshold value Sc in any
direction. The threshold size of a 0608-cluster (nucleus)
covers 120±150 atoms and shows no regular dependence on
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Figure 7. Rubidium shock Hugoniot: 1Ðdata from Ref. [86], and 2Ð

molecular-dynamic data: pcalc � pM � peT.
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temperature. Also, the maximum values of structure factors
in the threshold state (104±130) are roughly identical. This
result is at variance with the classical nucleation theory, where
the critical nucleus size decreases with overcooling.

Thus, the mechanism of rubidium solidification caused by
strong overcooling is different from that postulated by the
classical nucleation theory. Solidification ismediated through
an avalanching increase in the number of atoms with type
0608 and 0446 VPs, the clusterization of these atoms, and the
growth of the clusters. This `cluster' mechanism (see Ref. [72])
is inherent in strongly overcooled liquids. It was also observed
in cooled MD-models of silver and nickel (see Sections 3.2.2
and 9.3). In the case of rubidium, it is realized at temperatures
below 183 K, which is, therefore, the lower overcooling limit
(Tb). Solidification by this mechanism ends in crystallization,
given that the system remains long enough in a temperature
range below Tb and its atoms display diffusion mobility
needed for structure transformation. If this time is not long
enough, rapid cooling leads to amorphization.

The ab initio method was applied in Ref. [171] for liquid
rubidium simulation at 350±1400 K (54 atoms in the basic
cube having the edge from 17.38 to 19:92 A

�
in length). The

PCF was consistent with diffraction data. The authors
managed to evaluate self-diffusion coefficients and obtain
electron density profiles. At T � 35 K, electrons were
smeared out over the entire volume, except regions around
ions. At T � 1400 K, electrons tended to be localized due to
developed fluctuations of atomic density. They accumulated
in the regions occupied by closely approached atoms. The
density of states was very similar to that in the free electron
model. The fraction of d-states in the total electron density
increased appreciably at 520±570 K as pressure enhanced to
6.1 GPa.

Ab initio simulation of rubidium at different densities
between 350 and 2000K is described in Ref. [118]. Themodels
contained either 54 or 250 atoms per cell. Static structure
factors and PCFs were calculated. The coordination number
decreased upon heating from 8.0 (density of 1.45 g cmÿ3) to
2.5 (density of 0.61 g cmÿ3). Certain pairs of atoms
approached to each other were revealed, serving as dimer
precursors. The electron concentration between these atoms
was elevated.

In Ref. [119], rubidium was simulated by ab initio and
LMTO (linear muffin-tin orbitals) methods at temperatures
up to 2200 K. The self-diffusion coefficient was consistent

with the viscosity-assisted estimate obtained using the
Stokes±Einstein formula. Also, an agreement was achieved
with the results of electrical conductivity experiments.

3.1.5 Cesium. In Refs [78, 120], the pair contribution to the
cesium EAM potential was evaluated using the Schommers
algorithm in the form of a table. In Refs [55, 56, 60], this pair
contribution was represented in an analytical form. The
cutoff radius of interaction was put on 13:15 A

�
. The pair

contribution to cesium EAMpotential is shown in Fig. 1. The
parameters of the cesium embedding potential were selected
from the temperature dependence of metal density.

Cesium models were constructed at temperatures ranging
298±1923 K [55, 56]. The results of calculations by the MD
method near Tm are presented in Table 2. Low enough
pressure values and discrepancies Rg between diffraction
[121] and model PCFs were obtained at all temperatures
up to 1600 K (see Table 7). Accounting for the electron
contribution significantly improved the agreement with
experimental data on the energy.

The properties of liquid cesium under high pressures were
studied by static (up to 9.8 GPa in Ref. [122] and 5 GPa in
Ref. [123]) and shock (up to about 40±43 GPa [83, 87])
compression techniques. In Ref. [78], the EAM potential
was applied to simulate strongly compressed cesium. The
volume dependence of pressure along the shock Hugoniot
presented in Fig. 9 is well approximated by the expression

p �GPa� � ÿ4:579855� 102Z 3 � 2:923059� 103Z 2

ÿ 2:377560� 103Z� 5:255829� 102 : �21�
The embedding potential of liquid cesium in Ref. [60] was
chosen in the form (5)±(10) (see Fig. 3).

The results of calculations are displayed in Fig. 8. Figure 9
also shows calculated pressure: pcalc � pM � peT. The agree-
ment between real and model pressures was almost anywhere
good (columns 2 and 12, the average discrepancy being
0.32 GPa). Actual and simulated energies were in equally
good agreement (columns 9 and 10; average discrepancy
being 0.78 kJ molÿ1). The electron thermal energy at
Z � 0:33 equaled 322.2 kJ molÿ1 and accounted for 33% of
the total cesium energy (627:0� 322:2 � 949:2 kJ molÿ1).

The melting temperature of cesium models may be
determined by the heat-up method. The results obtained
using the EAM potential from Ref. [78] are given in
Table 10. The melting temperature passes through a mini-
mum at a pressure of roughly 1 GPa. The actual melting
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Figure 9.Cesium shock Hugoniot: 1Ðdata fromRef. [83], 2Ðstatic data

[122], and 3Ðmolecular-dynamic data: pcalc � pM � peT.

18

16

14

12

10

8

6

4

2

0 20 40 60 80 100
n� 10ÿ3

M2

Figure 8. Time-dependent behavior of the mean size of 0608-clusters in an

Rb model. The number of atoms N � 1968, T � 185 K; nÐnumber of

time steps.

December 2013 Computer simulation of liquid metals 1191



temperature under standard pressure equals 301.8K; it passes
through twomaxima (473 and 471K) under 2 and 3GPa, and
thereafter through a minimum (360 K) at p � 4:1 GPa.
Finally, the temperature rises again to 498 K at p � 5:5 GPa
[99]. Calculations with the EAM potential considerably
underestimate Tm at pressures above 0.5 GPa, even though
they reveal the minimum.

The ab initio method was employed to simulate cesium in
Refs [124, 125]. In paper [124], simulation was performed for
T � 323ÿ1673 K and densities from 1.83 to 0.96 g cmÿ3

(125 atoms per cell); also, structural and diffusion character-
istics were calculated. Good agreement of structure factors
with experiment was obtained, while the coordination
number decreased almost linearly with increasing tempera-
ture from 6.6±7.5 to 3.1±4.0. Models reported in paper [125]
contained 54 atoms in the cell (total of 378 electrons). On the
whole, these data were consistent with the results of classical
simulation using the pair potential derived by the Schommers
algorithm and the EAM potential. However, self-diffusion
coefficients D were different in magnitude. In Ref. [125],
coefficient D almost linearly increased with temperature and
equaled 40� 10ÿ5 cm2 sÿ1 at 1600 K, while simulation with
the EAMpotential yieldedD � 70� 10ÿ5 cm2 sÿ1 [78]. These
data allow one to verify the satisfiability of the Stokes±
Einstein relation

D � kBT

6pZri
; �22�

where r1 is the effective ion radius, and Z is dynamic viscosity.
Usually, relation (22) is fairly well satisfied if the radius of a
singly-charged ion (1:65 A

�
for cesium) is taken as ri. The

values of D calculated in Ref. [78] from viscosity data
(see Ref. [81]) are in excellent agreement with those obtained
by the MD method using the EAM potential. Ab initio
calculations underestimate D at T � 1600 K by roughly
1.8-fold, while the ion effective radius entering into formula
(22) increases with temperature.

3.1.6 Main results for liquid alkali metals. It follows from
Table 1 that the EAM potential selected with regard to solid
phase properties may not be quite suitable for the liquid
phase. Conversely, the EAM potential selected taking into
consideration the properties of the liquid phase alone, may
prove unsuitable for the calculation of solid phase properties,
melting temperature Tm, and other characteristics of a two-
phase equilibrium. Table 11 collates calculated TEAM

m values
of alkali metals (involving EAMpotential) with experimental
T exp
m values. The values of TEAM

m are, on the average, 15±25 K
higher or lower thanT exp

m . This discrepancy strongly increases
at higher pressures for all metals, besides potassium (see
Section 3.1.3). Melting temperatures inevitably differ if the
interaction potential leads to incorrect values of melting heat
DH and volume change DV during melting. For example, in
sodium simulation with the EAM potential under zero
pressure [55, 56], the difference in energy between the liquid
state model and the bcc-model at T � 375 K is 2.35 kJ molÿ1

(real melting heat DH � DU � 2:70 kJ molÿ1), while the
densities of the bcc and liquid phases are 0.9663 and
0.2966 g cmÿ3, respectively. Therefore, the change in the
volume during melting amounts to 1.019 cm3 molÿ1, com-
pared with the actual value of 0.64 cm3 molÿ1. Using the
Clausius±Clapeyron equation, one arrives at dTm=dp �
TDV=DH�164 K GPaÿ1. The real value of dTm=dp equals
85 K GPaÿ1 [99]. In other words, each additional 1-GPa
increment of pressure increases the discrepancy between
theoretically predicted and experimental melting tempera-
tures by approximately 85 K.

Running sodium simulation revealed the anomalous
behavior of models with a bcc-lattice, which is analogous
to the anomalous behavior of water under high pressure. In
a range of Z � 0:45ÿ0:50, the structural transformation
of the model resulted in the appearance of groups of
closely positioned atoms having a reduced effective
diameter. The number of such atoms gradually increased
in response to heating and compression. At T � 300 K, the
regular bcc-structure was retained at Z values down to 0.6.
Stronger compression caused atomic rows to bend and the
model structure factor to diminish; as a result atZ � 0:45 the
lattice lost stability, and themodel underwent amorphization.
A rise in temperature stimulated the formation of pre-peak
atoms accompanied by their approaching to each other,
which resulted in the anomalous temperature dependence of
density, negative derivatives �qV=qT �p, �qp=qT �V for T �
500ÿ1300 K, and enhanced heat capacity. At Z � 0:363,
almost all atoms of the model passed into the state of pre-
peak atoms and aggregated into one large cluster.

Simulation with the EAM potential was not associated
with a marked reduction in the coordination number in liquid
cesium at T � 623 K and high pressures, as described in
Ref. [122]. Such an effect is rather unusual in itself; in
Refs [122, 123, 126], it was explained by 6s±5d hybridization
and the appearance of type dsp3 directed bonds.

Self-diffusion coefficients in liquid metals are usually
deduced from the slope of the time (t)-dependence of the
mean square atomic displacement h�Dr�2i using the formula
h�Dr�2i � 6Dt. The following self-diffusion coefficients of
alkali metals were calculated (involving EAM potential)
under standard pressure:
� D � 2:688� 10ÿ9 T 1:7182 [cm2 sÿ1] in lithium for

T < 3400 K;
� D � 2:861� 10ÿ9 T 1:6546 [cm2 sÿ1] in sodium for

T < 2300 K;
� D � 3:233� 10ÿ5 exp �0:001941T � [cm2 sÿ1] in potas-

sium for T < 2200 K;
� D � 9:605� 10ÿ10 T 1:81035 [cm2 sÿ1] in rubidium for

T < 2000 K;
� D � 1:4896� 10ÿ10 T 2:0820 [cm2 sÿ1] in cesium for

T < 1923 K.
Diffusion in liquid metals occurs through the drift

mechanism [127]. The error in a D prediction is usually
small. For example, the ratio of calculated values to

Table 11. Calculated Tm of alkali metal models with the EAM potential.

Metal T EAM
m T exp

m

Li
Na
K
Rb
Cs

428
358
319
328
363

453.7
371.0
336.0
312.5
301.8

Table 10.Melting temperature of cesium models.

Z � V=V0 1 0.90 0.80 0.70 0.60 0.50 0.40 0.35

Pressure, GPa 0 0.32 0.68 1.07 1.63 2.78 7.22 14.00

Tm, K 363 338 165 96 143 160 250 473
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experimental ones, DMD=Dexp, at T � Tm for Li, Na, K, and
Rbmodels with the EAMpotential comprises 1.34, 1.05, 1.22,
and 0.83, respectively. These deviations are insignificant,
bearing in mind the usual experimental error of 10±15%. As
a rule, the relationship between diffusion and viscosity is well
described by the Stokes±Einstein equation (22).

The possibility of calculating the metal critical tempera-
ture by the MD method is rather doubtful, because matter
loses its metallic properties near the critical point, and the
potential is likely to change. Still, some attempts to check such
a possibility have been reported. Specifically, critical tem-
perature Tc for rubidium was estimated [71] in a series of
models at a temperature ranging 1900±2150 K and a constant
density of 0.3631 g cmÿ3 close to the critical density of
rubidium. The mean square width of VP volume distribution
sV (Table 12) passes through a maximum at T � 2000 K. It is
difficult tomore accurately determine the critical temperature
due to marked fluctuations of the structure and large
deviations of volume distribution from the Gaussian one.

Another series of models was constructed for T �
773ÿ2500 K and a constant density of 0.431 g cmÿ3 (close
to the critical density) to estimate the critical temperature of
cesium [78]. The temperature dependence of sV has the form
of two linear segments intersecting at temperatures around
2000 K. The intersection point lies near cesium Tc (2043 K).
Attempts to more accurately determine Tc have failed.

Our EAM potentials fairly well describe the behavior of
liquid alkaline metals under shock compression. They can be
chosen to build models of crystalline metals at temperatures
near absolute zero and calculate the `cold pressure' for
comparison with the data of `standard' calculations. The
results are collated in Table 13. It was hardly possible to
expect good agreement because the potentials were selected
based on the properties of liquid phases and did not
necessarily fit the crystalline phases. Nevertheless, in the
majority of cases, the results of direct simulation and
standard calculations agreed fairly well, especially for Li, K,
and Rb. Taking account of electron contributions has to

increase the cold pressure, and this effect was well pro-
nounced under strong compression for sodium, and less so
for lithium.

The ab initiomethod permits us to calculate the electronic
properties (spectra, density of states, conductivity, etc.),
which is impossible applying the classical MD technique. As
regards structural properties (PCFs, structure factors), this
method yields results similar to those obtained with the use of
EAM and pair interaction potentials. However, publications
based on the application of the ab initiomethod suffer from a
lack of data on the thermodynamic properties of the models.
Therefore, the best strategy is to combine both techniques.
This inference refers in the first place to construction of EAM
potentials fitted to describe both crystalline and liquid phases.

3.2 Noble metals
The structure factors and thermodynamic properties of liquid
Cu, Ag, Au, and Ni were calculated in Ref. [128] with the use
of EAM potentials at temperatures close to the respective
melting points; they proved consistent with the diffraction
data. Analogous calculations for liquid Cu, Ag, Au, Ni, Pd,
and Pt were made in Ref. [129]. Agreement between
theoretical and experimental values was documented for
structure factors, energy, and entropy of fluids at tempera-
tures close to the melting point.

3.2.1 Copper. A few EAM potentials for copper are reported
in the literature. Some of them are proposed to describe the
crystalline phase (e.g., in paper [130]), but in papers [35, 131±
136] the EAM potential was applied to describe a liquid
metal. Reference [35] reports on a good agreement between
theoretical and observed structures. Known EAM potentials
were modified in Ref. [136], so as to improve the agreement
with experiment for liquid Cu PCFs at T � 1373 K.

EAM potentials for liquid copper constructed with the
involvement of diffraction data on the metal structure near
the melting point were calculated in Refs [135, 137]. Excellent
agreement with experiment for the shape of PCF at 1573±
1873 K was reached in paper [137]. The proposed potential
fairly well described the properties of liquid copper under
both low pressures and strong compression. In Ref. [131], the
pair contribution to the interparticle interaction potential
fromRef. [135] was approximated by function (17) with k � 4
and L � 6 (Fig. 10). The cutoff radius of interaction was put

Table 13. Cold pressure in alkali metals (bcc-lattice).

Metal Data* Degree of compression Z

0.9 0.8 0.7 0.6 0.5 0.45 0.4 0.35

Li
Li
Li
Na
Na
Na
K
K
K
Rb
Rb
Cs

[88]
[84]
EAM
[88]
[84]
EAM
[88]
[84]
EAM
[88]
EAM
EAM

0.99
0.89
1.39
0.46
0.55
0.66
0.28
0.20
0.49
ì
0.23
0.31

3.09
3.34
2.44
1.80
1.72
2.52
0.97
0.61
1.10
0.65
0.67
0.69

6.60
6.80
6.03
3.74
4.12
3.87
1.86
2.08
1.81
1.33
1.61
1.15

12.78
11.9
11.30
7.67
7.45
5.22
3.52
3.62
3.14
2.39
2.65
1.72

22.84**
20.9
23.42
14.95
14.45
18.67
6.91
6.40
6.31
4.78
5.23
2.68

ì
28.0
29.27
20.28
20.85
37.97
9.56
9.11

10.59
6.85
6.78
3.80

ì
37.7
37.79
26.97**
30.31
50.64
13.01
13.36
15.73
9.68
9.21
5.92

ì
50.6
61.24
ì

43.88
71.69
17.38**
19.80
19.24
13.42
14.00
11.53

* Interpolated data from Ref. [88]. EAM data are calculated at T � 10 K with the use of EAM potentials from Refs [55, 56, 60].
** Extrapolated value.

Table 12.Mean square width of VP volume distribution sV for rubidium.

T, K 1900 1950 1975 2000 2025 2050 2100 2150

sV, A
� 3 338 341 356 394 351 357 344 317
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in simulation to 8:10 A
�
. At distances smaller than 2:10 A

�
, the

pair contribution was described by an exponential formula.
The embedding potential for copper was also borrowed from
paper [135] (Fig. 11). The original copper models had an
fcc-structure and comprised 2048 particles. The models were
constructed for 298±4500 K applying the Verlet algorithm
with a time step of (0.010 ± 0.002) t0 and internal time unit
t0 � 8:116� 10ÿ14 s.

The results of MD simulation of liquid Cu near Tm are
given in Table 2. Model PCFs at 1423±1773 K are consistent
with diffraction ones [89, 90] (Table 14). By way of example,
Fig. 12 depicts model and diffraction PCFs of copper at
T � 1423 K. Model densities near zero pressure also agree
with experiment at all temperatures up to T � 4500 K,
although they are always slightly lower than those measured
by the pulse heating method at high temperatures [142, 143].

The energy of liquid copper models at temperatures below
1873K is consistent with experiment [142, 143] (see Table 14).
At higher temperatures, the model energy is systematically
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Figure 12. Pair correlation function g�r� of liquid copper at T � 1423 K.
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Table 14. Calculated properties of copper and silver* obtained by the MD method with EAM potential [131].

No. T, K d, g cmÿ3 p, GPa,
expt.

hri Rg U, kJ molÿ1 KT, GPa D� 105, cm2 sÿ1

model expt. EAM EeT EAM+EeT expt. EAM expt. EAM expt.

Copper

1
2
3
4
5
6

298
1423
1773
1873
3500
4500

8.758
7.978
7.686
7.611
6.404
5.719

8.920
7.978
7.681
7.618
6.437
5.854

� 0
� 0
� 0
� 0
� 0.3
� 0.3

1.10
1.00
0.96
0.95
0.77
0.67

ì
0.0215
0.0328
0.0671
ì
ì

ÿ339.96
ÿ287.70
ÿ275.81
ÿ272.67
ÿ223.64
ÿ194.03

0
0.517
0.837
0.943
3.752
6.679

ÿ339.96
ÿ287.2
ÿ275.0
ÿ271.7
ÿ219.9
ÿ187.4

ÿ331.2
ÿ287.8
ÿ274.9
ÿ271.3
ÿ218.4
ÿ191.3

ì
75� 6
ì

65� 3
37� 8

9.3� 0.1

ì
69.0
ì
ì
ì
ì

ì
3.58
ì
7.16
26.1
42.4

ì
4.63, 4.70

ì
7.29, 10.7

ì
ì

Silver

1
2
3
4
5
6

298
1273
1423
1673
2000
2400

10.026
9.261
9.155
8.980
8.683
8.279

10.49
9.261
9.118
8.885
8.651
8.289

� 0
� 0
� 0
� 0
� 10ÿ5

� 10ÿ4

1.09
1.00
0.99
0.96
0.93
0.87

ì
0.0269
0.0434
0.0594
ì
ì

ÿ271.08
ÿ239.77
ÿ235.53
ÿ228.56
ÿ218.51
ÿ207.0

0
0.535
0.680
0.965
1.423
2.128

ÿ271.1
ÿ239.2
ÿ234.8
ÿ227.6
ÿ217.1
ÿ204.9

ÿ278.70
ÿ239.69
ÿ233.41
ÿ225.92
ÿ216.87
ÿ204.31

ì
53.8
48.54
35.91
23.91
17.49

100
53.8

50.5**
45.3**
ì
ì

ì
3.45
4.68
6.47
8.16
11.56

ì
2.80
3.86
5.78
ì
ì

* Data on energy, density [135, 142ë144], and diffusion [145ë148]. Data for Cu pulse heating were obtained under � 0:3 GPa [142, 143]. In Cu
simulation, near-ambient pressure was maintained.
** Calculated from the data Ref. [149] on the assumption thatCp=CV � const. Distribution width hri increases from top to bottom of the column from
�0:03 to �0:10.
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underestimated and a relevant scarcity reaches�5:1 kJmolÿ1

atT � 4000 K. The discrepancy is eliminated forT < 4500 K
by taking into account the contribution from electron thermal
energy. Table 14 contains data on bulk compression modulus
KT and copper self-diffusion coefficient D.

Each copper fcc-model in Ref. [131] contained 2048
atoms in the basic cube. Calculated near-zero pressure
occurred at a density 1.8% lower than the actual one. The
energy of crystalline copper models at T � 298 K was by
� 8:7 kJ molÿ1 lower than the real one. This means that the
EAM potential selected based on liquid copper properties is
not good enough to describe crystalline Cu (see Table 14).

The shock compression of copper was studied up to a
pressure of several thousandGPa. Figure 13 depicts the shock
Hugoniot for Cu based on the data from Refs [85, 86, 150±
152], which are well approximated by the series expansion

p �GPa� � ÿ148420:8915Z 5 � 610577:1637Z 4

ÿ 1006240:4673Z 3 � 832344:6559Z 2

ÿ 346818:4603Z� 58547:3376 :

Here, Z � V=V0, where V is the molar volume in the
compressed region, V0 is the volume under normal condi-
tions, and V0 � 7:115 cm3 molÿ1.

Melting of the copper metal model under shock compres-
sion occurred only for Z < 0:65, when the temperature
reached 6000±7000 K. Therefore, it was convenient to use
the potential calculated for crystalline copper, when simulat-
ing compressed states. In Ref. [138], the shock compression
of copper was described using the EAM potential from
Ref. [45]. The pair contribution to the potential resembles
the function from Ref. [131] (see Fig. 10). The use of this
EAM potential yields good results when the degree of
compression Z � 1:0ÿ0:7. However, the pressure at the
shock Hugoniot is overestimated by several GPa at
Z � 0:65 and 0.60, and underestimated by several dozen
GPa for Z < 0:60. For this reason, the embedding potential
from Ref. [45] was corrected in Ref. [138] for use in high
pressure regions. Correction for the embedding potential
from Ref. [45] has the form

DF�r� � 0:215�rÿ 2:35�2 H�rÿ 2:35� �eV� ; �23�

with function H�x� � 0 for x < 0, and H�x� � 1 for x5 0.
This correction affects the properties of only those models
in which r > 2:35, i.e., for Z > 0:60. The copper embed-
ding potential with correction (23) included is shown in
Fig. 11.

The results of MD calculations of copper properties with
this potential under shock compression are presented in
Table 15. At 300 K (when correction (23) is insignificant),
the agreement with experiment is not very good. In the case of
real Cu density, the pressure is 1.82 GPa instead of zero, and
the energy is somewhat different from the actual value of
ÿ331:2 kJ molÿ1. However, the employment of the potential
from Ref. [45] with correction (23) leads to overall good
agreement of model energy and pressure with the respective

Table 15. Properties of copper and silver models at shock compression parameters.

Z Density,
g cmÿ3

p, GPa,
expt.

U2ÿU1,
kJ molÿ1

T, K,
model

hri m, eV EeT,
kJ molÿ1

peT,
GPa

EM,
kJ molÿ1,
from (16)

EMD,
kJ molÿ1

pM, GPa,
model

pM � peT,
GPa

1 2 3 4 5 6 7 8 9 10 11 12 13

Copper

1.00*
0.90*
0.80*
0.70*
0.65*
0.60
0.50
0.46
0.46**

8.929
9.922
11.161
12.756
13.738
14.883
17.86
19.413
19.413

0
19.22
55.88

137.29
212.87
341.99
967.13
1472.9
1472.9

0
6.837
39.76

146.53
265.05
486.65

1720.3
2829.6
2829.6

300
300
600

2590
3920
8720

40,800
71,100
71,400

1.00
1.18
1.41
1.72
1.92
2.15
2.78
3.11
3.12

7.029
7.541
8.157
8.912
8.912
9.834

10.098
8.519
8.490

0
0.00
0.058
1.31
2.880
13.46
218.87
505.68
508.80

0
0
0.01
0.18
0.41
2.11

41.02
103.01
103.64

ÿ331.20
ÿ327.26
ÿ294.40
ÿ188.88
ÿ71.93
139.1
1167.3
1989.8
1986.7

ÿ334.10
ÿ328.4
ÿ297.37
ÿ189.05
ÿ72.39
138.1
1167.2
1989.4
1984.5

1.82
20.20
56.49
137.3
217.3
344.8
922.7
1379
1345

1.82
20.2
56.5
137.5
217.7
346.9
963.7
1482
1449

Silver

1.00*
0.90*
0.80*
0.70*
0.60
0.55

10.490
11.656
13.112
14.986
17.483
19.073

0
17.9
44.2

121.2
315.8
478.1

0
9.22
45.49

186.97
649.48

1106.2

300
330
640

3420
11,060
19,670

1.00
1.36
1.62
1.79
2.48
2.82

5.499
5.899
6.381
6.965
7.632
7.880

0.000
0.006
0.088
2.932
27.25
76.95

0
0

0.01
0.27
2.94
9.07

ÿ271.08
ÿ261.87
ÿ225.68
ÿ87.04
351.15
758.17

ÿ271.24
ÿ262.32
ÿ225.78
ÿ86.70
351.98
758.84

3.42
18.03
44.5

120.35
308.64
468.9

3.42
18.0
44.5
120.7
311.5
478.0

* Crystalline states.
** Calculated without correction (23) for the potential from Ref. [45].
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Figure 13. Copper shock Hugoniot: 1Ðexperiment [86, 150], and 2Ð

MD calculations [138].
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experimental findings if electron thermal contributions are
taken into account.

Table 15 also lists the results of calculations with the use
of the potential from Ref. [45] without correction (23). In
this case, the model pressures at Z � 0:50 and 0.46 are
underestimated compared with experiment by approxi-
mately 20 GPa (with good agreement between calculated
and experimental energies).

3.2.2 Silver. EAM potentials for silver proposed in Refs [35,
53] were applicable to calculations of the liquid structure [35].
In Ref. [138], the pair contribution to the EAM potential was
calculated from diffraction data by the Schommers algorithm
and approximated by formula (17) with k � 4, L � 6. The
cutoff radius of interaction was put to 8:40 A

�
. This potential

is shown in Fig. 10. The embedding potential in the form (5)±
(10) was calculated in Ref. [131] taking account of the
properties of liquid silver at temperatures of up to 3000 K
(see Fig. 11).

Silver models containing 2048 particles were constructed
at temperature ranging 298±3000 K by applying the Verlet
algorithm. The results are shown in Tables 2 and 8. Good
agreement of the liquid structure with experiment was
reached even at T � 1673 K (Rg � 0:0594). The discre-
pancy between calculated and experimental energies over
the entire temperature range did not exceed 2 kJ molÿ1,
given that corrections for electron thermal energy are
considered. The calculated energy of fcc-silver at T �
298 K, similar to that of copper, is much higher than the
actual one.

The calculated self-diffusion coefficient is roughly 15±
20% higher than the one measured in Ref. [148]. The
isothermal bulk compression modulus KT is in good agree-
ment with the experimental one at T � 1273 K, but decreases
under heating faster than the latter.

The shock Hugoniot for silver calculated from the results
ofmany shock tests under pressures of up to 441GPa [86, 150]
is depicted in Fig. 14. The data presented are well described by
the formula

p �GPa� � ÿ11156:739Z 3 � 29309:836Z 2

ÿ 25879:621Z� 7701:890 ;

where Z � V=V0, and V0 � 10:283 cm3 molÿ1. The EAM
potential was calculated by a method similar to that used to
calculate the copper EAM potential, taking into considera-

tion the thermal contribution from collective electrons to
energy and pressure. The embedding potential for silver is
plotted in Fig. 11.

The results of calculations of silver compressed states are
listed in Table 15. In all cases, they agreed well with
experimental energy and pressure values along the shock
Hugoniot. The mean deviation of theoretical MD-values
from experiment was 0.18% for energy, and 0.38% for
pressure.

The process of homogeneous crystallization (at zero
pressure) in silver models containing 2048 atoms in the basic
cube was investigated by the MD method in Ref. [153]. The
EAM potential was borrowed from Ref. [53]. The model
structure was analyzed checking the local order parameter,
structure factor, number of `solid-like' particles (surrounded
by local neighbours alike to the fcc-lattice), and energy.
Solidification through the cluster mechanism similar to that
considered for rubidium in Section 3.1.4 occurred during
isothermal MD-runs at temperatures below 802 K. This
process was accompanied by a gradual increase in the
number of solid-like atoms and the formation and growth of
their clusters. In the beginning, the clusters had a very loose
structure, and their linear size rapidly reached the size of the
basic cube. The process ended in the formation of the
fcc-phase. Solid-like atoms played a key role in the solidifica-
tion process. The lower overcooling limit for silver was found
to be near 803 K. The cluster mechanism does not work when
this limit is exceeded.

3.2.3 Gold. The structure factors and certain thermodynamic
properties of liquid gold near the melting point were
calculated in Refs [35, 128, 129] with the utilization of EAM
potentials. The results were consistent with the diffraction
data.

4. Metals of group II of the Periodic Table

Up to now, electron thermal contributions to pressure and
energy have not been taken into consideration when deter-
mining the parameters of EAM potentials for group II metals
of the Periodic Table, because the accuracy of formulas (11)
and (12) remains unclear.

4.1 Magnesium
Liquid magnesium models near the melting point were
constructed by the ab initio method in Ref. [154]. The
structure factor was consistent with experimental data
including the asymmetry of the second peak. The dynamics
of particle motion were analyzed and transport coefficients
calculated.

4.2 Zinc
Different variants of the EAM potential for zinc were
proposed in Refs [155±159]. The potential derived in paper
[139] permits calculating the properties of liquid zinc by the
MD method both under standard pressure and in a strongly
compressed state. The potential was evaluated based on data
on the density, energy, compressibility, and shock compres-
sion of liquid zinc. The pair contribution to the potential had
the form

j�r� �eV� � g0 � g1
r
� g2
r 2
� g3
r 3
� g4
r 4
;
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Figure 14. Silver shock Hugoniot: 1Ðexperiment [86, 150], and 2Ð

molecular-dynamic data [138].
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where distance r is expressed in angstr�oms. Coefficients have
the following values:

g0 � 0:72001055937877� 101 ;

g1 � ÿ0:80150841136324� 102 ;

g2 � 0:31892147780205� 103 ;

g3 � ÿ0:57541465681597� 103 ;

g4 � 0:42163547603305� 103 for 2:154 r < 4:50 ;

g0 � 0:12841892080241� 102 ;

g1 � ÿ0:30964955609560� 103 ;

g2 � 0:2736980719079� 104 ;

g3 � ÿ0:10473860807972� 105 ;

g4 � 0:14598307517979� 105 for 4:50 < r < 7:62 :

For r < 2:15, the pair potential takes the form

j�r� �eV� � 0:748224� 0:63277�2:15ÿ r�
� 0:72

�
exp

�
2:96�2:15ÿ r��ÿ 1

	
:

Function j�r� and its first derivative are continuous at
conjugation points. The cutoff radius of the pair potential
reaches 7:62 A

�
. The pair potential for zinc is shown in Fig. 10.

The embedding potential in the form (5)±(10) was calculated
from the temperature dependence of liquid zinc density (see
Fig. 11). It was utilized to determine the properties of liquid
zinc at temperatures ranging up to 1500 K (Table 16). The
calculated parameters of liquid zinc at T � Tm are listed in
Table 2. The bulk compression modulus, self-diffusion
coefficient, and PCF agree well with experiment for
T < 1000 K. Electron contribution to the energy at these
temperatures is small (0.914 kJ molÿ1 at T � 1500 K,
assuming the zinc ion charge to be 2). Taking account of this
contribution leads to good agreement with experiment for the
energy at all temperatures up to 1500 K.

The shock Hugoniot for zinc was obtained by the shock
compression technique in Refs [85, 86, 150, 167±172]. At
maximum compression achieved in Ref. [170], Z �
V=V0 � 0:4474 and pressure equals 794 GPa. Experimental
values at the degree of compression of up to Z � 0:6 and
pressure of up to � 170 GPa shown in Fig. 15 were
approximated by the formula

p �GPa� � 4:521984� 104Z 4 ÿ 1:387623� 105Z 3

� 1:612700� 105Z 2ÿ8:448182�104Z� 1:692306� 104

�24�

with V0 � 9:158 cm3 molÿ1. Figure 11 shows the r-depen-
dence of calculated F.

Zinc properties in strongly compressed states are listed in
Table 17 [139]. Under shock conditions, melting in zinc
models occurs for Z < 0:7 and temperatures above 1900 K.
For comparison, Table 17 also contains data on electron
thermal energy and pressure calculated by formulas (11) and

Table 16.Calculated properties of zinc and mercury obtained by theMDmethod with EAMpotential [139, 140]. Density data are taken fromRefs [160±

162], energy from [160, 163], compressibility from [160, 164], and diffusion from [165].

T, K d, g cmÿ3 p, GPa hri Rg ÿU, kJ molÿ1 KT, GPa D� 105, cm2 sÿ1

Model Expt. EAM Expt. EAM Expt. EAM Expt.

Zinc

300*
723
933
933

1200
1500

7.140
6.546
6.340
6.362
6.156
5.949

7.14
6.546
6.340
6.340
ì
ì

ÿ2.69
ÿ0.008
ÿ0.076
0.004
ÿ0.004
0.008

1.080
1.001
0.965
0.975
0.935
0.900

ì
0.029
0.042
0.043
ì
ì

122.52
103.80
97.43
97.60
90.35
82.56

124.2
103.6
97.0
ì
88.6**
79.2**

ì
41.5
ì
35.4
ì
ì

70
ì
ì
ì
ì
ì

ì
3.39
6.42
6.60
10.6
14.9

ì
2.43
ì
5.84
11.4
18.3

Mercury

293
523
773

1073
1273
1473
1673
1773

13.55
13.04
12.38
11.42
10.81
10.12
8.63
8.26

13.55
12.87
12.37
11.42
10.82
10.13
89.63
8.26

1.00
0.96
0.90
0.82
0.77
0.72
0.62
0.60

0.009
0.010
0.021
ÿ0.026
0.028
0.038
0.159
0.285

0.0334
0.0825
0.0800
0.105
0.0859
0.0974
0.118
0.121

55.28
49.17
42.52
34.22
28.61
22.69
14.46
12.29

55.32
49.02
42.17*
32.79**
26.9***
19.8***
9.4***
ì

25.3
19.7
11.13
6.98
5.22
ì
ì
ì

24.9
19.0
13.9
9.34**
5.51**

ì
ì
ì

1.02
2.81
4.58
7.64
10.1
12.3
17.7
ì

1.42 ë 1.72
ì
ì
ì
ì
ì
ì
ì

* At 10 bars.
** At 500 bars.

*** With the use of thermal capacity data [166].
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Figure 15. Zinc shock Hugoniot: 1Ðexperiment [85, 86, 150, 167±172],

and 2Ðcalculations by MD method [139].
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(12). For Z5 0:65, the calculated properties are consistent
with the experimental ones regardless of electron contribu-
tions. However, electron contributions need to be considered
at lower Z values.

4.3 Mercury
In the past, interparticle interaction potentials for liquid
mercury were calculated by a variety of methods. The
Ornstein±Zernike equation with the use of structure-related
diffraction data and the pseudopotential technique were
tapped for this purpose in Ref. [173]. These two approaches
yielded different pair potentials. The authors of Refs [174,
175] demonstrated that a theoretical description of mercury
requires explicit consideration of d-electrons and taking
account of relativistic effects. The potential obtained in
Ref. [174] was used in the MD simulation of mercury.

The effective pair interaction potential for mercury atoms
was calculated in Ref. [176] from structural data at tempera-
tures of up to 1823 K using the Ornstein±Zernike equation.
Then, an MD simulation modeling of static and dynamic
mercury structure was carried out, revealing good agreement
between theory and experiment for the speed of sound. The
shape of the potentials found showed strong temperature
dependence. In Refs [177, 178], the MD models of mercury
were constructed applying the potential derived by the
molecular orbital method for Hg2 dimer molecules. Good
agreement with diffraction data was achieved only at
temperatures of up to 1273 K; the discrepancy considerably
increased at higher temperatures. The authors of Ref. [179]
applied a simple pair potential in the form of the sum of an
exponent and Gaussian potential well, with the parameters
selected taking into account the data from Ref. [176]. The
correct temperature dependence of the liquid phase density
was arrived at in Ref. [179].

MD simulation of liquid mercury in Ref. [180] was
performed by the ab initio method along the liquid±vapor
phase equilibrium curve up to the critical point; simulta-
neously, the mechanism of metal±nonmetal transition was
analyzed. Liquid Hg models contained 50 particles in the

basic cube. With this number of particles, the PCF of the
liquid could be calculated only for the first two peaks.

The pair contribution to the EAM potential for mercury
was calculated in Ref. [181] from known PCFs applying the
Schommers algorithm. The embedding potential was derived
in Ref. [163] where Hg models having real density at 293±
1803 K were constructed. The theoretical model structure for
T > 1000 K was significantly different from the actual one.
Nevertheless, both the calculated energy and self-diffusion
coefficient were consistent with their experimental values at
all temperatures of up to 1673 K.

The EAM potential for Hg was improved and presented
in an analytical form in Ref. [140]. The pair contribution was
chosen in the form of function (17) with k � 5, L � 8 (see
Fig. 10). The embedding potential F�r�, i.e., a piecewise
continuous function of r, was taken in the form (5)±(10)
with the addition of one more r-axis division at r � r7.
Coefficients were selected so as to obtain near-normal
pressures at all temperatures from 293 to 1673 K and real
mercury densities (either at liquid±vapor equilibrium or
under specified pressure). The embedding potential is plotted
in Fig. 11, and the results of calculations are given in Tables 2
and 14. The density at temperatures of up to 1773 K and the
bulk compression modulus (up to 1273 K) were consistent
with the respective experimental parameters. The discrepancy
among PCFs was rather high (� 0:08) at all temperatures
above 293 K due to the 10±20% difference in the heights of
the first peak. The model energy fairly well agreed with
experimental values at temperatures of up to 1273 K
(discrepancy 4 1:7 kJ molÿ1); however, the real energy was
much higher than the model one at higher temperatures. The
estimates obtained by formulas (11) explain almost half of the
discrepancies between real and calculated Hg energies by the
electron contribution effect. The main cause of the discre-
pancies appears to be the metal±nonmetal phase transition
initiated by a decrease in density by 25% or more.

To recall, the relationship between the discrepancies of
the model and real energy and bulk compression modulus
KT must exist by virtue of thermodynamic expression

Table 17. Properties of zinc and mercury models under shock compression [139, 140].

Z p, GPa,
expt.

U2ÿU1,
kJ molÿ1,
from (13)

T, K,
model

T, K [57] m, eV EeT,
kJ molÿ1,
from (11)

peT, GPa EM,
kJ molÿ1,
from (16)

EMD,
kJ molÿ1

pm, GPa,
model

Zinc

1.00*
0.80*
0.70*
0.65
0.60
0.55
0.50
0.45

0
28.4
67.1

106.8
179.0
293.6
480.4
773.0

0
26.02
92.13
171.26
327.86
604.88

1100.3
1946.8

300
595

1855
2520
7050
16,020
31,300
52,560

300
730

2260
4590
9840
ì
ì
ì

9.43
10.94
11.96
12.56
13.233
13.93
14.55
14.95

0.000
0.086
0.990
1.760

13.19
63.58

217.00
488.38

0.00
0.01
0.10
0.20
1.60
8.41
31.58
79.01

ÿ123.14
ÿ97.12
ÿ31.01
48.12
204.72
481.74
977.16
1823.66

ÿ123.14
ÿ96.88
ÿ30.80
47.68
205.3
481.3
905.9
1497

ì
28.4
67.1

107.0
176.7
293.6
480.7
773.1

Mercury

1.00*
0.886
0.794
0.779
0.751
0.721
0.714

0
13.4
20.62
22.66
32.01
46.40
46.45

0
11.3
31.49
37.11
58.98
95.88
98.49

298
725
1030
1106
1702
2816
2780

298
ì
ì
ì
ì
ì
ì

6.85
7.42
7.98
8.09
8.28
8.51
8.56

0
0.207
0.430
0.495
1.20
3.25
3.15

0
0.01
0.03
0.03
0.07
0.20
0.20

ÿ55.28
ÿ43.96
ÿ23.79
ÿ18.17

3.70
40.60
43.21

ÿ55.28
ÿ43.51
ÿ23.80
ÿ18.37

3.67
40.69
43.25

0
7.63

20.6
23.5
31.8
44.8
46.6

* Crystalline state.
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Cp � CV � VTa2KT, where Cp and CV are heat capacities,
and a is the volume expansion coefficient. Theoretical and
actual thermal capacitiesCV at a constant volume are usually
similar. Because the model volume expansion coefficient is
close to the real one, the underestimation of Cp inevitably
leads to the underestimation of modulus KT, as is observed in
mercury (see Table 16).

The mercury self-diffusion coefficient at temperatures
of up to 1673 K is described by formula D � 8:73�
10ÿ10 T 1:63963 [cm2 sÿ1].

References [85±87] report data on the dependence of
pressure on the Hg volume along the shock Hugoniot,
which were obtained by the shock compression method. In
the case of a maximum degree of compression, Z �
V=V0 � 0:7138 (where V0 � 14:815 cm3 molÿ1 is the initial
volume), the Hg pressure reaches 46.4 GPa. The embedding
potential was calculated by the above-described method in
Ref. [140] (see Fig. 11). Results of calculations for strongly
compressed mercury are presented in Table 17. For the
interval of 0:7138 < Z < 0:7943, the discrepancy between
the model and real energies does not exceed 0.2 kJ molÿ1,
while for the pressure it is no more than 0.8 GPa. Calculated
temperatures at the shock Hugoniot increase with decreasing
Z, but remain below 2900 K. They are not high enough to
make the role of electron thermal capacity meaningful.

5. Metals of group III of the Periodic Table

The parameters of EAMpotentials for group III metals of the
Periodic Table were determined taking no account of electron
thermal contributions to pressure and energy, because the
accuracy of formulas (11) and (12) remains unclear.

5.1 Aluminum
Several EAM potentials for aluminum are proposed in the
literature. The employment of the pair potential calculated by
the pseudopotential method in Ref. [182] overestimated the
height of the first PCF peak near the melting point in
comparison with the diffraction PCF peak; the melting
temperature (1530 K) was overestimated, too. The authors

of Ref. [183] developed the EAM potential for aluminum
based on lattice parameters, binding energy, elasticity
constants, and vacancy formation energy. Potentials for
Ni3Al were obtained in Ref. [31]. Later on, the short-range
and long-range EAMpotentials for aluminumwere proposed
(see Ref. [184] and Ref. [130], respectively). The author of
paper [185] proposed a new set of aluminum potentials (for
ternary Al±Cu±Ag alloys) that give correct values of elastic
constants and stacking fault energy but are not accurate
enough to calculate surface properties. The EAM potential
devised in Ref. [186] permits describing various crystalline
phases of aluminum. The same potential was utilized in
Ref. [187] to simulate crystallization of overcooled aluminum.

Reference [188] considers the role of temperature in
developing different potentials and shows that they do not
adequately describe thermal expansion and melting tempera-
ture. The known EAM potentials were modified in Ref. [136]
in order to improve the agreement between model and
diffraction PCFs for liquid aluminum at T � 973 K. Certain
data on the liquid aluminum simulation are reported in
monograph [5].

The EAM potential for fcc-aluminum proposed in paper
[44] was selected based on the data for interparticle forces in
the ab initio method and various experimental parameters
(binding energy, lattice constant, elastic constants, stacking
fault energy, etc.). On the whole, the potential is parametrized
by 43 parameters. The cutoff radius of all contributions to the
potential reached 6:063 A

�
. This potential ensures good

agreement with experiment for aluminum properties at
absolute zero. At T � 298 K, the potential from paper [44]
leads to an energy error of� 2% (7.0 kJ molÿ1) (see Table 1).
The agreement between theory and experiment for liquid
aluminum is much worse (Table 18), and electron thermal
contributions are small here. Calculations by formulas (11)
with ionic charge 3 yield at 3000 K and zero model pressure
the values of electron pressure and thermal energy [0.25 GPa
in all and 4.92 kJ molÿ1 (2.1% of the total energy),
respectively].

Data on shock compression of aluminum reported in
Refs [85±87, 151, 192±195] are presented in Fig. 16. The

Table 18. Calculated properties of aluminum and gallium obtained by the MD method with EAM potential.

T, K Density, g cmÿ3 hri p, GPa Rg ÿU, kJ molÿ1 KT, GPa D� 105, cm2 sÿ1

EAM Expt.
[143, 189]

EAM Expt.
[143, 190]

EAM Expt. EAM Expt.
[191]

Aluminum

943
1023
1323
2500

2.370
2.348
2.271
2.084

2.370
2.348
2.328
2.077

ì
ì
ì
ì

0.44
0.48
0.48
ÿ0.03

0.065
0.083
0.101
ì

ÿ288.63
ÿ286.09
ÿ277.15
ÿ246.66

ÿ297.14
ÿ294.71
ÿ285.60
ÿ248.80

ì
ì
ì
ì

ì
ì
ì
ì

ì
ì
ì
ì

ì
ì
ì
ì

Gallium

293
473
823

1073
1273
1500
2000
3000

6.103
5.976
5.727
5.591
5.491
5.387
5.094
4.417

6.1015
5.974
5.720
5.604
5.500
5.378
5.068**
4.448**

1.000
0.978
0.932
0.906
0.893
0.874
0.818
0.715

0.000
0.000
0.003
ÿ0.001
0.001
0.000
ÿ0.005
0.006

0.0176
0.0719
0.0444
0.0335
0.0240
ì
ì
ì

265.24
260.31
251.02
244.85
239.97
234.64
222.08
196.70

265.2
260.5*
251.4*
244.9*
239.6*
233.7*
220.7*
194.6*

48.3
40.3
28.4
27.8
25.0
22.7
16.8
6.70

48.1
ì
ì
ì
ì
ì
ì
ì

1.23
3.10
7.11
10.7
12.9
16.8
22.5
40.4

1.56
ì
ì
ì
ì
ì
ì
ì

*Calculated in the approximation of constant gallium heat capacity of 26.07 J molÿ1 Kÿ1.
** Extrapolated value.
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smoothed dependence of pressure on the degree of compres-
sion along the shock Hugoniot for 0:526 < Z < 1 has the
form

p �GPa� � ÿ 133:1269

Z 4
� 902:4080

Z 3
ÿ 1893:434

Z 2

� 1702:105

Z
ÿ 578:1931 ; �25�

where Z � V=V0, and V0 � 9:9926 cm3 molÿ1 is the normal
volume at 300 K.

In Ref. [196], the interatomic potential from Ref. [44] was
utilized to calculate aluminum properties under high pres-
sures. The embedding potential F�r� (see Ref. [44]) is a
smooth function of effective electron density r; it equals
ÿ2:6358 at r � 1:20 and does not change thereafter, i.e.,
F�r� � ÿ2:6358 as r5 1:20. Because calculated model
pressures at a high degree of compression were much higher
than experimental values, the authors ofRef. [196] introduced
a correction into the potential from Ref. [44] in the form of
addition valid for r5 1:20: F�r� � ÿ2:6358� a�rÿ 1:2�b,
where a � ÿ1:301 eV and b � 2:500. These calculations
disregarded electron contributions to energy and pressure.

Aluminum models in paper [196] contained 2048 particles
in the basic cube. The cutoff radius of all contributions to the
potential was put to 6:063 A

�
. Table 19 lists pressure values

along the shockHugoniot, which were calculated with the use
of the corrected EAM potential. Electron corrections for
energy and pressure were disregarded, because it was unclear
to what extent the free electron model is applicable to group

III±V metals. The correction significantly improved the
agreement of model calculations with experiment and
resulted in a six-fold reduction in standard deviation of
calculated data from experimental ones. Model tempera-
tures along the shock Hugoniot turned out to be lower than
those calculated by the standard method [57]. Simulation
showed that aluminum remained in the crystalline state at
temperatures of up to 6130 K, the degree of compression
Z � 0:588, and pressure 160±165 GPa. Melting occurred at
higher temperatures. The consideration of electron correc-
tions in strongly compressed states would be significant (see
Table 19).

The properties of aluminum models at temperatures
below 10,000 K and the degrees of compression smaller than
Z � 0:534 were calculated in Ref. [196], along with melting
temperatures (6806 K at 150 GPa, and 7156 K at 200 GPa).
The critical parameters of aluminum were determined from
the form of a volume dependence of pressure: temperature
�7050� 20� K, pressure �0:325� 0:020� GPa, volume
�40:0�2:0� cm3 molÿ1, and density �0:675�0:034� g cmÿ3.

Simulation by the ab initiomethodwas applied to estimate
melting temperature [197, 198] and viscosity [199] (64 atoms
per cell). At T � 1000 K and density 2.47 g cmÿ3 (5% higher
than real one), viscosity turned out equal to �2:2� 0:1� mPa s,
compared with the actual value of 1.25 mPa s. The calculated
aluminum melting temperatures reported in Ref. [198] were
lower than those in Ref. [196]. For example, Tm � 5000 K at
a pressure of 150 GPa [198] instead of Tm � 6806 K with the
EAM potential.

5.2 Gallium
The pair interaction potential for liquid gallium was first
calculated in Ref. [17] from the known PCF by applying the
Schommers algorithm. The same algorithm was utilized to
generate gallium models in the temperature range 293±
1273 K from diffraction data and to reconstruct effective
pair potentials (in the form of tables) [200]. The calculated
self-diffusion coefficients were consistent with experiment
and the Stokes±Einstein equation was fulfilled fairly well.
The strong temperature dependence of pair potentials was
revealed.

This potential was tapped in Ref. [201] as the pair
contribution to the EAM potential for gallium; also, the
gallium embedding potential was calculated and gallium
models were constructed for 293±5300 K. Good agreement
with experiment was achieved for the density and energy (at
temperatures of up to 4000 K), structure (PCF), and self-
diffusion coefficients (up to 1273 K). The critical temperature

Table 19. Properties of aluminum models under shock compression [196].

Z p, GPa,
expt.*

U2ÿU1,
kJ molÿ1,
from (13)

T, K,
model

T, K [192] m, eV EeT,
kJ molÿ1,
from (11)

peT, GPa EM,
kJ molÿ1,
from (16)

EMD,
kJ molÿ1

pM, GPa,
model

1.00**
0.833**
0.714**
0.625**
0.571
0.534

0
21.10
58.41

128.79
189.61
258.52

0
17.66
83.66

228.18
407.85
601.44

298
425

1590
4600
7850
12,290

298
488

1476
4410
8180
ì

11.66
13.17
14.59
15.94
16.92
17.66

0
0.036
0.089
7.00

19.00
44.95

0
0.00
0.08
0.75
2.24
5.61

ÿ323.8***
ÿ299.18
ÿ233.18
ÿ88.66
91.01
284.6

ÿ316.84
ÿ299.20
ÿ233.99
ÿ87.32
93.69
260.64

0
21.86
58.48

118.5
186.7
259.5

* Experimental values smoothed with the use of formula (25).
** Crystalline state.

*** Energy assumed to equal model energy, and electron contributions disregarded.
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Figure 16. Aluminum shock Hugoniot. Light symbols mark experimental

data [85±87, 151, 192±195], and dark symbols denote results obtained by

the MD method [196].
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of gallium was estimated as � 5000 K from heat capacity
maxima and the dispersion of pressure fluctuations.

The pair contribution to the EAMpotential was described
by formula (17) with k � 5, L � 5 in Ref. [141] (see Fig. 10).
Parameters of the embedding potential were selected so as to
obtain near-zero values of pressure at all temperatures up to
1500 K. The gallium embedding potential is depicted in
Fig. 11.

Liquid gallium models contained 2000 atoms in the basic
cube. MD calculations were done using the Verlet integration
algorithm. The cutoff radius of interaction was put to 8:30 A

�
,

and MD-runs usually varied from 10,000 to 100,000 time
steps (one step lasted 0:010t0 ± 0:005t0, where t0 � 8:501�
10ÿ14 s is the internal time unit). The results are presented in
Table 18. The deviation of the galliummodel density from the
real one at zero pressure and temperatures 4 1500 K did not
exceed � 0:2%. Discrepancies Rg in the temperature range
from 293 to 1273 K were insignificant. The model energy is
also consistent with actual values, the discrepancy between
theoretical and experimental findings at T � 2000 K being
only 1.3 kJ molÿ1 [141]. The temperature dependence of the
gallium self-diffusion coefficient in the 293±3000 K interval is
well described by the expression

D� 105 �cm2 sÿ1� � ÿ1:679� 0:009688T

� 1:42466� 10ÿ6T 2 :

The electron thermal contribution to pressure and energy
of liquid galliumwas disregarded in Refs [141, 201]. However,
calculations by formulas (11) with ionic charge 3 made
relatively small contributions to electron pressure and energy
[0.11 GPa and 2.23 kJ molÿ1 (1.0% of the total energy),
respectively, at 2000 K, and 0.23 GPa and 5.61 kJ molÿ1

(2.8% of the total value) at 3000 K].
The authors of Ref. [202] proposed the EAMpotential for

gallium and calculated properties of its crystalline phase,
together with the PCF, density, self-diffusion coefficient,
and viscosity of the liquid at temperatures of up to 1000 K.
Good agreement with experiment was documented for
density alone.

5.3 Thallium
The authors of Ref. [182] calculated the pair interaction
potential for thallium atoms by the pseudopotential method
and constructed a liquid model at 577 K. The model structure
factor and melting temperature were consistent with experi-
ment.

6. Elements of group IV of the Periodic Table

Parameters of EAM potentials for group IV elements of the
Periodic Table were determined taking no account of electron
thermal contributions to pressure and energy, because the
accuracy of formulas (11) and (12) remains unclear.

6.1 Carbon
The pressure dependence of liquid carbon structure was
studied in Ref. [203] by utilizing the ab initio method. A rise
in temperature from 5000 to 12000 K at constant density
2.9 g cmÿ3 resulted in an increase in pressure from 7.4 to
18 GPa. Elevation of the pressure from 16 GPa (density
2.9 g cmÿ3) to 2000GPa (density 11.6 g cmÿ3) at 9000K led to
a dramatic change in the liquid structure; the first PCF peak
grew in height and shifted toward smaller distances, while the

mean coordination number increased from 4 to 8. The form of
the structure factor (SF) became similar to that for liquid
silicon and germanium under standard pressure.

In order to analyze the carbon structure, it is desirable to
estimate the relation r1 � r1�N=V �1=3, where r1 is the
coordinate of the first PCF peak. The quantity r1 for dense
disordered structures is close to 1:08� 0:02 (see the first
topological rule in book [20]). At a temperature of 9000 K
and a density of 2.9 g cmÿ3, r1 � 0:74 for liquid carbon (as for
silica with the structure in the form of a continuous random
network). At a density of 11.6 g cmÿ3, r1 � 1:00, i.e., the
liquid carbon structure remains somewhat loose even at
maximum density. The ab initio method was also employed
to simulate carbon under high pressures in Ref. [204].

6.2 Germanium
It is worthwhile to mention ab initio calculations of the liquid
Ge structure at 1253K inRef. [205], where static and dynamic
structure factors were found, and the character of the
diffusion processes was highlighted.

6.3 Tin
Effective pair interaction potentials for tin were calculated in
Ref. [206] in the form of tables from available diffraction data
using the Born±Green±Bogoliubov equation at 673 and
1973 K. Good results for PCFs and self-diffusion coefficients
were obtained, but model pressure differed from zero.

Various diffraction data in the temperature range of 523±
1923 K were invoked to develop a liquid tin model with the
aid of the Schommers algorithm and reconstruct effective pair
interparticle potentials. These potentials are characterized by
a steep ascending repulsive part at small interparticle
distances and a relatively weak oscillating attractive part at
large distances. No regular potential changes with increasing
temperature were observed. Calculated self-diffusion coeffi-
cients of liquid tin were consistent with experimental values
obtained under microgravity. These pair potentials were
applied in Ref. [67] to calculate the isotopic effect during
self-diffusion (113Sn and 125Sn isotopes).

The use of the Schommers algorithm to treat diffraction
data [89, 90] made it possible to achieve an excellent
agreement between the model and actual PCFs for tin at
T � 523 K, with the discrepancy Rg � 0:015. Thereafter, the
tabulated pair potential data obtained in this way were
approximated by formula (17) with k � 5 and L � 8; r-axis
division coordinates ri were put to 2.65, 3.00, 3.40, 5.45, 7.50,
and 8:50 A

�
. The cutoff radius of interaction reached 8:50 A

�
.

Coefficients ain are presented in Table 20. For distances
r < 2:65 A

�
, the potential is expressed as

j�r� �eV� � 0:302706� 10ÿ1 ÿ 6:23244 �2:65ÿ r�
� 3:05

�
exp

�
2:96 �2:65ÿ r��ÿ 1

	
;

where distance r is taken in angstr�oms. Moreover, addition
Dj�r�was introduced into the potential. For all r < 8:50 A

�
, it

is given by

Dj�r� �eV� � ÿ 0:0132�rc ÿ r�2
1� 10�rc ÿ r� ;

where rc � 8:50 A
�
. The pair contribution to the EAM

potential is depicted in Fig. 17. Simulation at 523 K with the
interaction potential in the form (17) leads to the discrepancy
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Rg � 0:03ÿ0:04. It is relatively small, but the first PCF peak
of the model is higher by 0.2±0.3 than the diffraction-assisted
PCF peak.

Parameters of the embedding potential were selected so as
to obtain the correct values of liquid tin density under near-
zero pressure. When the embedding potential is chosen in the
form (5)±(10), the optimal potential parameters are as
follows: p1�4:0244, p2�1:2000 A

� ÿ1, r1 � 0:90, r2 � 0:78,
r3 � 0:70, r4 � 0:50, r5 � 0:28, r6 � 1:40, a1 � ÿ1:800 eV,
c1 � 1:1832, c2 � 1:602 eV, c3 � 1:200 eV, c4 � 4:000 eV,
c5 � 1:000 eV, and c6 � 0. The remaining parameters are
a2 � ÿ1:788168 eV, b2�ÿ0:236640 eV, a3�ÿ1:736731 eV,
b3�ÿ0:620640 eV, a4 � ÿ1:679400 eV, b4 � ÿ0:812640 eV,
a5�ÿ1:356872 eV, b5 � ÿ2:412640 eV, a6 � ÿ0:777691 eV,
and b6�ÿ2:852640 eV. The embedding potential is depicted
in Fig. 18.

The properties of a tin model with the EAM potential are
listed in Table 21. At all temperatures of up to 3000K, density
values satisfactorily agree with experiment. Discrepancies
among PCFs are small only at 523 and 573 K, but increase
at higher temperatures. They are largely due to the difference
between theoretical and experimental heights of the first PCF
peaks (Table 22).

Heating also enhances the difference between calculated
and actual energies, which amounts to 5 kJ molÿ1 at 1373 K.
This difference is due to different heat capacities of themodels
(� 24 J molÿ1 Kÿ1) and natural tin (� 34 J mol1 Kÿ1).
Assuming the tin ion charge to be 4, formula (11) gives an
electron thermal energy of 1.339 kJ molÿ1 and a pressure of
0.05 GPa at T � 1373 K, whereas the appropriate values
are 7.47 kJ molÿ1 and 0.23 GPa at T � 3000 K. This means
that taking account of the electron contribution in formula

Table 20. Serial expansion coefficients of the pair contribution to the tin potential.

aim

Interval number i / interval boundary ri ÿ ri�1, A
�

1
2.65 ë 3.00

2
3.00 ë 3.40

3
3.40 ë 5.45

4
5.45 ë 7.50

5
7.50 ë 8.50

ai0
ai1
ai2
ai3
ai4
ai5
ai6
ai7
ai8

ÿ0:33106768131256� 100

ÿ0:48710763454437� 100

0:73051608198480� 101

0:17566696341141� 103

0:16738880892739� 104

0:76502392003637� 104

0:18127859936692� 105

0:21096194926789� 105

0:94975016835125� 104

ÿ0:41096881031990� 100

0:30007066205144� 10ÿ1

ÿ0:11913647759856� 101

ÿ0:35525441525311� 102

ÿ0:31058274355591� 103

ÿ0:13463118233280� 104

ÿ0:30288034782816� 104

ÿ0:33940974414758� 104

ÿ0:14973915397130� 104

0:47654975205660� 10ÿ1

0:14828810095787� 100

0:37681420549854� 10ÿ1

0:92885382042840� 100

0:20927957423544� 101

0:23058378948296� 101

0:13647846975519� 101

0:41013594462625� 100

0:49114643645453� 10ÿ1

0:22879535332322� 10ÿ1

ÿ0:28597315773368�10ÿ1
0:86736796909025� 10ÿ1

0:21374987066953� 100

0:36381108189423� 100

0:37353610158349� 100

0:21467007473032� 100

0:64954924498744� 10ÿ1

0:79890145283860� 10ÿ2

0
0

ÿ0:16480555234605� 100

ÿ0:22990000922706� 101

ÿ0:92156038929245� 101

ÿ0:17672737566504� 102

ÿ0:17783100643326� 102

ÿ0:90586784211199� 101

ÿ0:18440259147500� 101

Table 21. Calculated properties of tin, lead, and bismuth* obtained by the MD method with EAM potential at p � 0.

T, K d, g cmÿ3 hri** p, GPa Rg ÿU, kJ molÿ1 KT, GPa D� 105, cm2 sÿ1

Model Expt. EAM Expt. EAM Expt. EAM Expt.

Tin

523
573
973

1373
1500
2000
3000

6.93
6.913
6.767
6.533
6.454
6.084
5.181

6.93
6.900 ë 6.958
6.643 ë 6.71

6.468
6.390
6.084

5.471***

1.000
0.999
0.977
0.949
0.939
0.907
0.861

ÿ0.002
ÿ0.22
� 0

ÿ0.27
ÿ0.026
0.005
0.005

0.037
0.044
0.076
0.054
ì
ì
ì

288.53
287.23
277.40
267.93
264.79
253.33
229.44

288.56
287.04
274.82
262.60
ì
ì
ì

36.6
ì
15.3
ì
ì
ì
ì

36.6
ì
ì
ì
ì
ì
ì

2.09
2.40
5.34
8.25
9.80
11.9
19.9

2.63
ì
7.72

10.8
ì
� 14

ì

Lead

823
1023
1023
1173
2000
3000

10.39
10.15
10.13
9.875
8.172
4.969

10.39
10.15
10.15
9.875
8.172
4.969

0.975
0.956
0.954
0.928
0.769
0.506

ÿ0.009
0.065
ÿ0.003
ÿ0.026
0.038
ÿ0.002

0.036
0.046
0.047
0.035
ì
ì

169.60
164.28
164.16
159.82
135.00
98.44

169.1
163.2
163.2
158.8
136.0
ì

24.1
17.8
ì
15.0
2.97
ì

ì
ì
ì
ì
ì
ì

3.91
5.58

ì
6.92

19.7
72.1

4.05, 6.01
10.2***

ì
7.23

19.4
51.4

Bismuth

700
773

1073
1223
1500
1800

9.880
9.785
9.396
9.207
8.879
8.513

9.85
9.76
9.38
9.19
8.89
8.54

0.990
0.984
0.952
0.932
0.910
0.875

ÿ0.003
0.002
ÿ0.007
ÿ0.005
0.016
ÿ0.013

ì
0.068
0.065
0.072
ì
ì

ÿ178.56
ÿ176.62
ÿ169.17
ÿ165.61
ÿ159.45
ÿ152.75

ÿ178.1
ÿ175.8
ÿ166.4
ÿ161.7
ÿ153.0
ÿ143.6

ì
19.3
13.7
11.4
9.29
ì

ì
ì
ì
ì
ì
ì

ì
5.71
9.84
12.2
15.3
20.0

ì
3.31
11.5
ì
ì
ì

* Density for tin is taken from Refs [89, 290, 209], for lead from [89, 209, 210], for bismuth from [209, 211], for energy from [212, 213], and for
diffusion from [191, 214ë217].
** Standard deviation for each metal increases (from top to bottom of the column) from � 0:06 to � 0:16.

*** Extrapolated value.
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(11) does not eliminate the discrepancy between the results
of MD calculations and experiment.

Self-diffusion coefficients of the models presented in
Table 21 are described by the formula D� 105 �
�7:088� 10ÿ3Tÿ 1:4948� [cm2 sÿ1].

A liquid tin model (64 atoms in the basic cell) was
constructed by the ab initio method at 1873 K in Ref. [219].
The small size of the cell accounts for the underestimation
of the tin self-diffusion coefficient at any temperature by a
factor of 1.5±2.0 compared with experimental data.

6.4 Lead
The interparticle interaction potential in lead was first
calculated in a variant of pairwise interaction [206, 220±
222]. In Ref. [206], the pair potential was calculated from the
diffraction data (PCF) at 613 and 1023K, taking into account
the Born±Green±Bogoliubov equation. The potentials were
considered temperature-dependent. At T � 613 K, the pair

contribution was evaluated [223] using the Schommers
algorithm. The authors of Ref. [182] calculated the pair
potential for lead by the pseudopotential method and
constructed a liquid model at T � 650 K. The model
structure factor was consistent with diffraction-based data
(although the height of the first peak was overestimated by
0.8), but the melting temperature was overestimated up to
860 K).

The EAM potential for fcc-lead was calculated in
Ref. [224] and utilized to simulate liquid lead in Refs [141,
223, 225±229]. The pair contribution to the potential (see
Fig. 17) was described by formula (17) with k � 3, L � 8
[141]. The embedding potential was chosen in Ref. [141] in
the form (5)±(8), and compressed states were not consid-
ered. Parameters of the embedding potential were selected
with reference to experimental lead density, energy, and
bulk compression modulus under standard pressure and
temperatures varying from 613 to 1500 K. The resulting
dependence F�r� is plotted in Fig. 18. Liquid lead models
were constructed in Ref. [141] by the MD method using the
EAM potential for 613±3000 K temperature range with the
density equal to that of real lead. The models contained
2000 atoms in the basic cube. The cutoff radius of all the
contributions to the potential was put to 9:01 A

�
.

The characteristics of the lead states studied are listed in
Table 21. It is evident that model pressure is very low on the
atomic scale (pressure unit in the MD method is
1 eVA

� ÿ3 � 160 GPa). Discrepancies between model and
diffraction PCFs are equally small, and the difference
between them in terms of shape does not exceed the usual
errors of a diffraction experiment. Calculations by formulas
(11) at 2000 K give electron thermal corrections of 0.09 GPa
and 3.638 kJ molÿ1 for pressure and energy, respectively (the
ionic charge being 4). However, the calculated energy is
consistent with experiment at all temperatures up to 2000 K
without electron correction. The temperature dependence
of the self-diffusion coefficient in the 613±3000 K interval
is described by the power-like formula D � 6:91�
10ÿ11T 1:96495 [cm2 sÿ1].

The interaction potential inferred in Refs [225±228] fairly
well describes the properties of fcc-lead at absolute zero but
does not fit equally well to simulate liquid lead. The volume
under zero pressure, energy, coordinate and height of the first
PCF peak for 600±1173 K are considerably different from the
respective experimental data.

The interaction potential fromRef. [224] was used in work
[101] to simulate cavitation in liquid lead under negative
pressures.

7. Elements of group V of the Periodic Table

7.1 Phosphorus
Liquid phosphorus models under high pressures were con-
structed and studied by the ab initiomethod in Refs [204, 230,
231].

7.2 Arsenic
Liquid arsenic models under high pressures were constructed
and studied by the ab initiomethod in Ref. [204].

7.3 Antimony
Antimony is an element from the group of anomalous metals.
Liquid antimony models with a density of 6.95 g cmÿ3 were

Table 22. The height of the first PCF peaks in liquid tin.

T, K 523 573 973 1173 1973

g�r1�, diffraction [89, 90] 2.66 2.65 2.08 1.92 ì

g�r1�, diffraction [218] ì ì ì ì 2.05

g�r1�, model 2.87 2.77 2.32 2.23 2.02
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Figure 17. Pair contributions j�r� to EAM potentials: 1ÐSn, 2ÐPb

[141], 3ÐBi [141], 4ÐFe [208], and 5ÐNi [208].
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developed using the ab initio method in Ref. [232]. Heating
from T � 1000 K to T � 2000 K eliminated the small
`shoulder' to the right of the first PCF peak. The same
method was used to study the antimony structure at
temperatures ranging 913±1193 K [233].

7.4 Bismuth
Bismuth is an element from the group of anomalous metals as
well. The EAM potential for bismuth calculated in Ref. [234]
was utilized to simulate solid Bi±Pb solutions. However, this
potential is not sufficiently accurate for liquids [201]. The Bi
model constructed for the volume of 20.835 cm3 molÿ1 at
T � 573 K brought in the following parameters: pressure
ÿ1:568 GPa, and energy ÿ142:6 kJ molÿ1. Real pressure
was close to zero and energy equaled ÿ158:2 kJ molÿ1. The
actual volume of the melt at 1223 K was 22.30 cm3 molÿ1

versus 21.20 cm3 molÿ1 obtained by the MD method, thus
implying that the EAM potential calculated for a crystal does
not fit to adequately describe the liquid phase.

The pair contribution to the interaction potential was
found from the known PCFs [89, 90] applying the Schom-
mers algorithm in the form of a numerical table [201].
Parameters of the potential were selected taking account of
bismuth's compressibility and the dependences of density
and energy on temperature. Good agreement was achieved
between the theoretically predicted and experimental ener-
gies at temperatures of up to 1800 K. Movement along the
line of constant density of 7:496� 10ÿ3 atoms per A

� 3 in a
temperature range of 4000±4400 K revealed a heat capacity
(CV) peak at T � 4225 K, suggesting passage through the
critical point. The following critical parameters of bismuth
were found: Tc � 4225 K, Vc � 80:34 cm3 molÿ1 (accord-
ingly, density of 2.60 g cmÿ3), pc � 0:0076 GPa, and
Zc � pcVc=RTc �0:0174.

The bismuth critical temperature Tc � 3780 K proposed
in paper [235] was derived based on the law of corresponding
states and sufficiently differs from an above-given value
(4225 K). The bismuth critical density was estimated as
3.07 g cmÿ3 [235] that also differs noticeably from the
relevant result calculated by the EAMmethod.

The pair contribution to the potential was approximated
by formula (17) in Ref. [141]. The cutoff radius of interaction
was set to 9:01 A

�
. The pair contribution to the potential is

shown in Fig. 17. The embedding potential was chosen in the
form (5)±(8), and only low-pressure states were considered.
The parameters of the potential were chosen so as to have
near-zero pressure at all temperatures between 573 and
1800 K. The embedding potential is depicted in Fig. 18.

The results of bismuth simulations are listed in Tables 2
and 18. They suggest excellent agreement with experiment on
density. At a temperature close to the melting point, the
discrepancy Rg does not exceed 0.0184, but it significantly
increases during heating. Similar discrepancies are reported in
Ref. [201].

The data in Table 18 indicate that heating causes a faster
increase in actual energy than the appropriate simulation
procedure, because the heat capacity of natural bismuth
(� 31 J molÿ1 Kÿ1) is higher than model thermal capacity
(� 24 J molÿ1 Kÿ1), which is usually close to the classical
value of 3R. Excess heat capacity of actual bismuth is
supposed to be due to the contribution from electron thermal
capacity. An estimation using formulas (11) is possible on the
formal assumption that each atom accounts for five electrons.
At a temperature of 1500 K and bismuth density of

8.879 g cmÿ3, the values of interest are EeT�2:072 kJ molÿ1

and peT � 0:06 GPa. These contributions only partly elim-
inate the discrepancy with experimental findings.

The temperature dependence of the self-diffusion
coefficient in bismuth models is practically linear and
can be described by the following expression D� 105 �
0:0133Tÿ 4:26 [cm2 sÿ1]. The calculated values of the self-
diffusion coefficient in the temperature range 573±773 K are
much higher than experimental ones [214]. Such a relation-
ship between experiment and MD calculations is rather
unusual, because the presence of convection in real measure-
ments results in an overestimation of D.

8. Elements of group VI of the Periodic Table

8.1 Selenium
Models of liquid selenium under high pressures were con-
structed by the ab initio method in Refs [236±239].

8.2 Tellurium
Models of liquid tellurium under high pressures were
constructed by the ab initio method in Ref. [204].

9. Transition metals

9.1 Iron
Pair interaction potentials for iron atoms in the form of a
polynomial are proposed in Refs [240, 241]. Their applica-
tion yielded good results in calculations of iron elastic
properties but not energy. The potential from Ref. [240]
was used to simulate the structure and thermodynamic
properties of iron by the MD method in Refs [242±244]. In
Refs [245, 246], the pair potentials in liquid nickel and iron
were calculated from the diffraction data using the Percus±
Yevick equation.

Later on, the different EAM potentials were proposed for
bcc-iron (see, e.g., Refs [31, 247] and liquid iron. In Ref. [248],
the EAM potential was chosen in the form resembling the
Sutton±Chen potential [249]; its parameters were deduced
from quantum-chemical calculations, and the melting curve
was plotted for pressures from 60 GPa (T � 2500 K) to
360 GPa (T � 7500 K). A similar EAM potential was
utilized in Ref. [250] to calculate the liquid iron structure at
pressures of up to 58 GPa and temperatures of up to 2900 K.
Iron density proved to be roughly 1 g cmÿ3 higher than in the
preliminary reference earth model (PREM) [251]. Self-
diffusion coefficients at temperatures of up to 7000 K were
calculated in the same work [250]. The temperature difference
at the outer Earth core was estimated at 2100 K [252]; the
authors emphasized the importance of taking account of
electron thermal capacity in MD calculations.

Parameters of the EAMpotential were selected inRef. [46]
based not only on crystalline iron properties but also on the
structural characteristics of the fluid near the melting point.
This potential leads to a good agreement between the
structure factor and PCFs and the respective experimental
values, but a change in the volume during melting is over-
estimated by a factor of 1.5. TheEAMpotential fromRef. [46]
was tapped in Refs [253, 254] for calculating liquid iron
viscosity at temperatures of up to 2000 K and standard
pressure with the use of the Green±Kubo relations; reason-
able agreement with experimental data was obtained.
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The above-mentioned studies were not designed to
adequately describe such thermodynamic properties of
liquid iron as energy and heat capacity. This issue was
considered in Refs [208, 255±257]. In Ref. [255], the pair
contribution to the EAM potential was calculated applying
the Schommers algorithm (with discrepancy Rg � 0:0237).
Parameters of the embedding potential were found from data
on ion evaporation heat, compressibility, temperature,
density, and pressure at the center of Earth (according to
PREM) [251]. It was assumed that Earth's center is composed
of pure solid iron, but contributions from electron thermal
capacity were disregarded. MD calculations demonstrated
that iron heating from 1820 to 2500 K causes the model
energy to increase more slowly than in natural iron, the
difference amounting to 7.8 kJ molÿ1 at T � 2500 K. At a
density of 12.5 g cmÿ3 and temperature of 5000 K, the model
pressure was 360 GPa (in accordance with the PREM data),
whereas the interparticle potential from Ref. [46] gave the
value of 184 GPa under the same conditions.

The potential developed in Ref. [255] was applied not long
after in Refs [258, 259] to calculate the thermodynamic
properties of liquid iron and iron±sulfur solutions at high
pressures and temperatures. The pair contribution to the
EAM potential was approximated by expression (17) with
k � 4, L � 6. The cutoff radius of interaction was set to
7:35 A

�
(the middle of the right slope of the third PCF peak at

T � 1820 K). The pair contribution to the potential is
displayed in Fig. 17. The embedding potential was chosen in
the form (5)±(10) (see Fig. 18).

Liquid ironmodels with pressure values of 0 or 0.2 GPa at
temperatures ranging up to 4000 K were constructed
(Table 23). The energies of natural liquid Fe and simulated
iron are almost identical at T � 1820 K, and the difference
between them reaches 44 kJ molÿ1 at T � 4000 K. This
discrepancy was explained by the contribution from electron

thermal energy. In the case of iron, this inference can be
verified by taking into account theoretically predicted
electron thermal capacity Cel [262, 263]. Integration of heat
capacity over temperature gives electron thermal energy Eel

equaling 35.9 kJ molÿ1 at T � 4000 K. Then, the difference
between predicted and experimental energies reduces to
8.1 kJ molÿ1. Thus, accounting for electron thermal energy
significantly improves the agreement between the results of
MD calculations and experimental data, even if it does not
completely eliminate the discrepancy. Moreover, an electron
thermal pressure of 2.4 GPa at 4000 K and density
5.637 g cmÿ3 needs to be taken into account in calculations.

A disadvantage of the potential derived in Refs [255, 258]
is that it inadequately describes bcc-iron. For example, it
gives a pressure of 3.5 GPa for bcc-iron, 5.5 GPa for fcc-iron,
and 3.5 GPa for amorphous iron. In contrast, the EAM
potential fromRefs [46, 48] fairly well describes the properties
of bcc-iron at absolute zero. For this reason, the authors of
Ref. [256] simulated iron under the conditions in Earth's core
leaned upon potential No. 2 from Ref. [46] corrected so as to
adequately describe the iron shock Hugoniot. Electron
contributions were disregarded in Ref. [256]. The volume
dependence of the pressure along the shock Hugoniot
obtained, for example, in Refs [85±87, 150, 167, 169, 170,
264] is described by the following series

p �GPa� � ÿ9:33426249� 104 Z 5

� 3:95863936� 105 Z 4 ÿ 6:74599715� 105 Z 3

� 5:79152527� 105 Z 2 ÿ 2:51513311� 105 Z

� 4:44392206� 104 ;

Z�V=V0, where V0�7:0926 cm3 molÿ1. Embedding poten-
tial No. 2 in Ref. [46] has the form F1�r� � ÿr1=2 �Dr 2,
where D � ÿ3:53871� 10ÿ4. We supplemented it by the

Table 23.Calculated properties of iron and nickel obtained by theMDmethod with EAMpotential [208, 257, 258]. Density data are fromRefs [260, 261],

energy from [260], and electron thermal capacity from [262, 263].

No. T, K d, g cmÿ3 hri* Rg U,
kJ molÿ1,
Expt.

Eel,
kJ molÿ1

Uexp ÿ Eel,
kJ molÿ1

U (EAM),
kJ molÿ1

UexpÿEelÿU,
kJ molÿ1

EAM Expt.

Iron

1
2
3
4
5
6
7

298
1820
1923
2023
2173
3000
4000

7.742**
6.991**
6.933**
6.891**
6.800**
6.124***
5.637***

7.97
7.01
6.94
6.86
6.73
6.221
5.572

1.116
0.999
0.991
0.981
0.968
0.849
0.761

ì
0.0199
0.0816
0.0814
ì
ì
ì

ÿ410.3
ÿ316.5
ÿ311.8
ÿ307.2
ÿ300.4
ÿ262.8
ÿ217.2

0.348
11.46
12.50
13.52
14.56
24.11
35.86

ÿ410.6
ÿ328.0
ÿ324.3
ÿ320.7
ÿ315.0
ÿ286.9
ÿ253.1

ÿ388.41
ÿ327.80
ÿ324.50
ÿ321.65
ÿ316.99
ÿ289.55
ÿ261.16

ì
0.0
0.2
0.9
2.0
2.6
8.1

Nickel

1
2
3
4
5
7
8

10
11

298
1730
1773
1873
2073
2573
3073
4073
4273

8.418
7.857
7.836
7.784
7.652
7.301
6.938
6.383
6.248

8.908
7.867
7.840
7.775
7.646
7.324
7.002
6.358
6.230

1.060
1.000
0.994
0.989
0.972
0.920
0.920
0.796
0.785

ì
0.0264
0.0215
0.0359
ì
ì
ì
ì
ì

ÿ428.5
ÿ359.3
ÿ357.5
ÿ353.2
ÿ344.7
ÿ323.5
ÿ302.3
ÿ259.9
ÿ251.4

0.406
5.992
6.124
6.424
7.785
10.987
14.688
23.606
25.546

ÿ428.9
ÿ365.3
ÿ363.6
ÿ359.6
ÿ352.5
ÿ334.5
ÿ317.0
ÿ283.5
ÿ276.9

ÿ437.07
ÿ365.36
ÿ363.80
ÿ360.33
ÿ353.38
ÿ337.36
ÿ322.74
ÿ296.95
ÿ291.20

ì
0.00
0.20
0.73
0.88
2.86
5.74
13.45
14.30

* Dispersion of r increases (from top to bottom of the column) from 0.02 to 0.10.
** Pressure p � 0 was maintained in simulation.

*** Pressure p � 0:2GPa was maintained during simulation.
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expressions

F1�r��a7 � b7�rÿ r6� � c7�rÿ r6�m for r6 < r < r7 ;

F1�r��a8 � b8�rÿ r7� � c8�rÿ r7�n for r7 < r ; �26�

where r6 � 38:00, r7 � 60:00, c7 � 0:00275 eV, c8 �
ÿ0:00020 eV, m � 1:73, and n � 1:80. As a result, good
agreement between the model pressure and shock Hugoniot
for iron was achieved in Ref. [256]. The average discrepancy
between model and experimental data was 1.44 GPa. How-
ever, this potential somewhat less adequately describes the
properties of liquid iron at T � 1820 K (Rg � 0:0442 instead
of 0.0244 for the potential prepared in Ref. [255]).

EAM potential [256] permits constructing models of
bcc-iron near absolute zero and thereby calculating iron
`cold pressure' �pEAM� in order for it to be compared with
the results of the standard method �pstand� [57]. This
comparison is illustrated in Table 24, showing that the
standard method systematically overestimates cold pressure
for Z<0.6.

According to PREM [251], the density in Earth's center is
around 13 g cmÿ3, with a temperature of 5000±6000 K and
pressure of about 360 GPa. Moreover, the inner core is
known to be solid, so its temperature is wittingly below the
melting temperature. The model constructed with the
potential from Ref. [256] at T � 5000 K and a density of
12.5 g cmÿ3 had a pressure equal to 251.9 GPa. In Refs [265,
266], the pressure of � 270 GPa was obtained by the ab initio
method at T � 5000 K and a density of 12.5 g cmÿ3; this
value is somewhat higher than our data, meaning that the
pressure of pure iron with a density of 12.5 g cmÿ3 in Earth's
center would be significantly lower than that predicted by
PREM. Were the hypothesis of a purely iron core correct,
there would be a marked discrepancy between shock
compression results and geophysical data about hypotheti-
cal conditions at the center of Earth. The discrepancy
between our pressure values and PREM data can be
explained by the fact that Earth's central region is com-
posed of a solution having properties different from those of
iron rather than of pure iron.

The iron melting temperature under high pressure was
estimated in Ref. [256] by heat-up method for a defective bcc-
lattice. Stepwise heating of the bcc-iron model was combined
with prolonged isothermal holding under isobaric conditions.
The melting temperature values were fixed from an abrupt
decrease in the maximum value of the structure factor. The
results are presented in Table 25.

In this table, Z � V=V0 stands for reduced iron volume,
where V is the molar volume, and V0 � 7:0926 cm3 molÿ1 is
the volume at T � 298 K. The value of Tm is overestimated
under standard pressure. At a density of 12.5 g cmÿ3, the
results are:Z � 0:6298 andTm � 5800 K. The dependence of
Tm on p can be approximated by the expression

Tm �K� � ÿ3:553257� 10ÿ3p 2 � 1:459459� 101p

� 2:445713� 103 ; �27�
where p is the pressure in GPa. These data agree fairly well
with other estimates [248, 267]. For example, the iron melting
temperature was 5800 K at p � 250 GPa and 6700 K at
p � 300 GPa in Ref. [248], whereas in Ref. [267] the relevant
values were as follows: 5500 K at 250 GPa and 6200 K at
300 GPa. The known dependence of pressure on the distance
R to the center of Earth (PREM model) can be used to
calculate the R-dependence of melting temperature in the
hypothetical variant of the purely iron core (Fig. 19).

Under Earth's center conditions (p � 364 GPa [251]), the
melting temperature of iron is 7265 K [256]. According to
PREM, the density in Earth's center is 13.09 g cmÿ3.
However, if the inner core consisted of pure iron and had
the potential as proposed in Ref. [256], its temperature at
364 GPa and a density of 13.09 cmÿ3 would equal 12,430 K
(or even 20,500K at 12.5 g cmÿ3). Under these conditions, the
core cannot be solid. Next, at 4400 K and 9.903 g cmÿ3

(PREM, core±mantle boundary), the pressure of liquid iron
with the potential of Ref. [256] equals 78.93 GPa (instead of
136 GPa according to PREM). This means that the hypoth-
esis for a purely iron core is in conflict with PREM; hence the
conclusion that Earth's core is composed of an iron-based
solution.

The results of iron simulation with EAM potentials are,
on the whole, similar to the data obtained by the ab initio
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Figure 19. The plot of pure iron melting temperature versus distance r to

the Earth's centre in the hypothetical variant of a purely iron core: 1Ð

pressure (PREM data [251]), 2Ðmelting temperature of pure iron [256]
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Table 25.Melting temperature of iron models.

Z 1 0.900 0.838 0.800 0.750 0.700 0.659 0.600 0.558 0.550 0.500

p, GPa 0 31 50 69.5 100 151.5 200 307 400 421 584

Tm, K 2028 2990 3388 3606 3972 4625 5104 6497 7745 7863 9823

Table 24. Iron `cold pressure'.

Z � V=V0 0.9 0.8 0.7 0.6 0.55 0.5 0.45 0.4

PEAM, GPa 17.41 44.68 104.4 267.7 352.0 417.6 689 1041

pstand [57], GPa ì 42.7 127.5 254.2 365.7 542.2 818 1235

1206 D K Belashchenko Physics ±Uspekhi 56 (12)



method. This method was employed to calculate the proper-
ties of both pure iron [198, 265, 268, 269] and iron±sulfur
solutions [270, 271]. In the case of pure iron at 6000 K and a
density of 13.3 g cmÿ3, its pressure comes to �358� 6� GPa
and the model exhibits a dense structure with coordination
number of 13.8 and self-diffusion coefficient equal to
�4ÿ5� � 10ÿ5 cm2 sÿ1, i.e., around that typical for liquids
under usual pressure. Iron simulation with the potential
derived in Ref. [256] at the same temperature and density
[with correction (26)] yields a pressure of 329.3 GPa and self-
diffusion coefficient of 6:26� 10ÿ5 cm2 sÿ1, consistent with
the ab initio data obtained.

Table 26 presents detailed results on the pressure (density)
dependence of the self-diffusion coefficient in iron models
with the EAMpotential fromRef. [256] and correction (26) at
6000 K.

In the pressure interval from 7.2 to 314 GPa, the self-
diffusion coefficient decreases by a factor of 5.4. Values of this
coefficient on the order of 10ÿ5 cm2 sÿ1 are typical of simple
liquids [20] near the melting point. Stokes±Einstein relation
(22) is known to be perfectly well fulfilled at high densities.
Therefore, iron viscosity must increase within the above
interval only by a factor of 5.4.

Usually, the pressure dependence of the self-diffusion
coefficient in an activation model is described by the formula
D � D0 exp �ÿpDV=kBT �, where p is pressure, and DV is the
activation volume. The p-dependence of lnD is roughly linear
with a slope ofÿ4:089�10ÿ3 GPaÿ1, barring the low-pressure
region (below 39GPa).Whence, the value ofDV � 0:3386 A

� 3

at 6000 K, which accounts for 0.0256 of the atomic volume at
a density of 7.14 g cmÿ3, corresponding to the normal melting
temperature of iron (1820 K).

Thus, calculations of viscosity in simulation modeling
both with EAM potentials and by the ab initio method give
values for liquid iron viscosity in Earth's core conditions,
which are close to those near themelting point under standard
pressure. However, estimates [272±274] based on different
grounds (with the use of the viscosity activation model and
Arrhenius formula or data on the oscillations of Earth's core)
amount to viscosities on the order of 1011 Pa s at the inner±
outer core boundary. Such a value is only possible in
crystalline or amorphous phases. In my opinion, the afore-
mentioned independent simulation by two different methods
yieldsmore plausible estimates (see also review [275]), because
they agree with the results obtained in direct shock compres-
sion experiments.

The pure iron melting curve calculated by the ab initio
method in Ref. [198] under pressures of up to � 300 GPa
(Tm � 5700 K at p�250 GPa and Tm � 6200 K at p �
300 GPa) is in line with the above estimates. The authors of
Ref. [265] used this method to find the Helmholtz energy,
changes in volume and entropy during melting, and other
properties of iron under the conditions in Earth's core. Also,
the iron melting curve was calculated under pressures of up to

350GPa (6500K). Consideration of electron thermal capacity
reduces this curve by roughly 100 K. The error in calculated
melting temperature is estimated as�300 K. InRef. [198], the
shock Hugoniot was constructed separately for solid and
liquid iron in agreement with experimental data. The
pressures corresponding to the beginning and end of melting
along the shock Hugoniot equaled 243 and 298 GPa, respec-
tively. The Gr�uneisen coefficient in the pressure interval from
280 to 340 GPa was almost constant at 1.51±1.52.

It is worthwhile to compare the results of calculations by
different methods. An iron model with the EAM potential
[256] at a temperature of 6000 K and density of 13.3 g cmÿ3

has a pressure of 329 GPa, i.e., 8% lower than 358 GPa
obtained by the ab initio method (see above). Furthermore,
results obtained with the EAM potential suggest that the
melting temperature of iron at 300 GPa is 6500 K [256],
whereas the ab initio method gives 6200 K [198]. In other
words, this last method overestimates the liquid pressure by
8% in comparison with its value in EAM models and, on the
contrary, underestimates the melting temperature by 5% (ab
initio data in Ref. [269] additionally underestimate the iron
melting temperature).

According to PREM, the boundary between the inner and
outer cores lies 1221.5 km away from the center; the pressure
here is � 329 GPa. Under this pressure, Tm of pure iron
comes to 6792 K [256] or 6863 K (see interpolation of
expression (27) above). In order for the hypothesis of a
purely iron solid core to be correct, the temperature closer
to the center must run below the plot in Fig. 19 and intersect it
with R � 1221:5 km. In the outer core, the temperature must
run above the Tm plot if it is to be liquid. Therefore, the
temperature in the inner core may vary within the range of
6792±7265 K and may be close to 7000±7200 K at the center
of Earth. At the core±mantle boundary, one finds
Tm � 4401 K under 136 GPa; therefore, the core tempera-
ture in this region must be higher than this value (see Fig. 19)
and exceed the melting temperature of pure iron under
standard pressure (Tm � 1811 K) by � 2590 K. Conversely,
mantle matter must be solid under these conditions, as is
suggested by the available seismic data (PREM). At such
temperatures and standard pressure, the basic oxides of which
the mantle is composed would be in the liquid state (e.g.,
Tm � 2825 K for pureMgO, and 2570 K for pure CaO, while
complex oxides melt at lower temperatures), but their melting
points under 136 GPa may be higher than 4400 K.

The main difficulty encountered in calculations of the
properties of matter under extreme conditions arises from the
indeterminate electron contribution to heat capacity at high
temperatures. The method could be improved based on the
experimental data about the temperature on shock Hugoniot
or by sufficiently precise calculation of an additional
contribution to electron thermal capacity and, correspond-
ingly, electron contribution to energy and pressure.

9.2 Iron-based solutions. Earth's core
It is generally supposed that Earth's core is composed of a
solution of Ni and light elements (Si, S, O, H, C) in iron. A
number of solid iron-containing compounds, besides Fe-
based solid and liquid solutions, may exist under the
conditions formed in Earth's core. Specifically, it is found in
Ref. [276], where the properties of various iron carbides and
hydrides in the core are calculated, that the most stable
among them include Fe2C, FeH, FeH3, and FeH4. How-
ever, the calculation of phase diagrams for iron±admixture

Table 26. Self-diffusion coefficients of liquid iron models at 6000 K.

Density,
g cmÿ3

6.00 7.01 7.79 8.77 9.35 10.02 10.79 11.69

Pressure,
GPa

7.19 17.2 50.2 87.0 119.5 165.9 229.0 313.8

D� 105,
cm2 sÿ1

34.8 31.8 19.2 15.6 12.5 10.4 8.20 6.45
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systems under such extreme conditions is a rather laborious
process and very little to date has been done toward this end.
It was mentioned in Section 9.1 that Fe±S solutions had been
simulated by the ab initio method [270, 271].

Reference [257] adopts in the first approximation the two-
component variant of the core composition in which iron and
sulfur are believed to be the main constituents. The EAM
potential for such systemwas proposed inRef. [256] andmore
accurately specified in recent Ref. [257], so as to achieve the
best agreement with PREM data on pressure and density at
key sites, such as the Earth's center, inner±outer core and
outer core±mantle boundaries.

The pair potential for Fe±Fe pairs was taken in
Ref. [257] as in Ref. [46], but with correction (26) included.
The potentials for Fe±S and S±S pairs were chosen in the
form

j12�r��4e12

��
s12
r

�12

ÿ
�
s12
r

�6�
; j22�r��e22

�
s22
r

�6

;

where s12 � 2:366 A
�
, e12 � 0:262 eV, s22 � 2:236 A

�
, and

e22 � 1:0767 eV. The embedding potential for sulfur has the
form:

F2�r��ar1=2 � br for 0 < r4r3 ;

F2�r��a3 � b3�rÿ r3��c3�rÿ r3� p for r3 < r < r4 ;

F2�r��a4 � b4�rÿ r4��c4�rÿ r4�q for r4 < r :

Function F2 and its first derivative must be continuous at
r � r3 and r � r4. The reference point for adjusting the
parameters inRef. [256] was counted upon the conjecture that
the temperature and pressure in Earth's center are 5000K and
360 GPa, respectively, while the concentration of the Fe±S
solution is 10 atomic percent (at.%) of sulfur. Moreover, it
was assumed that the effective electron density created by
sulfur takes the form c�r� � 89:80 exp �ÿ1:3860 r�, where r is
expressed in angstr�oms. In the end, the following values of the
parameters were found: a � ÿ0:85, b � 0:2842, r3 � 12:00,
r4 � 40:00, c3 � 0, c4 � ÿ0:002, and p�q�1:5. A further
correction of the EAM potential for sulfur was made in
Ref. [257] by varying a single coefficient, c4, with the
remaining parameters being constant. The EAM potential
had a cutoff radius of interaction set to 5:30 A

�
, as in Ref. [46].

The best agreement with PREM data was achieved with
c4 � ÿ0:0505 and a sulfur concentration in the inner core
equaling 5 at.%. The temperature at the boundary between
the inner and outer cores was close to 6325 K.

Results of the calculation are presented in Table 27.
Evidently, the data of MD calculations and the PREM
model are in good agreement at all critical levels of Earth's
core. The speed of sound is predicted somewhat less
accurately (to within 5±10%). Concentration over the entire
inner core is close to 5 at.% and varies by 11±12 at.% in the
outer core. Were sulfur distribution by depth in equilibrium,
the whole amount of sulfur would accumulate near the core±
mantle boundary (by virtue of the interplay between partial
molar volumes of Fe and S). However, real localization of
sulfur in the inner core suggests nonequilibrium sulfur
distribution by depth due to convective melt circulation. The
variant shown in Table 27 with temperatures of 6325 and
4325 K at the boundaries is self-consistent, and the said
temperature difference can be almost exactly explained by
the adiabatic drop. The difference (1920 K) in these
temperatures is close to the estimate (2100 K) obtained
earlier [252], but the distinction lies in the fact that
temperatures at the boundaries of the outer core are
calculated in Ref. [272] almost unambiguously.

Reference [257] reports the construction of an Fe±S phase
diagram section under a pressure of 329 GPa, corresponding
to the boundary between the inner and outer cores. Gibbs
energies of solid and liquid phases at the boundary were
calculated, and the concentration of the equilibrium liquid
phase (10±12 at.% of sulfur) was determined by the common
tangent method in accord with the results given in Table 27.
Thus, the MD calculations proved self-consistent.

To sum up, the two-component variant of Earth's core
makes it possible to obtain good agreement with PREMdata.
The main results of the calculations performed in Ref. [257]
are as follows:

Ð the pressures in Erath's center, at the inner±outer core
boundary and at the core±mantle boundary agree with the
PREM data;

Ð the sulfur concentration is around 5 at.% over the
entire inner Earth's core, the temperature in which varies
from 6700 K at the center to 6325 K at the boundary with the
outer core. The fall in temperature within the inner core
equals 6700ÿ6325 � 375 K;

Ð in the outer core, the temperature changes from 6325K
at the boundary with the inner core to 4325±3300 K
(depending on the choice of S concentration) at the boundary
with themantle. Sulfur concentration in the outer core weakly
depends on the distance to the center. Calculations give its
value from 10.7 at.% near the boundary with the inner core to
11±12 at.% on the mantle boundary. Such a small change in
concentration suggests effective convective mixing of the
melt. Calculation of the adiabatic drop indicates that the

Table 27. Results of MD calculations [257] in comparison with PREM data.

Level* R, km,
PREM

T, K,

MD

S concentration, at.% Pressure, GPa Density, g cmÿ3 Speed of sound, km sÿ1

MD PREM MD PREM MD PREM MD PREM

Center 0 6700 5,0 ? 364 363.85 13.16 13.088 10.69 11.266

Boundary 1, solid phase 1221.5 6325 5.0 ? 329.0 328.85 12.81 12.763 10.35 11.028

Boundary 1, liquid phase 1221.5 6325 11.7 ? 329.0 328.85 12.22 12.166 ì 10.356

Boundary 2,
core

3480 4325
3300?

11
12

?
?

136.0 135.75 9.903 9.903 8.86
8.48

8.065

* Boundary 1ì inner coreëouter core, and boundary 2ìcoreëmantle.
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temperature reaches 4325 K, and the sulfur concentration is
roughly 11 at.%;

Ð in the framework of the accepted approximations with
respect to core composition, the possible error of the
calculated concentration at the key points is rather small
(�0:5 at.%);

Ð the calculated densities at all critical levels are slightly
higher than in PREM (by 0.05 g cmÿ3 at the most). The
discrepancy may be due either to an insufficiently high
accuracy of the EAM potential or to the presence of other
solution components, besides sulfur;

Ð the calculated speeds of sound are underestimated by
6±7% in Earth's center and at the inner±outer core boundary
compared with the same values in PREM, and overestimated
by 5±10% at the boundary with the mantle. The discrepancy
may be caused by deviations from the two-component core
model;

Ð the shape of the Fe±S diagram at 329 GPa and 6325 K
is in excellent agreement with the above calculations of the
composition of the equilibrium liquid phase (11±12 at.% S),
but the accuracy of calculations is not high enough for the
elucidation of the equilibrium solid phase composition.

Several ab initio calculations were done for the Fe±S
system. In the case of an S solution in Fe (18.75 at.% S) at
6000 K and 12.33 g cmÿ3 (64 particles in the basic cube), the
pressure was �345� 6� GPa and the iron self-diffusion
coefficient D�Fe� � �4ÿ6� � 10ÿ5 cm2 sÿ1; the sulfur self-
diffusion coefficient was of the same value [270]. An
estimation based on the Stokes±Einstein relation gives a
melt viscosity value of around 13 mPa s, or only 2±3 times
higher than the value typical of liquid metals at temperatures
close to the melting point (� 1 mPa s). The viscosity of the
Fe±S melt found in Ref. [271] under same conditions was
roughly 9 mPa s, in good agreement with the Stokes±Einstein
relation. Such an order ofmagnitude for viscosity is obviously
at variance with the value found by extrapolation from the
low-pressure region (103 ± 106 Pa s in the outer core [271]).

Another object playing an important role in metallurgy is
the Fe±C system. Fe±C melts were simulated in Ref. [277] at
carbon concentrations of up to 20 at.% and a temperature of
up to 2500 K. The EAM potential for Fe±Fe pairs was
borrowed from Ref. [225]; the corresponding potentials for
Fe±C and C±C pairs were chosen in the form

j12�r��e12

�
exp

�
ÿ 2a

�
r

r12
ÿ 1

��
ÿ2 exp

�
ÿ a
�

r

r12
ÿ 1

���
;

j22�r� � e22

�
r22
r

�6

;

where a � 4:2, e12 � 0:5450 eV, r12 � 2:23 A
�
, e22 �

1:8767 eV, and r22 � 2:236 A
�
. Simulation was performed by

the MD method. No peculiarities in the behavior of the
thermodynamic properties in the temperature range from
1500 to 2500 K were observed. Both the density and molar
volume of the melts decreased with increasing carbon
concentration at a temperature of 1873 K, while density
versus temperature plots undergo an almost parallel shift.
Interatomic distances in 1±1 and 1±2 pairs and the sum of
coordination numbers of these pairs alter but insignif-
icantly after the addition of carbon. Segregation of C
atoms is absent, and the distribution of constituent atoms
in the first coordination sphere of Fe±C melts is close to
statistical.

In Ref. [278], this system was investigated by the ab initio
method and subjected to statistical structural analysis. The
short-range order in the arrangement of carbon atoms
changes with increasing concentration from the statistical
one to that reminiscent of their position in cementite (Fe3C).

9.3 Nickel
The effective pair interaction potential for liquid nickel was
calculated from the diffraction data using the Percus±Yevick
equation in Ref. [246]. EAM potentials for the description of
fcc-nickel properties were proposed in Refs [130, 226, 279,
280]. The pair potential and the embedding potential are
presented in the form of the sums of cubic splines. The
modified EAM potential for fcc-nickel was proposed in
Ref. [39], and for liquid nickel in Ref. [35]. The authors of
Ref. [128] used this EAM potential to calculate, with the help
of the modified hyperchain equation of the theory of liquids,
the structure factors of liquid Ni and some other metals near
the melting point. In addition, the structure factors for liquid
Ni, Pd, Pt, Cu, Ag, and Au were calculated in Ref. [129] from
the results of MD simulation with the EAM potential like
those in Refs [33, 34], in good agreement with experimental
results. A detailed description of the calculation of the EAM
potential for fcc-nickel can be found in Ref. [186]. The EAM
potential [249] was tapped in Ref. [281] to simulate nickel
nanoclusters on a graphene substrate [282].

The mechanism of crystallization of liquid nickel with the
EAM potential from Refs [226, 279, 280] was investigated in
Ref. [98]. The structure of crystallizing fluid was judged from
the number of atomswithCN=12. The concentration of such
atoms in a stable and metastable fluids increases with
decreasing temperature. The equilibrium nickel crystalliza-
tion temperature under zero pressure comes to 1415 K. The
lower overcooling limit for liquid nickel is found, as in the
cases of rubidium [72] and silver [153]. The liquid nickel
undergoes crystallization via the cluster mechanism under
isothermal conditions at temperatures below 850 K under
zero pressure and below 1075 K at a constant volume
(6.588 cm3 molÿ1) with the predominant formation of a
closely packed structure. A crystallization mechanism unlike
that adopted in the classical nucleation theory consists in an
increase in the number of atoms with CN=12 in the bulk, the
formation of connected groups (12-clusters) from these
atoms, and their enlargement, as in rubidium and silver
crystallization in response to strong overcooling and admix-
ture coagulation from the oversaturated solution [114±116].
A rise in the number of model nickel atoms with CN=12
under isothermal simulation run and their clusterization are
shown in Fig. 20. Connected groups have an initially loose
structure and contain a large number of atoms having
different CN, with the maximum group size rapidly tending
toward the size of the basic cube. The atoms with CN=12
play a key role in the crystallization process and activate the
transition of atoms included in connected atomic groups of a
different coordination into the coordination of the closely
packed lattice.

Transit time (during cooling) through the interval from
the lower overcooling limit to the temperatures at which
diffusion practically stops determines the structure of the
resulting solid: either crystalline (when the time is longer than
critical) or amorphous (at a shorter time). In the case of Ni,
the critical time was � 7:8� 10ÿ11 s, and the critical cooling
rate reached 4:4� 1012 K sÿ1. Indeed, the authors of
Ref. [283] did not observe crystallization in the continuous
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cooling regime even at amodel cooling rate of 5� 1012 K sÿ1.
The pair contribution to the EAM potential was calcu-

lated applying the Schommers algorithm from diffraction
PCFs at 1773 K and approximated by function (17). The
cutoff radius of interaction was put to 7:05 A

�
(the middle of

the right slope of the third PCF peak at T � 1773 K). The
pair contribution to the EAM potential for liquid nickel is
depicted in Fig. 17. The embedding potential was chosen in
the form (5)±(10) (see Fig. 18).

Results of MD calculations for nickel are presented in
Table 23. Good agreement with experiment was obtained for
the structure (low Rg) at temperatures up to 1873 K. The
discrepancy between energies at 4000 K amounts to
33 kJ molÿ1. A substantial part of this discrepancy is due to
the contribution from electron thermal energy. The discre-
pancy of 14.3 kJ molÿ1 remaining after subtraction of this
electron contribution may be due in part to the some
inadequacy of the EAM potential for describing wide
temperature intervals.

9.4 Other metals
The EAM potentials have been proposed for many metals,
such as Al, Cu, Ag, Au, Ni, Pd, Pt [284], Cu, Ag, Au, Ni [128],
Ni, Pd [32], Cu,Ag,Au,Nb, Ta, V [53], V,Nb, Ta, Cr,Mo,W,
Fe [31], Nb [285], Zr [286], Cu, Ag, Au, Al, Ni, Pd, Pt [35, 129,
287], Al, Ti [288], Mo [289], Cu, Ag, Au, Al, Ni, Pd, Pt [290],
Mo, W, V, Nb, Ta, Fe [40], and other 14 metals with an
fcc-lattice [291]. However, not all of them have been utilized
to simulate the liquid phase. This list is certainly far from
complete. In certain cases, good agreement with experimental
datawas achieved formelting temperature [287], but it proved
impossible to select adequate EAM potentials for crystalline
metals with the hexagonal closely packed (HCP) lattice (Cd,
Zn, Be, Y, Zr) [292]. Such metals can be adequately described
using the not spherically symmetric EAM potential. The
liquid structure near the melting point was calculated, for
example, in Refs [35, 128, 129, 202]. Much less attention is
given to a comparison of the thermodynamic properties with
experiment. The same refers to studies relying on the ab initio
method.

There are relatively few reports on the simulation of liquid
uranium. The EAM potential for uranium was selected in
Ref. [293] at temperatures up to 6000 K under standard
pressure, and at temperatures up to � 9000 K (pressure of
360 GPa) under shock compression. Marked discrepancies

between calculated and actual energies of the metal due to
electron contribution emerge at temperatures above 1000 K.
The electron thermal energy for 5000±6000 K is close to
100 kJ molÿ1. The liquid structure above 1500 K is loose and
contains voids (pores). The temperature dependence of the
self-diffusion coefficient along isobar p � 0 is well described
by the power-law formula D � 5:17� 10ÿ12T 2:1029 [cm2 sÿ1].

Uranium energy and pressure at temperatures of up to
1200 K and the degrees of compression 0:554Z4 1 have
been calculated. The EAM potential for solid uranium was
developed in Ref. [294], and for the triple U±Mo±Xe system
(by the ab initio force-matching method) in Ref. [295] (see
Section 2.1). The potential is suited to application when
simulating both pure components and U±Mo solutions, and
also U2Mo compound.

Calculations somewhat overestimate the melting tem-
perature for uranium (1530 K instead of 1408 K), and
underestimate it for molybdenum (2690K instead of 2890K).

10. Comparison of results of calculations
with different potentials

The properties of liquids depending largely on the short-range
repulsive part of the interparticle potential are usually equally
well described by pair and EAM potentials. These properties
comprise the structure (PCFs, static structure factor),
dynamic characteristics (autocorrelation functions, dynamic
structure factor, vibrational spectrum, etc.), self-diffusion
coefficient, and viscosity. For these properties, many MD
calculations with pair potentials yield good results [5, 20, 30,
296]. However, the thermodynamic properties of ametal (first
and foremost energy) are sensitive to the shape of the
interparticle interaction potential. For this reason, the use of
pair potentials does not usually permit obtaining meaningful
results. Moreover, EAM potentials suitable for the descrip-
tion of liquidmetals are not accurate enough to characterize a
crystalline one and vice versa. This makes difficult the
achievement of agreement with experiment, e.g., for melting
heat, leading instantaneously to discrepancies between
theoretical and experimental data on the pressure depen-
dence of melting temperature. This issue awaits detailed
investigation. Difficulties encountered in the calculation of
surface properties are due to marked changes in density
associated with passage across the interface and pose a
major challenge to the adequacy of EAM potentials.

a b c

Figure 20. (a) Arrangement of atoms with CN=12 (12-atoms) in a nickel model after rapid cooling from T � 2500 K in the p � 0 regime to T � 843 K

and relaxation over 48,000 steps. The number of atoms in themodel is 2048, cube edge length is 28:886 A
�
, radius of the nearest-neighbor sphere is 2:95 A

�
,

and number of atoms in the model m�12� � 346. (b) The same at a step of 54, 000, and m�12� � 581. (c) The same at a step of 60,000, and m�12� � 693.
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The validity of EAM potentials is equally poorly known
for broad temperature variations. These potentials for the
example of mercury were shown to fairly well describe the
temperature dependence of energy over intervals of around
1000Kwithout consideration of additional effects. In the case
of alkali metals, good agreement with experiment can be
achieved only by taking account of the thermal energy of
collective electrons. However, the cause of discrepancies in
the case of group II±V and transition metals remains to be
elucidated; as it is, it may be speculated that EAM potentials
are inadequate either entirely or in the form they are used.

Of special interest is the simulation of shock compression
when temperatures are as highas a fewdozen thousandkelvins
[297]. In principle, it is possible to select such parameters of
EAM potentials [in formulas (9) and (10)] at which good
agreement between calculated and experimental pressures
and energies on the shock Hugoniot can be achieved both
taking account of electron thermal contributions and without
them. These two description variants lead to different
temperatures on the adiabate and different dependences of
cold pressure on metal volume. Further studies along these
lines are hampered by the lack of experimental data on shock
wave temperature, cold pressure, and X-ray diffraction
measurements [298].

11. Simulation of binary systems

The simulation of two- and many-component systems
requires the modification of the EAM scheme [36]. If pure
components possess different average effective electron
densities, it is desirable to preliminarily `unify' this para-
meter, c�r�, so as to equalize the density of both components.
In such cases, it is convenient to introduce transformation (3)
for each component:

c �i �r� � li ci�r� ; r �i �
X
j

c �j �ri j� ;

F �i �r �� � Fi

�
r �

li

�
; U �

X
i

F �i �r �� �
X
i<j

j�ri j� ;

where li is the positive sorting coefficient for the ith atom.
Variations of solution concentration affect only r � values.
For single-component systems, this expression leads to the
same energy value as expression (2). Accordingly, formula (4)
holds true after the substitutions c! c � and F! F �. In
addition, it is necessary to introduce the pair contribution to
the EAM potential for those pairs with subscript 12. In the
simplest cases, the pair contribution j12�r� is chosen in the
form of the arithmetical mean or geometric mean of j11�r�
and j22�r� contributions.

The following systems have been simulated with the
employment of EAM potentials: Al±Mg [31], Al±Pb [227,
299], Cu±Bi [234], Cu±Pb [134], Cu±Ni [33, 300], Fe±Cr [301],
Ni±Nb [302], Pb±Bi and Pb±Ni [226], Ti±Al [287], Fe±C [277],
Fe±S [208, 256, 259], Mo±Si [303], Cu±Ni, Cu±Ag, Au±Ni
[304], Ni±Al [305], (Ni,Al, Ti, Zr, Fe)±H [306], and some
others. A modified EAM scheme was employed for the
systems with a large proportion of covalent bonds, taking
account of contributions depending on valence angles [36,
42]. The transferability of the EAM potential is realized if the
character of the chemical bond does not change with the
formation of a solution or a compound.

Certain binary systems have been investigated by the ab
initio method, e.g., Fe±C [278], Fe±S [270, 271], Li±Na [307].

Special attention was given to alkali metal±group IV and
V metal systems. The relevant data are available for Li±Pb
[308], Na±Pb [309, 310], K±Pb [311], (Li, Na, K)±Pb [312],
K±(Sn, Sb, Te) [313], K±Te [314], and Rb±Te [315, 316]
systems, and As2S3 [317, 318] and As2Te3 [319] compounds,
and some other melts. Such systems are characterized by
electron density transfer from alkali metal atoms to the
second constituent. As a result, the type of bonding strongly
depends on the composition and may turn into ionic bonding
(as in Li4Pb and similar melts). In such cases, the adequacy of
EAM potentials may prove to be insufficient.

12. Conclusions

Of course, the tapping of pair potentials j�r� in MD
simulation provides a wealth of useful information about
static and dynamic structures, self-diffusion coefficients and
viscosity, autocorrelation functions, etc. These potentials
were extensively used in the second half of the 20th century.
Interparticle forces in pair interaction models are expressed
simply as f �r� � ÿdj�r�=dr. Simulation modeling allowed
the results of the theory of simple liquids to be verified and
significantly promoted its development. However, the pair
interaction model yields good results only for a few
substances (in fact, for argon alone).

The reason for refusing to utilize pair interaction
potentials was the impossibility of simultaneously describing
both the structural (static, dynamic) and thermodynamic
properties of liquid metals. Transition to many-particle
potentials was predetermined. The choice of such potentials
in the EAM form should be regarded as successful. When all
atoms are in equivalent conditions, the interparticle force has
the form f �r� � ÿdj�r�=drÿ 2�dF=dr��dc=dr�. Analysis of
computer simulation of liquid metals in the present review
indicates that the application of EAM potentials makes it
possible to construct sufficiently adequate models by theMD
technique, especially in combination with the ab initio
method, which permits, besides solving specific problems
(e.g., calculating electronic structure), yielding additional
information needed to find interparticle forces and poten-
tials. It appears reasonably safe to suggest that, for a given
combination of parameters (temperature, pressure), the
EAM potential for a liquid metal can be parametrized so
that the main properties of a large model agree well with
experimental findings. However, the question arises as to
whether this potential is suitable for constructing good
models with other external parameters?

The data reviewed in this publication show that the heat
capacity of practically all models increases with temperature
more slowly than that of the respective real metal; hence, the
discrepancy appears between the energies of model and real
metals upon heating by 1000 K, which amounts to a few
kJmolÿ1 in the simplest cases, andmore than tens of kJmolÿ1

for transition metals. This review shows that such discrepan-
cies are mostly due to the contribution of collective electrons
to energy and pressure. For simple liquid metals, e.g., alkali
metals, in which these electrons are approximately described
by a free-electron model, most discrepancies can be elimi-
nated by using the respective formulas. However, this is
sometimes infeasible, and the discrepancy between energies
persists even after consideration of electron contributions. It
is still unclear whether the discrepancies stem from the choice
of an inadequate shape of the EAM potential or from its
intrinsic unfitness to work in a wide range of parameters.
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A test for the adequacy of EAM potentials at high
temperatures is the degree of agreement between PCFs in
liquid metal models and diffraction data. Unfortunately,
publications dealing with liquid structure characteristics
measured in a wide temperature range (from the melting
point to critical values) are scanty. The procedure for the
choice of EAM potentials as described in this review ensures
small discrepancies Rg (less than 0.03±0.04) between model
PCFs and diffraction data near the melting point. In certain
cases, excellent agreement between model and diffraction
PCFs was obtained over the entire range of diffraction
measurements: for zinc (up to 933 K), lead (up to 1173 K),
tin (up to 1373 K), and gallium (up to 1273 K, with the
exception of T � 473 K, at which Rg � 0:072). In the case of
cesium, good agreement was reached at all temperatures
below 1673 K (tables of structural data were generously
donated by Prof. F Hensel, Marburg). However, discrepan-
cies grow in many cases of metal heating. Temperatures Tx at
which significant discrepancies between two PCFs emerge
(the author's EAM-data) are listed in Table 28.

Discrepancies between two PCFs are usually apparent as
different heights of the first peak and distortions of the
remaining PCF peaks. However, the accuracy of diffraction
PCFs is insufficient to explain all discrepancies by potential
inadequacy. The case of cesium shows that excellent agree-
ment between model and diffraction PCFs is possible at
temperatures up to almost the critical value.

Another test is to verify the accuracy of the calculation of
the bulk compression modulus KT. By condition, the
calculated modulus is very similar to the actual one near the
melting point. Table 29 compares calculated, KEAM

T , and
actual, K expt

T , moduli for certain metals at elevated tempera-
tures (the author's EAM-data). The agreement is, on the
whole, satisfactory, barring the case of silver. Based on these
results, it can be concluded that the EAM potential is, in
principle, suitable to describe the properties of liquid metals
in a broad temperature range.

The application of EAM potentials looks very promising
for describing strongly compressed liquid metals, e.g., under
conditions of shock compression. The present review
describes methods for the extension of EAM potential
applications over the realm of enhanced densities and
considers several examples of the calculation of metal proper-
ties taking into account the known form of the shock
Hugoniot. Simulation of liquid metals by the MD technique
permits clarifying information extracted from shock wave
data. However, of even greater importance here are electron

contributions that are easy to calculate for simple (but not
transition) metals by formulas (11) and (12). Measurement of
shock wave temperatures would greatly promote here data
analysis. It is certainly possible to select such parameters of
EAM potentials at which they would adequately describe the
shock Hugoniot without consideration of electron contribu-
tions, but this approach leads to the overestimation of
temperatures on the adiabate and underestimation of cold
pressure.

The search for EAMpotentials equally well describing the
properties of both liquid and solid phases has not yet brought
the desired result. Errors in calculations of melting-related
changes in energy and volume are responsible for incorrect
values of melting temperatures at high pressure. The needed
EAM potentials can be selected both with invoking the ab
initio data and without them, but this line of research is
developing too slowly.

Finally, it is worthwhile to draw attention to certain
interesting results of studies on the solidification mechan-
ism, such as the discovery of the lower limit of overcooling for
rubidium, nickel, and silver (see Sections 3.1.4, 3.2.2, 9.3). As
temperature decreases to below this limit, solidification
occurs through the cluster mechanism having nothing in
common with classical nucleation. When the cooling rate is
too high for nucleation to develop, a liquid reaches the lower
overcooling limit and thereby triggers the cluster solidifica-
tion mechanism. This leads to crystallization, provided
diffusion had enough time to ensure structural transforma-
tion. Conversely, crystallization fails to occur if the cooling
rate exceeds a definite limit, and the process ends in the
formation of the amorphous phase.
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