
Abstract. Unlike macroscopic objects, clusters and nanoparti-
cles lack a definite melting temperature at a given pressure but
rather have their solid and liquid phases coexistent in a certain
temperature range and their melting temperature dependent on
the particle size. As the particle size decreases, the melting
temperature becomes fundamentally difficult to define. This
review examines methods for measuring the melting tempera-
ture and the heat of melting of clusters and nanoparticles. The
temperature (internal energy) of the particles is defined and how
it affects the properties of and processes involving the particles
is discussed. The melting features of clusters and nanoparticles
versus bulkmaterials are examined. Earlymethods of determin-
ing the melting temperature of large clusters are described. New
precision methods of measuring the melting temperature and
the heat of melting of clusters are discussed, which use the
clusters themselves as `high-sensitivity calorimeters' to mea-
sure energy. Laser-based nanoparticle melting techniques are
outlined.

1. Introduction

Cluster and nanoparticle studies are currently a central area
of research in physics and chemistry (see, for instance,
monographs, collected volumes of scientific works, reviews
[1 ± 46] and references cited therein). V L Ginzburg placed
cluster investigations No. 7 in his classification of the most
important and interesting problems in physics and astro-
physics [47, 48]. The tremendous practical and academic
significance of cluster and nanoparticle research is due to
unique properties of these structures and their wide applica-
tion in nanotechnologies [49, 50] for manufacturing high-
speed electronic devices and large memory systems, deposit-
ing thin films, producing novel materials and developing
methods of their surface treatment [1, 23, 27, 37, 39]. Metallic
and composite clusters and nanoparticles have recently been
attracting increasingly more attention for the possibility of
using them in the search for new high-temperature super-
conducting materials, too [44, 51 ± 54]. All these applications
imply a good knowledge of the physical, chemical, and
thermodynamic properties of clusters and nanoparticles,
which are different from the properties of both their
constituent particles and bulk materials by virtue of the
discrete structure of their energy levels and large surface-to-
volume ratios. Such small systems essentially depend on
quantum and tunneling effects, as well as structural, dimen-
sional, and surface effects that determine many properties
and parameters of clusters and nanoparticles, including their
melting temperature and heat of fusion [43]. The melting
temperature and heat of fusion of clusters and nanoparticles
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are important physical characteristics of great theoretical and
applied interest. At the same time, determination of the
melting temperature and heat of fusion of clusters and
nanoparticles encounter serious difficulties. Unique techni-
ques developed for their measurements are evoking excite-
ment. It is precisely the experimental methods for measuring
the melting temperature and heat of fusion of clusters and
nanoparticles that are dealt with in the present review.

Clusters and nanoparticles are actually identical aggre-
gates. In his notable book [1], H Pauly describes clusters as
aggregates of a few to several millions of atoms or
molecules held together by different types of bonds with
a binding energy from a few tenths of an electron-volt to
several electron-volts. In this broad sense, clusters are
small aggregates of atoms and molecules coupled by weak
(4 0:05ÿ0:2 eV) van der Waals bonds or stronger
(� 0:3ÿ0:6 eV) hydrogen bonds, as well as aggregates of
metal, semiconductor, and carbon atoms with rather strong
(� 1ÿ10 eV) bonding. These aggregates are quite different in
terms of structure, type, bond strength, and physical and
chemical properties [1, 27, 30, 31, 36, 39, 43]. Nanoparticles
are usually defined as small aggregates from 1 to 100 nm (or
10 to 1000 A

�
) in size [55 ± 57]. Let us compare the sizes of

clusters and nanoparticles. The radius of a spherical cluster
containing N atoms is given by

RN � R0N
1=3 ; �1:1�

where R0 is the monomer radius. At R0 � 2ÿ3 A
�
, clusters

containing N � 107 and 50 atoms have radii RN � 400 ±
600 A

�
and RN � 7:5ÿ11 A

�
, respectively, meaning that

clusters of 504N4 107 atoms and nanoparticles are
identical aggregates. Therefore, we do not distinguish
between clusters and nanoparticles later in this review except
in considering small clusters (N4 10), which we shall not
regard as nanoparticles. Also, it should be emphasized that by
nanoparticles are meant aggregates composed of metal,
carbon, and semiconductor atoms, as well as of composite
materials, i.e., strongly coupled aggregates. At the same time,
relatively large clusters of molecular and noble gases,
including van der Waals clusters, are also referred to as
nanoparticles. The commonness of all these aggregates is
confirmed by the fact that the electronic properties and
electrical conductivity of small-sized objects (e.g., nanowires
and nanocontacts) characterized, similarly to clusters, by the
high surface-to-volume ratio, are possible to describe using
theoretical models and approaches applicable to the descrip-
tion of clusters [58].

It should be noted that the above definition of the cluster
based on the number of its constituent atoms (molecules) does
not imply the manifestation of a dimensional effect in these
aggregates. It is the size dependences of the physical,
chemical, and thermodynamic properties and parameters of
clusters, as well as their difference from those of macroscopic
substances, that are the major characteristics of clusters.

The review outline is as follows. Section 2 treats cluster
(nanoparticle) temperature (internal energy). Kinetic and
thermodynamic definitions of the cluster temperature are
proposed. Temperature is shown to influence cluster proper-
ties and physicochemical processes with the participation of
clusters and cluster beams. Temperature values are estimated
for clusters produced upon gas expansion without a carrier in
a nozzle source. The relationships between cluster tempera-
ture and the interaction potential of intracluster atoms

(molecules) and between temperature and vaporization heat
are illustrated. The peculiarities of the solid±liquid phase
transition in clusters compared with the analogous phase
transition in macroscopic systems are considered in Section 3.
It contains an analysis of the distinctive features of the phase
transition in clusters, such as the coexistence of the two phases
and the possibility of occurring negative heat capacity near
the melting point. Configuration excitation of clusters as a
basis for the solid-liquid phase transition is discussed in
qualitative terms.

The central Section 4 is concerned with experimental
methods for measuring the melting temperature and heat of
fusion of clusters and nanoparticles. Early methods of
determination of melting temperature of large clusters are
described along with optical and calorimetric methods for
measuring temperature and heat of fusion. The size depen-
dence of cluster melting temperature and its relation to the
cluster structure are considered. Comprehensive analysis is
presented of recently developed sophisticated methods for
measuring cluster temperature and heat of fusion in which the
clusters themselves are used as `highly sensitive calorimeters'
to measure energy. Laser techniques for the observation of a
solid±liquid phase transition in nanoparticles are briefly
described. The concluding Section 5 summarizes the main
results of the research under discussion; the author's view of
the most important achievements in the field of interest and
priority areas of further studies are also offered.

2. Cluster (nanoparticle) temperature

2.1 Kinetic and thermodynamic definitions
of cluster temperature
Cluster (nanoparticle) temperature depends on the energy of
random motion of constituent atoms or molecules with
respect to the cluster's center of mass. If rotational and
translational degrees of freedom of a cluster are `frozen', its
internal temperature Tcl is given by the relation

3N

2
kBTcl �

�XN
i�1

mi�vcm ÿ vi�2
2

�
; �2:1�

where mi and vi are the mass and velocity of the cluster's
atoms (molecules), vcm is the velocity of the cluster's center of
mass, N is the number of particles in the cluster, and kB is the
Boltzmann constant.

Relation (2.1) represents the kinetic definition of cluster
temperature, which can be just as well defined as the
thermodynamic quantity

Tcl � dE

dS
; �2:2�

where E and S are the total internal energy and entropy of the
cluster, respectively. Generally speaking, temperatures given
by relationships (2.1) and (2.2) are different quantities, and
this difference may have serious consequences (see Refs [38,
59, 60] and references cited therein). Thermodynamic con-
sideration of clusters takes into account not only the energy of
thermal atomic motion but also the potential energy of atom±
atom interactions inside the cluster, including the configura-
tion excitation energy. By way of example, for a cluster of N
atoms with pairwise interaction, one obtains

E � U� K �
X
i; j

u�ri j� �m

2

X
i

�
dri
dt

�2

: �2:3�
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Here, U is the total potential energy, K is the total kinetic
energy of atoms, u�ri j� is the atom±atom interaction potential
at a distance ri j � ri ÿ rj, ri, rj are the coordinates of the
atoms, and m is the atomic mass. Cluster entropy in this case
can be described by the general expression for entropy [61]:

S � ÿhlnPi � ÿ
X
i

Pi lnPi ; �2:4�

where the subscript i characterizes the cluster state, and Pi is
the probability of the cluster being in this state �Pi Pi� � 1.

By configuration excitation is understood transitions
from the cluster's ground state to the local minima of
multidimensional space of the potential energy surface.
Specifically, it is precisely the configuration excitations that
are responsible for changes in cluster structure and the
aggregate state [7, 25, 38, 45, 59, 60] (see also Section 3).

Thermodynamic definition of cluster temperature taking
into account cluster's total internal energy and entropymakes
it possible to describemany processes proceeding at structural
transitions and provides a deeper insight into the physics of
phase transitions in clusters [7, 38, 45, 60] (see Section 3). By
way of example, the thermodynamic consideration has been
applied to predict the negative heat capacity of a cluster near
the melting point [62 ± 67]. Many authors have examined the
negative heat capacity of clusters in experiment [68 ± 73] (see
Section 3.3).

The temperature of clusters depends on their type
(composition), modes of formation, and stabilization; it
varies in a broad range [43]. For example, the temperature
of 3He and 4He clusters stabilized in the evaporation process
amounts to 0.15 and 0.38K [74, 75]. The temperature of noble
gas clusters obtained either in molecular beams or by
aggregation varies as a rule from a few to tens of Kelvin
degrees. Molecular clusters (including those with hydrogen
bonds) are characterized by a temperature from several dozen
to several hundreds of Kelvin degrees. The temperature of
metal and carbon clusters (including fullerenes) obtained by
laser-aided methods or in discharges may be in the range of
3500 ± 4000 K, and that of high-melting-point materials can
be 4500 ± 5000 K. The cluster temperature can grow essen-
tially with heightening the level of excitation of the clusters,
e.g., by electron impact [76 ± 80], energetic ions [81, 82], laser
radiation [83 ± 89] (including the effect of powerful ultrashort
laser pulses [24, 26 ± 29]), and collisions of high-energy
clusters and cluster ions with a solid surface [17, 39] or
between themselves in counter-propagating beams [90 ± 96]
(see recent reviews [39, 43] and references cited therein).
Under equilibrium conditions, the cluster upper limiting
temperature coincides with the boiling point of the cluster
material. In other words, equilibrium temperature of clusters
fabricated from carbon and metal atoms, and high-melting-
point materials may vary broadly, whereas temperature
variations of molecular clusters are much less pronounced
and those of noble gas (especially helium) clusters are even
smaller.

2.2 Effect of cluster temperature on the properties
of clusters and processes involving them
Cluster temperature constitutes an important physical para-
meter playing a key role in many physicochemical processes
involving clusters and cluster beams [43]. The internal
temperature of clusters determines their polarizability and
magnetic moments, ionization potentials, structure, and
optical properties (see Section 4.3). Internal temperature

also influences many other properties of clusters and
processes with their participation [97, 98]. Suffice it to say
that it is essential for charge transfer in collisions between
metal cluster ions and metal atoms [99, 100], which underlie
many chemical reactions.

Pathways of cluster and cluster ion fragmentation upon
cluster collisions with atoms or a solid surface also depend on
temperature [39, 43]. The same is true of cluster energy
relaxation mechanisms (fragmentation, emission of elec-
trons, charged particles, and light [39, 43]. As shown by the
example of carbon clusters [81, 84], the main energy
relaxation channels at temperatures above 3000 K are
fragmentation and thermal electron emission, while cluster
cooling due to emission of equilibrium radiation prevails at
lower temperatures. Cluster temperature significantly affects
the rate of reactions between clusters and other reactants [101,
102], as well as rates and channels of reactions proceeding at
the surface or inside large (N5 103) van der Waals clusters
(see, for instance, Refs [103 ± 106]). Of special interest in this
context are chemical reactions inside nanodroplets (clusters)
of superfluid helium 4HeN [33, 36, 105] that make up a unique
isolated reaction medium.

A very interesting and important (in terms of practical
applications) temperature dependence of clusters is observed
during the formation of nanostructures on the surface and
film deposition from clusters [107, 108]. Large clusters
(N5 103) having a high internal temperature are readily
deformed when deposited on a hot surface, giving rise to
two-dimensional structures. It was shown in paper [107] by
the molecular dynamics method that the YBa2Cu3O7ÿx
clusters with the number of particles N � 103 and tempera-
ture Tcl 5 2400 K make up a film of not more than two
atomic layers thick during deposition on a pyrolytic graphite
surface. Due to high internal energy, hot nanometer-sized
clusters are easily deformed on a solid surface from three- to
two-dimensional structures. Such transformation of hot
clusters occurs even at room temperature of the surface
[108]. High energy makes it possible for clusters to easily
overcome local potential barriers and reorientate at the
surface so as to form a high-quality, uniformly thick film.
The technology based on this phenomenon opens up
possibilities for growing homogeneous films from high-
melting-point superconducting materials [107, 108].

2.3 Temperature of clusters obtained from nozzle sources
The temperature of large clusters generated in nozzle sources
can be determined by measuring electron diffraction. An
electron beam intersecting a cluster beam forms diffraction
rings [109]. Ring diameters give lattice parameters that may
be used to estimate lattice temperature from a comparison
with the data for bulk matter, taking into account the
dimensional effects of the clusters, too. However, such a
method is applicable only to clusters undergoing crystal-
lization to the same phase as the bulk matter. In the case of
rare gas clusters, it is essential that the cluster should be
consisted of roughly 103 or more atoms because smaller
clusters have a quasicrystalline icosahedral structure instead
of a close-packed crystalline structure (see review [43] and
references cited therein).

Experiments have shown that the internal temperatures of
large clusters from nozzle sources in the absence of a carrier
gas are virtually independent of the conditions under which
they form, such as gas temperature and pressure in the source.
The temperatures of large clusters constitute certain char-
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acteristic temperatures of the materials from which the
clusters were made. Cluster temperature can be estimated as
follows [110, 111]. The atomic lifetime t on the surface of a
cluster with temperature Tcl is given by the well-known
relation [112]

t � t0 exp
�

DEs

kBTcl

�
; �2:5�

where t0 is the atomic oscillation period at the surface, DEs is
the heat of sublimation or vaporization heat, and kB is the
Boltzmann constant. Cooling of large clusters by evaporation
in a high vacuum is completed in a time of order 10ÿ3 s if
nothing else. This time is commensurate with the time of flight
from the source to the electron beam probing the clusters. The
dwell time of an atom on the cluster surface ranges about
10ÿ2ÿ10ÿ3 s, this time being comparable with or slightly
greater than the time of flight [110]. Taking a typical value of
10ÿ12 s for the atomic oscillation period t0 at the surface, and
the value of 10ÿ2 s for the atomic lifetime at the cluster
surface, one obtains the internal temperature of the cluster as

Tcl � �10kB ln 10�ÿ1DEs : �2:6�

Figure 1a shows the upper limiting internal temperature
of large van der Waals clusters of rare gases as a function of
the heat of sublimation for bulk matter [110]. It can be seen
that relation (2.6) fairly well describes experimental results.
At the same time, the temperature of van der Waals clusters
obtained in nozzle sources is not as constant as it may seem
from relation (2.6). Cluster temperature depends on the
cluster size, which in turn determines the heat of sublimation
of the atoms from the cluster surface.

The internal temperature of a free cluster in a vacuum
being determined by evaporative cooling (see Sections 2.4 and
2.5), relation (2.6) is applicable to the assessment of the
temperature of metal clusters produced by vapor expansion
in the absence of a carrier gas (Fig. 1b). Metal clusters
obtained by this method are liquid, whereas large clusters of
rare gases, produced from nozzle sources without a carrier
gas, are solid [43] (see Fig. 1). As shown in Fig. 1a, the
temperatures of van der Waals clusters estimated from
relation (2.6) are lower than their melting temperatures and
therefore even lower than melting temperatures of the
respective bulk matter. In contrast, Fig. 1b demonstrates
that the temperatures of metallic clusters estimated from
relation (2.6) are much higher than the melting temperature
of bulk matter and, consequently, even higher than cluster
melting temperatures.

2.4 Relationship between cluster temperature
and intermolecular interaction potential
There is relationship between cluster temperature and
interatomic (intermolecular) interaction potential. The fol-
lowing temperatures of van der Waals clusters were derived
by Farges et al. [109] based on crystalline lattice parameters
measured using the known values of temperature expansion
coefficients [113]: Tcl�Ne� � 10� 4 K; Tcl�Ar��37� 5K;
Tcl�Kr��53� 6K, and Tcl�Xe��79� 8K. It was revealed
that cluster temperature grows with strengthening inter-
atomic attraction within the cluster, suggesting that cluster
temperature is actually related to intermolecular potential, in
agreement with condensation and evaporation processes in
cluster beams [114]. As clusters grow in an expanding jet, the
heat of condensation is absorbed by the gas, while cluster
temperature remains high and constant throughout the
period of cluster growth. After the expansion process is
completed, the clusters freely move through the vacuum,
condensation ceases, but evaporation continues. In other
words, cluster temperature decreases until no atom can
evaporate. Therefore, the smaller the binding energy
between atoms within the cluster, the lower its final
temperature.

Assuming the interatomic binding energy in a cluster to be
proportional to the depth e of potential well of the Lennard-
Jones potential of an inert gas, it is possible to show (Fig. 2a)
that the cluster temperature Tcl is proportional to e. This
suggests a constant thermal-to-binding energy ratio for inert
gas clusters within a beam.

At the same time, condensation±evaporation processes
involving small clusters may result in lower temperatures. It
was revealed in Ref. [115] for small amorphous argon clusters
(N < 50) that Tcl � 27� 3 K, much smaller than the tem-
peratures of crystalline clusters. The relationship between Tcl

and e can be generalized to other clusters. The authors of
Ref. [116] used diffraction patterns to estimate temperatures
of N2, O2, and CO2 clusters. The results are presented in
Fig. 2a along with the data for clusters of inert gases. The
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good agreement between these data indicates that the method
used to determine argon cluster temperature is also applicable
to molecular clusters.

2.5 Relationship between cluster temperature
and vaporization heat
The temperature of clusters and nanoparticles can be just as
well deduced based on the theory ofmonomolecular reactions
[117, 118]. It is well known that the rates of such reactions
strongly depend on temperature. The character of this
dependence can be put to use in determining activation
energy usually interpreted as a minimal amount of energy
localized on the reaction coordinate. In the case of clusters
and nanoparticles, dissociation (evaporation) processes are
considered using energy instead of temperature for describing
a system. Rate constants were exactly computed in the work
of Klots [119, 120]. Their principal result that has a direct
bearing on the problem of interest in this review consists of
the fact that the temperature of an evaporating cluster
(aggregate) can be evaluated from the following equation

RTcl

DE
� const ; �2:7�

whereR is the gas constant, and DE is the molar vaporization
energy. In the rough approximation, the constant on the
right-hand side of formula (2.7) is independent of cluster
material, being a very slowly decreasing function of time
(since the cluster undergoes cooling). On a time scale of a few
dozen microseconds, computation gives a typical value of the
constant equal to about 4� 10ÿ2 [120].

Relation (2.7) can also be represented in the form [121]

D
kBTcl

� g ; �2:8�

where D is the evaporation (vaporization) energy per particle.
Parameter g, equaling the inverse constant from relationship
(2.7), is called the Gspann parameter. As mentioned above, it
is virtually independent of cluster size and material but
depends only slightly on time and roughly equals 25 on a
typical time sale of tens of microseconds. However, detailed
analysis recently reported in Ref. [122] indicates that the
Gspann parameter may differ from this value by 1.5 times
(both upwards and downwards) depending on cluster size,
density of states, and kinetic energy realized during cluster
evaporation.

Relations (2.7) and (2.8) may be used to predict the
temperature of large clusters, e.g., as investigated by the
diffraction method. Thermodynamic data entering Eqns (2.7)
and (2.8) can be taken from standard sources (e.g., handbook
[123]). Figure 2b compares cluster temperatures predicted in
Refs [120, 121] and measured in experiments with large van
der Waals clusters by the electron diffraction method [124 ±
126]. The dashed line in the figure has a unity slope and is not
the best fit to the experimental data. Figure 2b shows that the
theoretical prediction is in fairly good agreement with the
experiment.

3. Peculiarities of solid±liquid phase transitions
in clusters

Before proceeding to experimental methods for determining
the cluster melting temperature and the heat of fusion, let us
consider certain results of theoretical research and computer
simulation of solid±liquid phase transitions in clusters to
obtain a deeper insight into this process and to seize the
essence of the problems reviewed.

The solid±liquid phase transition in clusters is described in
the framework of classical thermodynamics and is more
complicated than in bulk matter [7, 25, 38]. The statistical
model developed to describe clusters facilitates understanding
the aggregate state from the microscopic standpoint. The
most noticeable progress in addressing this issue has been
achieved in investigations of phase transition in clusters by
computer simulation. The cluster as a system of a finite
number of bound atoms is better suited for computer
analysis than a macroscopic system. Moreover, phase
transition is a collective phenomenon involving many
atoms. Numerical computer-assisted methods allow this fact
to be taken into account, unlike analytical methods using a
one-particle approximation. Also worthy of note is that
clusters are a convenient model for describing macroscopic
systems. In what follows, we shall briefly discuss at the
qualitative level certain results of phase transition studies in
clusters. This problem is expounded at greater length in the
work of R S Berry's group [65, 127 ± 139], D J Wales [64, 65,
140 ± 146], and B M Smirnov [7, 38, 59, 60, 147, 148] (see, for
example, reviews [7, 25, 38, 45] and references cited therein).
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The most important results of solid±liquid phase transi-
tion research in clusters and nanoparticles can be summarized
as follows: (1) the coexistence of two phases within a certain
temperature range in the vicinity of thermodynamic equili-
brium temperature; (2) the representation of the solid±liquid
phase transition as configuration excitation, and (3) the
possibility of the occurrence of negative heat capacity of a
cluster near the melting point.

3.1 Coexistence of two phases
An important distinctive feature of solid±liquid phase
transition in clusters compared with the analogous transition
in macroscopic systems is the coexistence of liquid and solid
states within a certain temperature range in the vicinity of the
melting point [7, 38, 128 ± 140, 148, 149]. Theoretical research
and computer simulation studies conducted even in the 1970s
demonstrated [150 ± 154] that clusters of atoms andmolecules
may exhibit two (or more) stable states corresponding to
liquid and solid forms. Under appropriate conditions, these
states may just as well correspond to other forms, for
example, glassy-like [38, 147] or slush-like [59, 129, 137 ±
139].We shall consider here the coexistence of solid and liquid
states. Coexistence of these phases means that for a particular
period of time, a cluster is in the solid state, and for another
period of time, it is a liquid.

The essence of the two-phase coexistence phenomenon is
as follows. A cluster (particle) containing a finite number of
atoms N in thermal equilibrium has a distinct temperature
region bounded from below by the temperature T �sol of
transition to the solid state, and from above by the
temperature T �liq of transition to the liquid state. Within this
region, the cluster stays in either solid or liquid form. Only the
liquid form is stable for a temperature T > T �liq, and only the
solid one for T < T �sol. These two temperatures are not equal
for a finite number of particles, at least for small N. The
temperature difference is the region of coexistence of the two
phases, DTco � T �liq ÿ T �sol; it tends to zero asN!1. Such a
property is not inherent in each type of clusters. For example,
it is lacking in clusters formed from 4He atoms.

There is a temperature Teq�N � within the said coex-
istence region for which free energies of the solid
[Fsol�N;T �] and liquid [Fliq�N;T �] states are equal [38, 60,
131, 136, 149]. This temperature, i.e., thermodynamic
equilibrium temperature, can be called the cluster melting
temperature. The phenomenon of coexistence of the two
phases is underlain by the fact that the microcanonical
dependence (or curve) T�E� can contain a van der Waals
`loop' or `S-shaped kink' (see Section 3.3). The presence of
such a loop in the T�E� dependence suggests the existence of
a temperature range in which two stable states of the system
are possible, the energy distribution function being bimodal
[65, 128, 139]. Such S-shaped kinks in the T�E� curve were
found in calculations based, for example, on the density of
states at constant pressure and volume [62 ± 67].

It is worth noting that the coexistence of two phases in
clusters should not be understood in the statistical physical
sense under conditions when all parameters of the system are
averaged over a long period of time sufficient for them to
come into equilibrium. The phase coexistence is possible only
in the dynamic sense under conditions when thermodynamic
quantities, such as kinetic energy and entropy, are averaged
over a short time period (see also Section 3.3). Only in this
case can two (or more) different phases corresponding to the
solid or liquid states coexist in a cluster [128 ± 133]. Different

phases can be related to different areas of the cluster potential
energy surface (PES) (Fig. 3). In other words, dynamic
coexistence of two phases in clusters is analogous to
fluctuations between two geometric structures (isomers) of a
molecule that must have their own characteristic tempera-
tures in the microcanonical ensemble.

3.2 Configuration excitation of clusters
Formation of a liquid aggregate state is mediated through
configuration excitation that in the case of a macroscopic
system consists in the formation of voids and vacancies inside
it [7, 25, 38]. Configuration excitation of a system may be
considered in terms of its electron energy. However, it is more
frequently considered regardless of a change in the system's
electronic state, i.e., when atoms travel over a single electron
energy surface or an electronic landscape (as it is termed when
applied to clusters) [7, 38].

The evolution of simple clusters composed of inert gas
atoms is usually regarded as classical atomic motion in
potential wells created by atom±atom interactions. This
approach was initially employed in computer-aided calcula-
tions [155, 156] of cluster energy. If the aim is to determine the
minimal internal energy of a cluster and the corresponding
internal configuration of the constituent atoms, onemay start
from an arbitrary configuration and calculate the energy for
it. Thereafter, the atoms need to be displaced, so that the new
configuration results in a lower cluster energy. This approach
might be hoped to yield a global minimum for the cluster
energy and the corresponding optimal configuration of the
atoms in the cluster. However, such a program cannot be
realized because the cluster potential energy surface has many
local minima and saddle points. For example, a cluster with
the Lennard-Jones interatomic interaction potential (or
Lennard-Jones cluster) consisting of 13 atoms has 988 local
minima of the PES [155, 156]. A more detailed analysis [157]
revealed 1478 local minima and 17,357 saddle points for the
PES of this cluster. The number of local minima increases
exponentially with the number of atoms in the cluster [158,
159]. Adjacent local minima at cluster multidimensional PESs
are separated by potential barriers characterized by saddle
points [25, 38, 59, 60].

With these PES properties in mind, the evolution of
clusters in time is regarded as a series of transitions between
the neighboring local minima of multidimensional PES space

rij

U

Figure 3. Schematic of a system having a deep and narrow potential well

with a rarefied level structure corresponding to the solid phase, and a

broad high-energy region with shallow potential energy minima and high

density of states corresponding to the liquid phase. The two regions are

separated by a potential barrier that ensures the independent existence of

either form [131].
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[136, 143, 144, 160, 161]. Analysis of the saddle-crossing
dynamics [162] is a tool for studying cluster evolution.
Potential barriers account for the cluster dwell time near a
given PES minimum [163] to be rather long compared with
the characteristic atomic oscillation time in the cluster
(� 10ÿ12ÿ10ÿ14 s). As a consequence, the separation of
thermal and configuration excitation energies of a cluster
takes place. The former is determined by the thermal energy
of atomic oscillations and rotations, while the latter is
characterized by a given local PES minimum [38, 60]. At
zero temperature, only the configuration part of the energy
(responsible for cluster excitation with respect to the global
PES minimum) is retained, whereas at high temperatures, the
kinetic energy of atomic motion is considerably higher than
the configuration excitation energy [43].

The possibility of breaking up the cluster energy into
configuration and thermal components allows for the
analysis of the atomic dynamics inside the cluster [25, 38,
60]. In the framework of this approach, the nature of phase
transition can be described in terms of the lattice model
[164 ± 167] according to which the cluster atoms occupy
lattice sites. This model can be simplified by taking into
account only nearest-neighbor interactions. In this model,
for example, in the case of a square crystalline lattice, two
limiting distributions of atoms are considered [38, 167], viz.
compact or ordered distribution with a maximum inter-
atomic binding energy, and chaotic or disordered distribu-
tion. The latter is characterized by a lower binding energy
compared with the former one but, however, is much more
realizable, i.e., its statistical weight and, accordingly,
entropy are large numbers. It accounts for the possibility
of order±disorder phase transition in such a system. If the
system contains a large number of atoms, its phase
transition proceeds through a stepwise change of internal
energy and entropy at a given temperature at which the free
energies for the atomic distributions being considered
become equal. Thus, the lattice model sheds light on the
nature of the first-order phase transition in systems with a
large number of bound atoms. The order±disorder phase
transition simulates the solid±liquid phase transition for real
systems and depends on configuration excitation of the
atomic ensemble.

In the framework of the lattice model, the void or the
vacant site is considered to be an elementary configuration
excitation of a system [168]. The void is regarded as an excited
vacancy but its volume and shape vary with time unlike a
vacancy in a solid. In the context of saddle point dynamics,
each configurationally excited state corresponds to the
formation of a certain number of voids in the system. The
concept of voids with averaged parameters is valid when
configuration excitation is separated from the thermal one
related to oscillatory atomic motion. In this case, the liquid
aggregate state of a cluster is defined as the totality of its
configuration states with closely related excitation energies
(see Fig. 3), i.e., with energies near the corresponding local
PES minima of the cluster in the multidimensional space of
atomic coordinates [38, 148].

The above definition of the aggregate state differs from
the one accepted in classical thermodynamics, where the
phase is interpreted as a uniform spatial distribution of
atoms. Therefore, such an excited aggregate state in the case
under consideration must contain many elementary config-
uration excitations. However, the liquid aggregate state of a
cluster may have only one elementary excitation, which

makes the condition of uniform spatial distribution unneces-
sary. For example, phase transition to the liquid state for a
cluster consisting of 13 atoms and having an icosahedral
structure occurs upon the passage of a single atom from the
filled shell to its surface [7, 25, 38]. Formation of the liquid
aggregate state in large clusters is associated with the
development of many voids. In the framework of the void
concept, the coexistence of liquid and solid phases in a cluster
is a result of void formation and destruction [38, 60].

A detailed description of cluster evolution implies new
criteria for cluster melting and leads to a discrepancy with
classical thermodynamics where the Lindemann criterion is
used as a melting criterion [169, 170], according to which the
ratio of atomic oscillation amplitude to mean interatomic
distance at the melting point reaches a definite value (ca.
10 ± 15%). More accurate melting criteria became available
with the development of numerical computer simulation
techniques, e.g. the Etters±Kaelberer criterion [152 ± 154]
and the Berry criterion [149, 171] based on the correlation
between pair distribution functions of atoms in space. The
corresponding parameters change in a stepwise fashion and
reflect variations of thermal atomic motion during melting,
as in the case of the Lindemann criterion, while the nature
of the phase transition relates to configuration excitation of
a cluster. This suggests a discrepancy between the nature of
phase transition and practical criteria for its analysis.
However, the results of investigations show that thermal
atomic motion makes an important contribution to the
entropy jump DS during phase transition [25, 38]. This
justifies the application of practical melting criteria based
on thermal atomic motion.

Thus, consideration of the liquid aggregate state as a
configurationally excited state of an ensemble of bound
atoms that is, in turn, associated with void formation inside
the system makes it possible to analyze the solid±liquid phase
transition in clusters and to study different properties and
processes in such ensembles [25, 38, 59, 60].

3.3 Negative heat capacity of a cluster near
the melting point
Another distinctive property of clusters versus bulk matter
(besides the coexistence of two phases) is the possibility of
observing negative heat capacity near the melting point. The
negative heat capacity of a cluster was first predicted in
Refs [62, 63] and examined experimentally in Ref. [70] by the
example of Na�147 cluster ions. References [38, 60, 62 ± 67] also
predict negative heat capacity of clusters near the melting
point, and Refs [70 ± 73] report its observation in experiment.
Let us briefly consider the possibility of existence of cluster
negative heat capacity in the framework of two-aggregate-
state approximation [38, 59, 60].

The heat capacity of a cluster is defined by the relation

C � dE

dT
; �3:1�

where the variation dE refers to the total cluster energy which
includes oscillatory atomic motion and configuration excita-
tion, while translational temperature T characterizes thermal
atomic motion alone. To recall, the relationship between
temperature and energy, E � E�T �, is referred to as the
caloric curve. In the framework of the approximation of two
aggregate states and on the assumption that the cluster caloric
curves are straight parallel lines (Fig. 4), we have the
following expression for the variation of cluster translational
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temperature [38, 60]:

dT � dTsol ÿ DT dwliq ; �3:2�

where dTsol is the variation of translational temperature of
solid-phase cluster atoms, DT is the temperature difference
between solid and liquid phases, and wliq is the probability of
finding cluster in the liquid state, which is related to the
probability wsol of finding cluster in the solid state by the
normalization equation

wsol � wliq � 1 : �3:3�

On the other hand, the temperature of a cluster with two
aggregate states in the region of coexistence of two phases can
be represented [38, 60] as

T � wsolTsol � wliqTliq ; �3:4�

where Tliq is the temperature of the liquid phase. Let us
introduce the energy of cluster thermal excitation

dEth � C0 dTsol � C0 dTliq �3:5�

responsible for the cluster motion along one of the parallel
caloric straight lines (Fig. 4), where C0 is the cluster heat
capacity far from the melting point [38, 60], and the
configuration excitation energy

dEcon � DE dwliq �3:6�

responsible for the movement between these lines. Then, for
the total energy change dE of an isolated cluster [38, 60], we
have

dE � dEth � dEcon � C0 dTsol � DE dwliq : �3:7�

Under the conditions being considered, equilibrium is
reached at each new energy of the cluster, and each small rise
in the energy near the melting temperature is partly spent to
excite the thermal atomic motion and partly to maintain
configuration excitation. If a new small portion of the energy
transferred to the cluster induces configuration excitation and
passes to the configuration degree of freedom (as a small

fraction of thermal atomic energy does), the effective cluster
temperature defined as the mean kinetic energy per degree of
freedom decreases with increasing cluster energy. This case is
known as the S-shaped kink in the caloric curve (Fig. 4). Such
behavior of the cluster ensues from both theoretical analysis
[62 ± 67] and experimental results [68 ± 73].

Assuming that an isolated cluster is characterized by two
temperatures, translational and configurational, and using
relations (3.2) and (3.7) for the variations of translational
temperature T and total cluster energy E, the heat capacity of
the isolated cluster can be expressed as [38]

C � dE

dT
� C0

1� x

1ÿ x
; x � DT

dwliq

dTsol
: �3:8�

In deriving formula (3.8), we took into account that under the
given conditions DE � C0DT. Hence it follows that the heat
capacity of an isolated cluster is negative near the melting
point, where condition x > 1 is fulfilled for the parameter x
[38, 60].

It should be noted, however, that it is incorrect to state the
problem of the heat capacity of an isolated cluster, for at least
two reasons [38]. First, a cluster with two aggregate states is
described by two different translational temperatures. There-
fore, consideration of cluster heat capacity, a thermodynamic
quantity, in the conditions of a departure from thermody-
namic equilibrium is not quite correct. Second, configuration
excitation temperature does not coincide with the cluster
translational temperature, meaning that the procedure of
bringing a cluster into a thermodynamically equilibrated
state described by one temperature rather than two, as in the
above analysis, is not strict enough. Therefore, although the
negative slope of the caloric curve is feasible it does not meet
strict thermodynamic conditions [38] (see also Section 3.1).
Thus, it is possible to obtain a negative heat capacity of an
isolated cluster at or close to the melting temperature, but it
will not correspond to the thermodynamic equilibrium at
which the heat capacity is defined [38, 60].

4. Methods for measuring the melting
temperature and the heat of fusion of clusters

4.1. General remarks. Dependence of melting temperature
on cluster size and structure
Macroscopic matter has a well-defined melting temperature
Tm at a given pressure. Melting of matter becomes apparent
as a change in the specimen shape and can be visually
observed. In contrast, clusters have no fixedmelting tempera-
ture (see Section 3.1). Their solid and liquid phases coexist in a
certain temperature region. A variety of properties manifest
themselves in clusters during their melting. Measurement of
the melting temperature and heat of fusion of clusters
encounters difficulties. For particles with N � 103ÿ106
atoms, diffraction methods are suitable (see, for instance,
review [43] and references cited therein). However, the
difficulties in measuring the cluster melting temperature
grow further as the size of the particles decreases. At the
same time, melting temperature is one of the major physical
characteristics of clusters and is especially important in the
context of their theoretical and practical applications because
it determines the damage threshold of nanostructural ele-
ments, systems, and thin films.

Small particles have a lower melting temperature than
corresponding bulk matter. This peculiarity was first pre-

1

2

E

dE
dT � C0

TTm

Tsol

�T

Tliq

DE

Figure 4. Caloric curves of an isolated cluster with two aggregate states in

the one-temperature approximation [60]: 1Ðthe case of positive heat

capacity, and 2Ðthe case of negative heat capacity of the cluster near the

melting point.
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dicted theoretically in Ref. [172] and later confirmed
experimentally in Ref. [173]. The physical cause of this
phenomenon can be explained in qualitative terms using
the Lindemann criterion [169, 170] as follows. The surface
atom fraction of small particles is much greater than in
macroscopic bodies. Surface atoms have fewer neighbors;
therefore, they are loosely bound and their thermal motion
is less restricted than in bulk matter [174]. However, as
mentioned in Section 3.2, there are other more accurate
cluster melting criteria based on pair correlation functions
for spatial atomic distribution [152, 153].

Cluster melting has been investigated in many studies,
both experimental [68 ± 73, 175 ± 186] and theoretical [62 ± 67,
127 ± 149, 187 ± 198]. There are three main differences
between solid±liquid phase transitions in clusters (systems of
limited size) andmacroscopic bodies: (1) melting temperature
drops with decreasing particle size; (2) phase transition occurs
within a limited temperature range, and (3) the particles' heat
of fusion is lower than that of macroscopic matter. It has also
been found that the melting temperature of small clusters
(N4 200) undergoes marked fluctuations, depending on
their size [69, 71, 176] (Fig. 5), due to the relationship
between cluster structure and its size, and the existence of
magic numbers. The heat of fusion of certain clusters may
exceed that of bulk matter, which suggests their extraordina-
rily robust structure [199 ± 202]. Phase transition may be
accompanied by the initial melting of cluster surface layers
[190, 197, 203], the sequential melting of various cluster shells
[203, 204], and orientational melting [205, 206]. Calculated
results show that the replacement of a single cluster atomwith
an impurity atom in metallic clusters (N � 55) may signifi-
cantly increase [207] or decrease [208] (see also Ref. [209])
their melting temperature due to a sharp change in the
electronic and/or atomic shell structure of the cluster. The
melting temperatures of clusters resided on a substrate is in
the general case higher than that of free ones [210] because
they give up their energy to the surface.Moreover, interaction
with the substrate may lead to marked changes in cluster
shape and structure [211, 212], and hence to a change in
melting temperature. This considerably complicates interpre-
tation of substrate influence on cluster melting temperature
[211]. Both melting temperature and the heat of fusion
decrease approximately linearly with decreasing cluster
radius [203, 213, 214]. There is a correlation between cluster
temperature and heat of fusion and the atomic binding energy
in a cluster: the greater the latter, the higher the temperature
and heat of fusion [215]. Thin oxide film-coated clusters
possess a higher melting temperature due to enhanced
surface tension force [216]. Both experiments [70 ± 73] and
calculations [62 ± 67] also indicate that clusters may have
negative heat capacity near the phase transition point (see
Section 3.3). The nature of this phenomenon arises from the
fact that energy in such complicated systems is not an
extensive quantity. Of great importance is the interaction
between cluster subsystems that cannot be neglected [38,
190, 194].

4.2 Early methods for measuring the melting temperature
of clusters
The first measurements of cluster melting temperature with a
transmission electron microscope were made by Takagi [173].
The method was based on a change in the diffraction pattern
at the melting point due to disordering the cluster structure.
The melting temperature decreased with decreasing cluster

size. It should be noted, however, that the electron diffraction
method is unfit for studying small clusters due to the low
intensity of diffraction lines and their broadening (see review
[43] and references cited therein). Moreover, it being sensitive
to cluster structure alone, heat of fusion has to be measured
by a different technique.

Melting temperature of lead clusters with a radius of
100 ± 500 A

�
was determined in Ref. [177] by measuring

reflective power R of particles inserted into a transparent
matrix. The reflectivity of this material is different in the
liquid and solid phases; therefore, measuring its temperature
dependence can be used to determine phase transition
temperature. A jump in R�T� dependence with increasing
temperature has been documented for clusters of different
sizes in a range from 390 to 460 K (Fig. 6). Analysis of these
measurement data [177] revealed that melting temperature
falls as the particle size decreases. It should be emphasized,
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however, that their results could be influenced by surface
melting of the clusters.

The calorimetric technique for measuring melting tem-
perature of large clusters has been developed by Lai et al.
[178], who studiedmelting of tin particles with a radius of 50 ±
500 A

�
containing up to 107 atoms. The particles were

deposited onto the surface of an SiN thin-film calorimeter.
The measurements were performed by feeding an electric
pulse to a heater consisting of a thin Ni film. The pulse heated
the system incorporating the heater, SiN membrane, and an
Sn sample. The authors measured in real time the current
passing through the system and the applied voltage. The
energy consumption rate increased as soon as the tin particles
began to melt. Analysis of changes in heater resistance with
time yielded exact values of system temperature and total
energy deposited into the system. It was found that the
melting temperature of the clusters drops sharply (from
roughly 220 to 150 �C) as their average radius decreases
from 500 to 50 A

�
(Fig. 7). For bulk matter, Tm � 232 �C.

The heat of cluster fusion also markedly decreased from
58.9 J gÿ1 (for bulk matter) to � 16 J gÿ1, i.e., by approxi-
mately 70%.

The solid±liquid phase transition can be identified from
the cluster fragmentation pattern [175, 179]. If clusters
undergoing dissociation are in the liquid phase, the magic
numbers will not be seen in their fragmentation structure
because cluster stability is a function of structure and a liquid
has no ordered structure whatever. Conversely, if the magic
numbers are well apparent in the fragmentation structure, it
suggests a solid structure of the cluster undergoing fragmen-
tation. Dissociation of a solid particle is regarded here as an
analog of sublimation.

4.3 Optical methods for measuring the melting
temperature of clusters
The melting of clusters was also deduced in Refs [180, 181]
from changes in the spectral characteristics of free composite
clusters, such as an inert gas cluster with a large molecule
inserted into it. The temperature dependence of cluster optical
properties [217 ± 226] is attributable to two causesÐ a
structural change, and a change in the phase state. Thus, the
evaluation of absorption cross sections of sodium Na8
clusters by the Monte Carlo method [217] showed that their
equilibrium structure has symmetry group D2d. The photo-
absorption cross section for such a geometry is characterized
by two peaks, whose energies are separated by 200 meV
(Fig. 8a). It was revealed that the absorption cross section
strongly depends on the cluster vibrational temperature. The
two-peak structure persists to a temperature of roughly 100K.
It changes above this value, with a gradual opening of a new
phase space. At a temperature above the melting point, the
two-peak spectrum transforms into a spectrum with one
broad asymmetric peak that fairly well reproduces experi-
mental results obtained at the same temperature (Fig. 8b).

The strong temperature dependence of photoabsorption
cross sections was also observed for Na�N cluster ions in
Refs [218] (N � 4, 7, 11) and [219] (N � 9, 21, 41). Thus,
Ref. [218] reported six separate absorption lines for cold Na�11
cluster ions (T � 35 K). These lines were interpreted as
separate transitions between electronic states of the Na�11
molecule. At a high temperature (T > 380 K), when the
clusters become liquid, the spectrum exhibits two broad
peaks. Their energetic position for clusters with N > 7 is
fairly well described by amodel in which almost free electrons
oscillate in a spherical container. Single wide absorption
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peaks were observed in Ref. [219] at a high cluster tempera-
ture (T > 300 K), and much narrower ones at 130 K. In the
case of Na�9 , two absorption peaks spaced 275 meV apart
were observed at low temperatures. It should be noted,
however, that it is impossible to determine the melting
temperature of clusters from the temperature-dependent
evolution of absorption spectra [227].

The solid±liquid phase transition can be identified from
optical absorption spectra [220] in argon clusters doped with
benzene molecules C6D6. Using the second harmonic of a dye
laser and single-frequency two-photon resonance ionization
of C6D6 in argon clusters, the authors of Ref. [220]
demonstrated that clusters in solid and liquid phases coexist
in a beam within a certain temperature region, as evidenced
by the presence of two lines of different shapes corresponding
to absorption by solid and liquid phases in the electron
absorption spectrum of C6D6 molecules within the range of
257.7 ± 258.0 nm. Figure 9 shows that the absorption
spectrum of argon clusters with N � 6ÿ15 is a wide
(ca. 30 cmÿ1) structureless band, whereas a well-apparent
structure is clearly seen against the background of the broad
band of bigger clusters (from N � 16). Such a shape of the
spectra can be accounted for by the coexistence of solid and
liquid phases of the clusters [220]. It is possible to determine
the fraction of either phase from the integral intensity of the
absorption lines. Experiments of this type directly confirm the
theoretical predictions (based on quantum-statistical con-
sideration of cluster properties) of two different tempera-
tures for clusters (in contrast to macroscopic substances),

namely melting temperature and crystallization temperature,
separated by a well-defined coexistence region of two phases
[38, 129, 130, 187].

Similar results were obtained in Ref. [228], where the laser
double-frequency two-photon resonance ionization techni-
que was utilized to study absorption spectra of mass-selected
free heteroclusters of dichloranthracene with krypton
(DCA=KrN, N � 1ÿ20) in a molecular beam. The vibra-
tional temperature of DCA molecules determined from `hot'
band intensities in clusters with N � 1ÿ3 ranged
Tv � 20ÿ30 K. Cluster structure and phase transitions were
deduced from the shape, width, and pattern of absorption
spectra of the DCA molecule at the S0 ! S1 transition and
from the spectral red shift, depending on the number of
krypton atoms in the cluster [228]. Figure 10 shows structure-
less and rather wide (from 25 to 70 cmÿ1) absorption spectra
of clusters with N � 10ÿ16, the width of which grows with
increasing N. A sharp change from a structureless to a
structured spectrum and a decrease of its width occur at
N � 17 due to alteration of the cluster structure (transition
from liquid to solid state) [228]. Thus, papers [220, 228]
provide spectroscopic evidence of phase transitions in
heteroclusters. Notice that these transitions are associated
with changes in cluster size at practically constant tempera-
ture, whereas the temperature of solid±liquid phase transition
in clusters grows with increasing N.

Temperature-related variations of absorption spectra
caused by structural changes in the clusters may be used to
determine the temperature of structural transitions. Compar-
ison of experimental and ab initio calculated spectra of
vibrational predissociation of protonated methanol clusters
H��CH3OH�4 and H��CH3OH�5 in Ref. [222] yielded a
temperature of cluster transition from one isomeric config-
uration to another (Tcl � 190 K). Similar structural changes
were observed in vibrational predissociation spectra of
protonated water clusters H+(H2O)5 ± 8 [224].

4.4 Calorimetric methods for measuring the cluster melting
temperature and heat of fusion in a molecular beam
This section is designed to consider the calorimetric method
for measuring the temperature and heat of fusion of clusters
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in a molecular beam, which was developed in Ref. [186].
Experiments were done with free tin clusters (mean size
N � 500) distributed in size in a molecular beam, unlike the
experiments described in Ref. [178] (see Section 4.2) where the
melting temperature of large tin clusters attached to a
substrate was measured by the calorimetric method. In other
words, the influence of the substrate on melting temperature
was totally excluded in Ref. [186]. Moreover, the use of
molecular beams made it possible to study the temperature
behavior of small clusters.

The experimental setup with a calorimeter is displayed in
Fig. 11 [229]. The cluster beamwas incident on a thinMo(100)
or W(100) single crystal (1 mm thick, 10 mm in diameter)
enclosed between two tantalum (Ta) plates 0.25 mm in
thickness, each having a central hole 7 mm in diameter.
Using a manipulator, the single crystal with a holder could

be placed in the socket of the massive thermoregulator. The
calorimeter-attached pyroelectric detector had a sensitive
element based on the pyroactive foil 4� 20 mm in area and
9 mm in thickness representing a dense sticky b-polyvinyl-
idene (PVDF) ribbon covered with 20 ± 60-nm thick gold or
NiAl contact electrodes on both sides. Such film is usually
used in IR detectors. The arched shape of the detector's strip
ensured its close contact with the single crystal during
displacements of the detector (Fig. 11). The contact area for
a pyroelectric ribbon and a single crystal amounted to about
16 mm2. Measurements were based on the fact that the heat
brought in by clusters to the single-crystal surface was further
transferred to the pyroelement (for � 1 s) and induced an
electrical signal that was amplified 100 times at the detector
output. The sensitivity of the detector was roughly 10 V Jÿ1

and incidentally amounted to 100 V Jÿ1, furnishing reliable
detection of cluster beam-induced heat on the single crystal.

The authors of Ref. [186] determined the energy of cluster
formation in the molecular beam depending on gas tempera-
ture above the nozzle. To this end, they measured (with the
above-described nanocalorimeter [229]) the heat released
during condensation of tin clusters from the incident
molecular beam onto the solid tin surface on the single
crystal. The results were used to estimate the energy of
generation of free clusters.

Internal cluster temperature varied as a result of changes
in the nozzle temperature. It was assumed [186] that the
carrier gas (helium) and the arising tin clusters are in thermal
equilibrium at the nozzle temperature. Such an assumption is
quite admissible, bearing in mind rather high nozzle tempera-
ture (5 300 K) and low gas pressure above the nozzle in the
given experiment, where adiabatic expansion of the gas into
the vacuum could be neglected. Due to this, the internal
(vibrational) temperature of the clusters was only slightly (by
10 ± 20 K at most) different from the nozzle temperature. The
experimental results cited below show that this circumstance
may be used to control internal cluster temperature.
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Figure 11.Diagram of a high-vacuum calorimeter with amovable detector based on a thin pyroelectric film. Enlarged drawing on the right side shows the

detector approaching the sample and in contact with it [229].
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Figure 12a illustrates the temperature dependences of the
internal energy of tin clusters (mean size N � 430) and bulk
tin [230] for which the internal energy at 298 K is assumed to
equal zero. The temperature dependence of the internal
energy of tin clusters gives convincing evidence of a greater
rise in energy within the temperature range from 340 to 420 K
compared with two other regions, below 340 K and above
420 K. In these regions, the cluster internal energy undergoes
a linear increase as temperature rises, with a slope of
approximately 3kB (kB is the Boltzmann constant), in
agreement with the Dulong±Petit law. Such behavior of this
dependence in the 340 ± 420 K range can be interpreted as a
solid±liquid phase transition in isolated tin clusters. It was
shown that the melting temperature of the clusters is roughly
125 K lower than that of the bulk matter, and the latent heat
of fusion q reaches 40� 10 meV per atom versus 73 meV per
atom for bulk matter [230]. In another experiment [186], the
authors studied the temperature-dependent behavior of
bigger clusters with a size distribution centered around the
average value of N � 520. A similar value of the cluster
melting temperature was obtained, while the latent heat of
fusion reached 54� 10 meV per atom.

Figure 12b depicts the temperature dependence of the
latent heat of fusion for tin clusters. It can be seen that
phase transition occurs in a temperature region approxi-
mately 80 K in width. The broad temperature range of
phase transition can be attributed not only to the rather
wide size distribution of clusters (the beam contained
clusters with N approximately ranging between 100 and

900) but also to the presence of the temperature region with
two coexisting phases [69, 186].

4.5 Measurement of the caloric curve from cluster
photofragmentation
This and the next section are designed to consider recently
developed methods for measuring cluster melting tempera-
ture and the heat of fusion, in which the clusters melting
themselves serve as supersensitive calorimeters to measure
energy. These methods use cluster beams and two mass
spectrometers: one to select clusters of the desired size, and
the other to analyze their fragmentation. The observation of
characteristic features in thermal capacity C�T � [see relation
(3.1)], apparent from the caloric curve, allows for direct
identification of phase transitions in clusters. It is precisely
caloric curves for mass-selected sodium clusters that were
obtained in Refs [68 ± 71, 176, 182], designed to study their
thermal properties. The main idea behind the experiment for
measuring the dependence E�T � [68, 70, 176] is as follows
(Fig. 13a). A cluster with temperature T1 is heated to
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temperature T2 due to absorption of a photon with energy
dE � hn. The value of T2 is then found from measuring the
temperature of the cluster source, which increases up to
temperature T2, where the warmed clusters show the same
fragmentation pattern (the same mass spectrum) as the laser-
heated clusters.

In other words, cluster heat capacity is determined by
measuring the temperature dependence of photofragmenta-
tion of a mass-selected cluster ion [68, 70, 176]:

Na�N�T � � nhn! Na�Nÿx � xNa ; �4:1�
where n is the number of laser photons absorbed sequentially
by the cluster ion, and x is the number of neutral sodium
atoms emitted from it. The number x � x�T; n� is determined
experimentally from the mass spectra of the fragmented
cluster ion. The total energy of the warmed and laser-excited
cluster ions can be represented as

E ��T; n� � E�T � � nhn : �4:2�
There are two ways to increase cluster energy E�T; n� and
therefore the number of emitted atoms. First, the energy can
be directly increased by dE through enlarging the number of
absorbed laser photons or their energy. Second, it is possible
to heat a cluster prior to laser irradiation and raise its
temperature by dT. If dE and dT are chosen, such that the
cluster emits the same number of atoms, then the following
relationship is valid: E�T� dT � � E�T � � dE. In this case,
the heat capacity of the cluster can be calculated by replacing
differentials in formula (3.1) with finite differences dE and dT.

To sum up, the process of measuring the heat capacity of
clusters can be divided into four steps:

(1) Preparation of mass-selected cluster ions with tem-
perature T1 in a vacuum.

(2) Irradiation of the clusters by laser photons. The
absorbed energy (hn � 3:1 eV � 10ÿ18 J) relaxes and heats a
cluster to temperatureT2 atwhich it doesnotyet emit atomson
the time scale of the experiment (for roughly 100 ms). Only
after the cluster absorbs a few more (two, as exemplified in
Fig. 13a) photons from the same laser pulse does its tem-
perature rise so that it begins to emit atoms by evaporation.

(3) Measurement of cluster ion size distribution following
fragmentation with the aid of the second mass spectrometer.
This distribution is highly sensitive to the cluster internal
energy.

(4) Now, the cluster temperature is increased to T2, at
which absorption of only two laser photons triggers evapora-
tion of the same number of cluster atoms. In so doing, a rise in
the energy by dE leads to a rise in temperature by
dT � T2 ÿ T1. For relatively small dT, the dE=dT ratio
equals the heat capacity C�T �. The melting point of a cluster
is the temperature at which the function C�T � reaches its
maximum value (Fig. 13b). This method was applied in
Refs [68, 70, 71, 176, 182] for a detailed study of heat capacity
and heat of fusion of sodium cluster ions. Specifically, it was
shown by Schmidt et al. [68] that melting temperature for
Na�139 ions and bulk matter amounts to Tm � 267 K and
Tm � 371 K, respectively. Thewidth of the phase transition is
12.6 K. The latent heat of fusion equals 1.98 eV, being
significantly lower than for bulk matter (3.69 eV).

4.6 Ion calorimetric method
An ion calorimetric method was developed in Refs [184, 185]
to measure the melting temperature and heat of fusion of
clusters. The method has its origins in dissociation of cluster

ions, induced by multiple collisions with atoms of an inert gas
(helium). The approach (Fig. 14) consists in reproducing an
identical degree of dissociation of cluster ions (equal internal
energy) by alteration of their thermal energy (as a result of
heating in the source) and energy acquired in collisions with
buffer gas atoms. Measurements were made for aluminium
cluster cations with 49 ± 63 [184] and 63 ± 83 [185] particles.
Cluster heat capacity was studied in a temperature range of
150 ± 1050 K.

Clusters were generated by laser evaporation of a liquid
metal sample in the atmosphere of the buffer gas (helium).The
cluster ions thus formed entered the expansion chamber
where their temperature underwent variation and stabiliza-
tion due to collisions with buffer gas atoms. Thereafter, the
clusters were mass-selected using a quadrupole mass spectro-
meter and cluster ions produced were forwarded into a
collisional cell containing helium at 1 Torr. Clusters and
helium atoms multiply collided in the cell, each collision
resulting in the transformation of a small fraction of
translational energy into internal energy of the cluster.
Given a rather high translational energy of cluster ions
entering the cell, some of them were heated to a temperature
sufficient for their dissociation. Undissociated parent ions
and newly formed ionic fragments were cooled to helium
temperature in subsequent collisions, withdrawn from the cell
by a weak electric field, and then forwarded to the second
quadrupole mass spectrometer for analysis. The fraction of
dissociated cluster ions was estimated from the mass spectra.

With a rise in temperature, dissociation of clusters
requires less energy due to their higher thermal energy. On
reaching the temperature Tcl � Tm, the amount of energy
needed for dissociation sharply decreases on account of the
latent heat of fusion [184, 185]. The translational energy E 50%

tr

at which 50% of the ions dissociated was measured in these
experiments at different cluster temperatures in the expansion
chamber (Fig. 15). This quantity gradually decreased with
rising cluster temperature, and a sharp fall in this energy
occurred at the melting point. Temperature derivative of the

Temperature

In
te
rn
al

en
er
gy

a

Temperature

H
ea
t
ca
p
ac
it
y

b

Temperature

In
te
rn
al

en
er
gy

Dissociation threshold

c

Figure 14. Diagrams illustrating the main principle behind the measure-

ments. (a, b) Temperature dependences of internal energy and heat

capacity of a typical crystalline solid. The step in the dependence of

internal energy and the jump in the dependence of heat capacity are due to

melting. (c)Measurement of the energy necessary to reach the dissociation

threshold depending on temperature (arrows); the schememay be used for

measuring the internal energy and determining the melting point [185].

192 G NMakarov Physics ±Uspekhi 53 (2)



dependence E 50%
tr �T � obtained is proportional with good

accuracy to cluster heat capacity (see Fig. 15). This method
was used in Ref. [185] to show evidence that the cluster heat of
fusion is approximately 40% lower than that of the respective
bulk matter. The melting temperature of clusters undergoes
marked fluctuations, depending on their size, and for most of
them is significantly lower than for bulk matter. For example,
the melting temperature for an Al�79 cluster ion amounts to
586 K compared with Tm � 934 K for the bulk substance.
The measured peak width of the temperature dependence of
heat capacity for an Al�79 cluster ion is about 150 K [185].
Consequently, the liquid and solid phases in this cluster
coexist within a rather broad (150 K) vicinity of the melting
point.

It should be noted in conclusion that the above method of
measuring the melting temperature is suitable for clusters
dissociating in the liquid phase but not for those that
dissociate (sublimate) in the solid phase for T < Tm, such as
tin clusters.

4.7 Laser methods for melting nanoparticles
Section 4.3 was concerned with data on optical (including
laser-aided) methods for observation of phase transitions in

clusters, and Section 4.5 described a method for measuring
the melting temperature and heat of fusion of NaN clusters, in
which the caloric curve is obtained with the aid of laser
radiation. The present section considers in brief a few
recently proposed laser-aided techniques for excitation of
nanoparticles and observation of their melting. It will be
shown that these methods are suitable for observing not only
phase transitions in nanoparticles but also a variety of other
processes induced after excitation of nanoparticles by intense
laser pulses. These observations are possible due to changes in
the optical and thermodynamic properties of nanoparticles
caused by laser radiation or the manifestation of nonlinear
optical effects during phase transitions in particles. Many
experiments currently underway make use of pulsed lasers to
excite nanoparticles, particularly gold and DNA/Au nano-
particles, and to study various processes in them, including
changes in size and shape, ordering, melting, and vaporiza-
tion [231 ± 241] (see reviews [231, 232] and references cited
therein).

Recently, gold and platinumnanoparticles have been used
[236, 237] to study the dewetting process which takes place
when laser pulses induce melting of nanostructures and cause
nanodroplets to detach from the irradiated surface followed
by their ballistic jumping to another surface. This process is
interesting in that it can be used to deposit nanoparticles onto
a new substrate. The results of these studies indicate that this
method is suitable to deposit particles of manymetals ranging
in size from tens to hundreds of nanometers.

The method is based on the following principle [236, 237].
First, flat submicron metal structures are fabricated on a
substrate by standard methods, either by colloidal mask
lithography or by electron-beam lithography. At the second
stage, these microstructured samples are irradiated by intense
nanosecond laser pulses sufficient to cause their melting. The
second harmonic of an Nd:YAG laser at l � 532 nm and a
half-height pulse duration of 10 ns was used in experiments.
The local liquid volumes formed during melting of the
samples show departure from equilibrium with respect to
the surface contact angle, equaling 140� for liquid gold
meeting the SiO2 surface [242]; this results in dewetting
(Fig. 16a±c) [237]. As a consequence, the liquid material is
transported to the center of the metal structure to form a local
droplet, which causes vertical displacement of the liquid's
center of mass. Then, the liquid droplet leaves the surface due
to inertia. This phenomenon has its origins in the conversion
of the surface energy of small-sized liquid samples to the
kinetic energy of droplets. It was shown in Ref. [237] that the

a b c

1250 nm

d

Figure 16. (a) Scanning electron microscope images of triangular gold nanoparticles on an oriented surface of pyrolytic graphite; the nanostructures

were produced by colloidal lithography. Substrate tilted. Image size 8� 16 mm. (b) The same nanostructures after annealing with a nanosecond laser

pulse and resolidification. Along the arrow, the laser fluence and thus the dwell time of the particle's molten state increased. The resulting solid

nanostructures therefore represent different stages of the dewetting process (c) [237]. (d) Gold nanoparticles on the carbon grid of a transmission

electron microscope [236].
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typical speed of the droplets is a few dozen meters per second.
Given that a substrate is placed several millimeters apart from
the structure being irradiated, the droplets cooled during the
flight accumulate on the new substrate. By way of example,
Fig. 16d demonstrates gold nanoparticles collected on the
carbon grid of a transmission electron microscope [236].
Deposition on new surfaces by this method was also
observed for Ag, Ni, and Al nanoparticles [236].

Generation of the second harmonic during irradiation of
Ga nanoparticles (inserted into an SiOx matrix) by femtose-
cond laser pulses at 800 nmwas studied inRef. [238]. Its signal
was shown to be markedly amplified (in both transmitted and
reflected light) during phase transitions in nanoparticles. The
sample temperature varied from 77 to 320 K. Laser light was
absorbed byGa nanoparticles due to a resonance between the
laser second-harmonic radiation and the particle's surface
plasmon frequency [243] (Fig. 17). It was expected that the
maximum intensity of the laser second harmonic would be
observed for a particle radius at which the harmonic is at
resonance with the surface plasmon frequency.

It was found in Ref. [238] that the second-harmonic
signal displays a strong dependence on nanoparticle size.
Figure 18a, b presents size dependences of nonlinear
reflection Rnl � IR�2o�=�I0�o��2 and nonlinear transmission
Tnl � IT�2o�=�I0�o��2 for nanoparticles. Here, I is the
intensity of incident (subscript 0), reflected (subscript R),
and transmitted (subscript T) radiation. The second-harmo-
nic signal exhibits quadratic dependence on incident radiation
intensity (see inset to Fig. 18a). It can be seen that the signal is
strongly dependent on the particle size in a range from 2 to
100 nm. Quantities Rnl and Tnl behave similarly, depending
on particle size. Both dependences have maxima at a particle
radius of 20 ± 40 nm, confirming the substantial amplification
of the second-harmonic signal at resonance with the surface
plasmon frequency.

Reference [238] describes hysteresis in the sample tem-
perature dependence of the nonlinear second-harmonic signal
(Fig. 19). The hysteresis contour lies in the temperature range
from 150 to 270 K. It should be noted that Ga nanoparticles
are liquid at 300 K (Fig. 1b). Melting and solidification show

a similar hysteresis for particles with a radius of down to
10 nm. Hysteresis tends to disappear with further decreasing
particle size. As the sample temperature rises from 77 to
320 K, the value of Tnl grows by 40 ± 50%, whereas linear
transmission increases by 0.05% at most. This means that the
hysteresis cycle illustrated in Fig. 19 is overestimated by
roughly two orders of magnitude relative to the linear
signal. Hence, the results reported in Ref. [238] are of great
interest and importance, especially the observation of hyster-
esis, for diagnostics of nanoparticles.

Spectroscopic studies of shape variations and solid±liquid
phase transitions in gold nanoparticles suspended in water
have recently been reported in Refs [239, 240]. It was revealed
that relatively large ellipsoid nanoparticles (38.2 nm) trans-
form into smaller spherical particles under the effect of third-
harmonic pulses from an Nd:YAG laser (l � 355 nm, pulse
length 30 ps) [239]. Particle shape and size were determined
with a transmission electron microscope. The particles'
absorption spectra in a solution were recorded before and
after laser irradiation using amultichannel detector (Fig. 20a).

The threshold energy necessary to change the particle's
shape was estimated at � 40 fJ per particle, which is much
smaller than the energy needed to completely melt a particle
(67 fJ). These estimates based on accounting for the heat
balance and the surface melting model [244] suggest that the
particle's temperature following irradiation by a single laser
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pulse amounts to 940 �C, while the thickness of the liquid
surface layer around the particle is � 1:4 nm. The shape
changes at a temperature approximately 100 �C lower than
the melting temperature of bulk gold. The number of
spherical particles grows with increasing the energy density
of the exciting pulse (Fig. 20b). Cluster transformation on a
silicon substrate occurred at 950 �C. Thus, due to surface
melting, gold nanoparticles excited by picosecond laser pulses
change their shapes at a much lower temperature than the
melting temperature of the bulk matter, which is in excellent
agreement with theoretical predictions [239, 244].

As shown in Ref. [240], shape variations and a decrease in
size of gold nanoparticles in an aqueous solution under the
effect of laser pulses were evaluated using the excitation±
probing approach. The nanoparticles were excited by
picosecond pulses at 355 nm, as described in Ref. [239].
Further changes in nanoparticle absorption spectra were
detected using two continuous-wave lasers operated at 488
and 635 nm. The nanoparticle absorption spectra obtained at
these wavelengths were used to observe melting and evapora-
tion, which occurred simultaneously with the change in the
particles' shape and with the particle's size decreasing.

On a nanosecond time scale at energy densities from 6.3 to
17 mJ cmÿ2, the nanoparticles produced a pulse bleaching
(discoloration) signal at 488 nm, related to their melting. The
signal decreased with increasing excitation energy density. At
an energy density above 17 mJ cmÿ2, strong absorption at
both wavelengths occurred, which was attributable to the
evaporation of gold nanoparticles. The absorption signal died
out faster than in 5 ns (resolving time scale of the detecting
system). Thereafter, absorption at l � 635 nm increased with
a time constant of around 1 ms but did not change at
l � 488 nm. The authors argue that a rise in absorption at
635 nm was due to the formation of small gold nanoparticles
as a result of diminution of the starting particle size and
subsequent clustering of evaporated atoms.

To conclude this section, it is worth mentioning the
interesting results obtained by Plech et al. [241]. Gold
nanoparticles 35 nm in size suspended in water were excited
by femtosecond (150 fs) laser pulses at 800 nm. Nanoparti-
cles and solvent (water) particles were identified after
excitation by the X-ray pulse scattering method [245]. It
was revealed that the ultrafast femtosecond excitation of
gold nanoparticles causes phase transition in the surround-
ing water layers (evaporation and bubble formation). As a
result, a microshock wave is generated near the nanoparti-
cles. The expansion zone in the vicinity of a nanoparticle
(bubble) collapses within a few nanoseconds. Simulta-
neously, gold nanoparticles melt and undergo fragmenta-
tion. Small fragments form clusters on the microsecond time
scale, giving rise to new particles around 9 A

�
in size. In other

words, it was shown in Ref. [241] that the excitation of gold
nanoparticles suspended in water by femtosecond laser
pulses creates within nanoseconds extreme thermodynamic
conditions. These conditions are of interest and attractive for
the investigation of fast nonequilibrium processes. It is also
noteworthy that the aforementioned extreme conditions
have a strong effect on the structural changes in the
nanoparticles themselves and thereby influence the phase
transition and fragmentation.

Thus, the data considered in this section indicate that the
excitation of nanoparticles by laser pulses induces solid±
liquid phase transitions in them and may be used to diagnose
particles and various processes in them.
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5. Conclusions

The results of research show that cluster (nanoparticle)
temperature is an important physical characteristic determin-
ing many properties of clusters, such as polarizability, the
magnetic moment, the ionization potential, the optical
response, the structure, the configuration, and the phase
state. Physicochemical processes involving clusters and
cluster beams, including fragmentation (evaporation) and
chemical reaction rates, fragmentation channels, energy
relaxation rates and channels, greatly depend on cluster
temperature.

The upper limiting temperature of large van der Waals
clusters generated in nozzle sources, stabilized by evapora-
tion, depends on the interatomic (intermolecular) binding
energy inside clusters. Their temperature can be estimated
from the energy of sublimation and vaporization heat of the
respective bulkmatter constituting clusters. At the same time,
the use of a carrier gas with low binding energy in nozzle
sources makes it possible to produce clusters with the much
lower temperature than that determined by the binding
energy.

The solid±liquid phase transition in clusters (nanoparti-
cles) is more complicated than an analogous transition in the
macroscopic substance, its main distinctive features being
coexistence of the two phases in a certain borderline
temperature region and the possibility of existence of
negative heat capacity of a cluster near the melting point. In
both cases, the phase transition reflects configuration excita-
tion of the system considered in the framework of the void
concept.

The melting temperature and heat of fusion of clusters
decrease as their size decreases. Small clusters (N4 200) are
characterized by a strong size dependence of both tempera-
ture and heat of fusion that has a nonmonotonic (oscillatory)
character due to the equally strong size dependence of the
cluster structure. Clusters with completely filled electronic
and (or) atomic shells (`magic' clusters) have a much higher
melting temperature and heat of fusion than those with
incompletely filled shells.

The available tools for the measurement of cluster melting
temperature (optical, calorimetric, and mass-spectrometric
methods, electron diffraction) permit determining cluster
temperature with a high degree of accuracy. Calorimetric
methods and ion mass spectrometry enable measuring both
the melting temperature and heat of fusion of clusters
(nanoparticles) using the clusters themselves as highly
sensitive calorimeters.

Laser-aided methods of nanoparticle excitation and
melting are utilized for diagnostic purposes and the observa-
tion of solid±liquid phase transitions in nanoparticles. More-
over, they yield information about many processes in
nanoparticles undergoing irradiation at different wave-
lengths and intensities. However, these techniques are
unsuitable for the direct determination of the melting
temperature and heat of fusion of nanoparticles. These
characteristics can be estimated indirectly from the particle
size, absorption and scattering coefficients of nanoparticles at
the exciting radiation wavelength. The data obtained thus far
give reason to believe that rapid progress in cluster
(nanoparticle) research with the aid of laser pulses will soon
bring about new methods for the measurement of cluster
melting temperature and heat of fusion. The most promising
technique in this context is laser spectroscopy of composite

clusters, analogous to the methods described in Section 4.3
[220, 228].

To conclude, studies of cluster melting temperature are
important in relation to the superfluid hydrogen problem. In
1972, V L Ginzburg and A A Sobyanin demonstrated [246]
that liquid para-hydrogen could pass to the superfluid state at
temperature T�6K if it did not freeze at T � 13:6 K. This
finding gave incentive to the search for the metastable state of
liquid para-hydrogen with a relatively low freezing tempera-
ture. In small clusters, the temperature of freezing is very low,
and spectroscopic studies showed that hydrogen clusters of
N4 50 molecules formed in a supersonic gas jet are liquid
rather than solid [247]. This was established on the base of
spectroscopic observations. The spectroscopic characteristics
of CO chromophore molecules introduced into (para-H2)N
clusters containing N � 7ÿ17 hydrogen molecules give
evidence of dissipationless sliding during CO rotation inside
the clusters [248]. This suggests the superfluid nature of small
para-hydrogen clusters in analogy with superfluid 4He
clusters [30 ± 36, 41, 249].
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