
Abstract. Research on the secure communication applications
of chaotic synchronization is reviewed. A number of secure
communication methods and devices using different types of
synchronous behavior are examined. For the purpose of com-
paring existing methods, quantitative characteristics of operat-
ing capacity of various schemes are introduced and estimated.
An extremely noise-stable secure information transmission
method, based on the phenomenon of generalized chaos syn-
chronization, is proposed. All of the methods considered are
systematically checked for efficiency for the first time by
numerically simulating unidirectionally coupled chaotic R�ossler
systems selected for transmitting and receiving oscillators. The
key advantages and disadvantages of secure information trans-
mission schemes using synchronized chaotic oscillations are
discussed. The experimental data gathered in this field are also
reviewed.

1. Introduction

Synchronization of auto-oscillatory processes is a fundamen-
tal nonlinear phenomenon that has been attracting the close
attention of researchers for a few centuries [2 ± 16], ever since
C Huygens first described it for the example of coupled
mechanical systems (pendulum clock) [1]. In the last few
decades, studies in this area have been focused on synchroni-
zation of self-sustained chaotic oscillations in conjunction
with increasingly greater interest, in nonlinear physics, in the
problem of deterministic chaos and various applications of
the chaos theory [12, 13, 17 ± 23]. The development of
dynamical chaos theory naturally led to investigations into
chaotic synchronization, which stems from both its great
fundamental importance [11, 13, 14] and wide practical
implementations for secure information transmission [24 ±
35], in biological [36 ± 43], physiological [44 ± 54], and
chemical problems [55 ± 59], for chaos management, includ-
ing microwave electronic systems [67 ± 70], and so forth.

Recently, researchers have given increasingly more atten-
tion to living systems [46, 72, 73], besides radiophysical
models and systems for which the most essential data were
obtained (see reviews [11, 71]). Worthy of note in this context
are studies of the effect of external stimuli on brain electrical
activity (EEG) [74, 75], the interplay between rhythmic
activities of respiratory and cardiovascular systems [45, 47,
53], dynamic synchronization of neuronal ensembles in
different brain regions of epileptic patients [76, 77], etc. Very
important results of these studies find progressively wider
application in physiology, medicine, and experimental data
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processing. However, the possibilities of employing chaotic
synchronization are not confined to physiology andmedicine.
One of the most interesting and rapidly developing areas of
research is the application of chaotic synchronization to the
solution of telecommunication problems, first and foremost
for designing systems of secure information transmission. At
the same time, there are only a few reviews concerned with the
application of chaotic synchronization in information tele-
communication systems. Those available to date include
Refs [23, 78], but the information they contain is far from
complete, bearing in mind the rapid development of relevant
research. The number of publications on these issues referred
to in ISI Web of Knowledge have increased 50-fold during the
past decade (see, for instance, Refs [79 ± 92]), and their
citation index has grown almost exponentially (Fig. 1).
Finally, it is vital to note that this process was paralleled by
transition from theoretical consideration of the problem to
designing practically applicable devices allowing for chaos
synchronization-based secure information transmission over
tens of kilometers using previously created telecommunica-
tion systems [93]. The aforesaid illustrates the importance of
issues being considered and the necessity of a review
summarizing, generalizing and comparing the currently
available data.

The majority of secure communication methods based on
chaos synchronization use primarily complete chaotic syn-
chronization regimes [94, 95] that imply a close identity of
oscillators at opposite ends of the communication channel.
The discovery and extensive studies of other types of
synchronous behaviour of coupled chaotic systems (e.g.,
phase synchronization [96], generalized synchronization
[97], lag synchronization [98], noise-induced synchronization
[99 ± 104]) made possible their employment for improving
secure communication techniques and promoting the devel-
opment of dynamical chaos-based information telecommu-
nication systems.

The review outline is as follows. Section 2 describes in
brief various types of synchronous behavior of coupled
chaotic systems providing a basis for the creation of secure
information transmission schemes (first and foremost com-
plete, phase, and generalized chaotic synchronization
regimes). Complete chaotic synchronization-based secure
communication techniques are considered in Section 3. The
use of other types of synchronous behavior for secure

communication and methods of information transmission
using simultaneously a few types of the synchronous behavior
are discussed in Section 4. Section 5 contains the description
of an extremely noise-stable secure communication method
free of drawbacks inherent in all known schemes and devices
for the same purpose. Section 6 presents results of compara-
tive analysis of operating capacities of the secure communica-
tion techniques reviewed in Sections 3 ± 5; these quantitative
characteristics are used to assess the key advantages of the
extremely noise-stable scheme over other methods. Section 7
describes the results of experimental realization of informa-
tion transmission schemes based on chaotic synchronization
in the radio frequency band, microwave and optical ranges.
Section 8 presents a summary discussion and conclusions.

It should be noted that some secure communication
methods considered in the present review are suitable for the
transmission of digital signals alone, while others can be used
to transmit both analog and digital signals. In order to
achieve generality and facilitate comparison of all these
methods, we consider below only digital signals as informa-
tion ones. 1 Notice also that consideration is confined to
chaotic synchronization-based information transmission
techniques, in strict agreement with the title of the review.
These are steganographic means for maintaining information
security that, unlike cryptographic ones, conceal the fact of
transmission rather than hide the content or nature of a
communication.

Basic advantages of chaotic synchronization-based tech-
niques over traditional ones [e.g., least significant bit (LSB)
method, echo-method, extended spectrum method] are the
considerably enhanced robustness against noises and distor-
tions in the communication channel and the high information
transmission rate [105]. Moreover, the utilization of chaotic
synchronization is paramount for increasing confidentiality
of data transfer. Alternative approaches to secure informa-
tion transmission using dynamic chaos-based methods have
also been described (see the monograph by A S Dmitriev and
A I Panas [23], extensively cited as a classical work). They are
exemplified by direct chaotic communication systems based
on direct generation of information-carrying chaotic oscilla-
tions, e.g., in the microwave range, and their modulation with
information signals. Such methods are relatively easy to
realize, and they permit reaching a data transmission rate as
high as 200 Mb sÿ1. However, the degree of confidentiality in
chaos synchronization-based schemes is much higher.

Despite a variety of publications on the application of
chaotic synchronization in information telecommunication
systems (see Refs [106 ± 110]), it is safe to say that the basis of
most information transmission techniques is constituted by
the very first well-known secure communication methods
employing the phenomenon of complete chaotic synchroniza-
tion. One of the first such methods was proposed by Pecora
and Carroll [95]. They laid the foundation for more
sophisticated techniques that, nonetheless, inherited certain
drawbacks from their prototypes. For this reason, we shall
consider not only the early methods but also those most
different from them.

The influence of noise and distortion of signals on the
performance of transmitting systems is a major concern in the
context of information transfer. Noises are known to

1 To recall, analog signals can be transformed into digital ones; this

justifies such detailed consideration of the latter and permits avoiding the

loss of generality.
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invariably affect the dynamics of these systems and to
considerably change both the behaviour and the efficiency
of chaos synchronization-based schemes [111 ± 122]. Non-
linear distortions also impair the performance of such
schemes [23]. For all that, chaos synchronization-based
information transmission systems are usually considered
neglecting noises and distortions, which accounts for many
unresolved problems with their practical application and
efficiency. They are considered at greater length in Section 6.

2. Main types of chaotic synchronization
in coupled dynamical systems

As mentioned in the Introduction, the main types of chaotic
synchronization underlying modern communication systems
are complete, phase, and generalized synchronization
regimes. In what follows, we briefly describe these types of
synchronous behavior to present an integrated picture.

Complete synchronization regime [94, 95] implies exact
correspondence between state vectors of interacting (unidi-
rectionally or reciprocally coupled) systems: x�t� � u�t�;
therefore, this regime is feasible only for their identity in
terms of control parameters. When these parameters are
slightly different, lag synchronization may occur [98, 123], in
which the interacting systems undergo almost identical
oscillations but shifted over a certain time interval t, i.e.,
x�t� � u�t� t�. As the coupling strength between the slightly
detuned oscillators increases, the time shift t tends to zero and
the lag synchronization regime tends toward complete
chaotic synchronization. The latter is rather frequently
diagnosed by direct comparison of state vectors x�t� and
u�t� of interacting systems and calculation of synchronization
error [124]:

hei �
�1
0

kx�t� ÿ u�t�k dt : �1�

It should be emphasized that complete chaotic synchroniza-
tion is not infrequently considered in the literature along with
synchronization of chaotic systems obtained as a result of the
decomposition [94] of an auto-oscillatory system or the so-
called `chaotic synchronous response' [125]. Decomposition
turns the auto-oscillatory system into a circular structure,
with the subsystems making up an integral feedback loop. At
the next stage, two identical systems resulting from similar
decomposition are used, with one remaining unaltered (auto-
oscillatory drive or active system) and the other (response or
passive system) having its feedback loop broken. If a signal
from the output of one of the subsystems of the drive system is
fed to the input of another subsystem of the response system,
the difference between input and output signals of the
response system tends to vanish under certain conditions,
i.e., complete synchronization between the states of the drive
and response systems is achieved [23].

Generalized synchronization, introduced in the considera-
tion of a system of two unidirectionally coupled chaotic
oscillators, drive x�t� and response u�t�, means that the
completion of the transient process is followed by the
establishment of a functional dependence between their
states: u�t� � F �x�t�� [97]. The form of this dependence F ���
can be rather complicated and the procedure for finding it
quite untrivial [126].

A few procedures have been proposed for the diagnostics
of generalized synchronization regime between chaotic

oscillators, such as the method of nearest neighbors [97, 127],
calculation of conditional Lyapunov exponents [95, 128],
and the frequently used easy-to-realize auxiliary system
method [129].

The essence of the last method is as follows. Here, one
considers a response system u�t� along with an identical
auxiliary system v�t�. Initial conditions for the auxiliary
system v�t0� are chosen to differ from those for the response
system u�t0�, but to remain within the basin of attraction of
the same attractor (in practical terms, this means a small
mismatch between the initial conditions, which is realized
automatically due to the presence of fluctuations). In the
absence of the regime of generalized synchronization between
the interacting systems, the state vectors u�t� and v�t� of the
response and auxiliary systems, respectively, are different,
even if they belong to one and the same chaotic attractor. In
the regime of generalized synchronization, the transient
process results in identical states of the response and auxiliary
systems, u�t� � v�t�, due to fulfillment of the relation
u�t� � F �x�t�� and, accordingly, v�t� � F �x�t��. Thus, equiva-
lence of states of the response and auxiliary systems after
completion of the transient process is a criterion for the
occurrence of generalized synchronization between the drive
and the response oscillators.

Analysis of the generalized synchronization regime is also
possible by calculating conditional Lyapunov exponents [95,
128]. Denoting the dimensions of phase spaces of drive and
response systems by Nd and Nr, respectively, one can
characterize the behavior of unidirectionally coupled sys-
tems utilizing a set of Lyapunov exponents l1 5l2 5 . . .
5lNd�Nr

. The behavior of the drive system being unrelated
to the state of the response oscillator, the spectrum of
Lyapunov exponents may be divided into two parts:
Lyapunov exponents of the drive system, ld

1 5 . . . 5l d
Nd
,

and conditional Lyapunov exponents l r
1 5 . . . 5l r

Nr
. The

criterion for the occurrence of generalized synchronization in
unidirectionally coupled dynamical systems [95, 126] is the
negativeness of the senior conditional Lyapunov exponent
l r
1. Notice that complete synchronization and lag synchro-

nization regimes for unidirectionally coupled chaotic oscilla-
tors are peculiar cases of the generalized synchronization
regime [126].

Phase synchronization [96, 130] means the capture of
chaotic signal phases, while the amplitudes of these signals
remain unrelated and look chaotic. The concept of chaotic
phase synchronization is based on the notion of instanta-
neous phasef�t� of a chaotic signal [96, 130 ± 132]. There is no
universal method for the introduction of a chaotic signal
phase that would yield correct results for all dynamical
systems. Conversely, there are several methods for the
purpose applicable to systems with a sufficiently simple
topology of the chaotic attractor, referred to in the literature
as `systems with a well-defined phase' or `systems with a
phase-coherent attractor' [13, 133]. The chaotic attractor of
these systems should be such that a projection of the phase
trajectory onto a certain plane �x; y� of states rotates
continuously about a certain center without crossing or
rounding it. Then, instantaneous phase f�t� of the chaotic
signal can be introduced into the consideration in one of the
following ways: as an angle in the polar system of coordinates
[98, 134], by the Gilbert transform of signal temporal
realization [96, 131], or using the surface of the Poincar�e
section [96, 131]. However, for systems with an ill-defined
phase (see, e.g., Refs [133, 135]), these methods do not work
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[136]. Nevertheless, phase synchronization of such systems
can be detected in certain cases by indirect observations [134,
137] and measurements [138, 139].

Phase synchronization arises when the difference between
instantaneous phases of chaotic signals x1;2�t�, introduced by
one of the above methods, is limited in time:��f1�t� ÿ f2�t�

�� < const : �2�

It is worth mentioning that the notion of `phase
synchronization' can be generalized by introducing into the
consideration a set of time scales s and their associated phases
fs�t� of the chaotic signal using a continuous wavelet
transform with a complex basis [140, 141]. Given a range (or
a set of ranges) of time scales sm < s < sb, with the phase
capture condition analogous to Eqn (2) being fulfilled for
each of them, and given further the nonzero fraction of the
wavelet spectrum energy for this range, time scales s prove
synchronized and chaotic oscillators are in the time scale
synchronization regime. In certain cases (see, for instance,
Ref. [142]), synchronization of even a single time scale
suggests the occurrence of phase synchronization. However,
the case of systems with a phase-incoherent attractor, where
phase synchronization cannot be diagnosed by traditional
methods, is described as time scale synchronization [69, 77,
140, 143).

Also worthy of note is that time scale synchronization
makes it possible to consider all the above types of chaotic
synchronization on a common basis. The character of the
synchronous regime is determined in this case only by the
range of synchronous time scales [140, 141, 144].

3. Secure communication techniques based
on complete chaotic synchronization

Let us now move to secure communication techniques based
on chaotic synchronization, starting from the complete
synchronization regime, because the majority of the known
methods and devices lean upon this type of synchronous
behavior.

The use of complete chaotic synchronization for secure
information transmission implies the presence of at least two
unidirectionally coupled identical chaotic oscillators. There
are many methods based on this principle, viz. chaotic
masking [25], chaotic regime switching [145], the nonlinear
mixing of an information signal with a chaotic one [146], the
modulation of control parameters of a transmitting oscillator
with a valid information signal [147], etc. These methods
constitute the basis of many secure communication techni-
ques; hence, the importance of considering their basic
principles, expounded at greater length below.

3.1 Chaotic masking
Chaotic masking is one of the first and simplest techniques for
transmitting information in a secure fashion [25]. A schematic
diagram of this method is shown in Fig. 2. The information
signal m�t� is combined in the summator with a carrier
generated by the chaotic system x�t� for transmission
through the communication channel. The received signal
causes complete chaotic synchronization of the chaotic
oscillator u�t� in the receiver; as a result, the dynamics of the
receiving oscillator become identical to that of the transmit-
ting one. The detected signal ~m�t� is produced after passing
through the subtractor as the difference between the received

signal and the synchronous response of the chaos oscillator in
the receiver (see, e.g., Refs [23, 25]).

Such a scheme of secure communication operates rather
efficiently (in that it ensures high-quality transmission of
information and its detection at the outlet) in the absence of
noise in the channel, when the power of the signal generated in
the transmitting system is 35 ± 65 dB higher than that of the
information signal [148]. Given a noisy channel, the quality of
transmitted information worsens considerably; this accounts
for the high signal-to-noise ratio at which the system remains
operative. Moreover, the introduction of a parameter mis-
match between identical chaotic oscillators (located at
opposite ends of the communication channel) results in the
appearance of additional desynchronization noises at the
outlet and makes transmission difficult to realize [23]. Also,
there is the problem of confidentiality in data transmission. 2

Despite the low level of the information signal compared with
that of the carrier, certain methods and approaches allow
restoring the initial chaotic signal from the signal transmitted
over the communication channel and thereby extracting the
desired information [149 ± 151].

All these drawbacks make secure communication systems
based on chaotic masking impracticable.

3.2 Chaotic regime switching
In the early 1990s, a few more methods, besides chaotic
masking, were proposed for establishing secure communica-
tion, collectively known as `chaotic regime switching' [145].
One such scheme is presented in Fig. 3. The transmitter

Transmitter

Receiver

Communication
channel

~m�t�

m�t�

CS
x�t� +

ÿ

u�t�

Figure 2. Schematic of a chaotically masked secure communication system

(CS Ð complete chaotic synchronization).

2 In what follows, confidentiality means the impossibility of a third party

detecting information from a signal transferred through a communication

channel.

Transmitter
Receiver

Communication
channelm�t�

~m�t�

CS

ÿ

x�t�
x1�t�

x2�t�

Figure 3. Schematic of a secure communication system based on chaotic

regime switching.
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contains two chaotic oscillators, x1�t� and x2�t�, that may be
either different or identical but have different parameters.
Identical oscillators find wider application as assuring a
higher degree of confidentiality; moreover, the signals they
produce must have similar spectral and statistical character-
istics. The useful digital signal m�t� in the form of a sequence
of binary bits 0/1 is used to switch over the signal being
transmitted; in other words, the signal produced by the first
chaotic oscillator encodes, for instance, the binary bit 0, while
the signal from the second chaos oscillator encodes the binary
bit 1. The resulting signal is transmitted through the
communication channel toward the receiver. A few secure
communication schemes based on chaotic regime switching
are distinguished, depending on the number of oscillators
resided on a side of the receiver. The scheme in Fig. 3 shows a
receiving system comprising one chaotic oscillator x�t�
identical to any transmitting one, for instance, to the first.
The parameters of the oscillators must be selected in such a
way as to produce signals leading to a complete chaotic
synchronization regime only when a single binary bit is
transferred (either a 0 or a 1). Similar to a chaotically masked
procedure, the recovered signal ~m�t� is obtained after the
passage of the transmitted signal through the subtractor and
the synchronous response of the chaotic oscillator in the
receiver.

Other secure communication schemes utilizing chaotic
regime switching are based on the same principle and differ
from the described one only in the structure and operation of
the receiving module. For example, the system covered in
monograph [23] has a receiver with two chaotic oscillators
identical to the transmitting ones and, therefore, two
subtractors for the detection of the desired signal. In this
case, the valid signal is diagnosed from the presence or
absence of chaotic oscillations in the signals at the output of
the receiver.

Such data transmission schemes are more stable to noise
in the communication channel than chaotically masked
systems; nevertheless, their robustness against noise is very
limited. The critical drawback of such schemes is that
switching results in an implementation of transient (some-
times rather lengthy) processes [152, 153] manifested as
delayed locking of the receiving oscillator in synchronism.
For this reason, such schemes operate rather slowly [23].
Moreover, their level of secrecy (confidentiality) is rather low
[154].

3.3 Nonlinear mixing of an information signal
with a chaotic one
Improvement of the chaotic masking technique was aimed at
raising the level of secrecy and confidentiality during
information transmission. As a consequence, a few methods
have been proposed, presently known under the general name
of `nonlinear mixing of an information signal with a chaotic
one'. Such systems are distinctive for the direct introduction
of the information signal into the transmitting system and its
participation in the formation of the output signal [23, 146].

Amongst the schemes in which a variety of operations are
employed (summation/subtraction, multiplication/division,
modulo-2 addition, voltage-to-current conversion, etc.),
those using summation/subtraction operations are most
widespread [125, 146]. In such schemes, the information
signal is combined with the chaotic one and thereby
contributes to the formation of the system's complicated
behavior. The simplest and technically feasible method of

realizing `nonlinear mixing' is to place an additional chaotic
oscillator at the transmitter end of the communication
channel, the oscillator that is identical to the first transmit-
ting oscillator and reciprocally coupled to it. A schematic of
this method is presented in Fig. 4.

Briefly, the transmitting side contains two chaotic
oscillators x1�t� and x2�t� identical in terms of control
parameters. The information signal m�t� is combined with
the signal produced by one of the oscillators of the transmitter
(or to both signals at a time). As the signal passes through the
feedback loop (maintained by reciprocal coupling of trans-
mitting oscillators), it undergoes nonlinear changes. The
resulting signal formed by nonlinear mixing of the informa-
tion signal with the chaotic one is further transmitted in the
communication channel toward the receiver containing, as in
the above schemes, a chaotic oscillator x�t� identical to the
transmitting oscillators in terms of control parameters. The
incoming signal synchronizes the receiving oscillator if a 0
binary bit is transferred, and does not affect a 1 binary bit
transfer. The recovered signal ~m�t� is detected after the signals
from the transmitting and receiving oscillators pass the
subtractor.

An important advantage of such schemes over chaotically
masked systems is the possibility of varying the level of the
introduced information message and thereby of controling
communication quality (i.e., to vary the accuracy of decipher-
ing the original message by its recipient). However, improved
transmission quality of information leads to a loss of its
confidentiality (a substantial fault [23]). Moreover, such
schemes tend to show rather low robustness against noise
contamination in the communication channel and a control
parameter mismatch between the initially identical chaotic
oscillators. The identity of three chaotic oscillators, two of
which are located on different sides of the communication
channel, is hard to achieve and may be regarded as one more
disadvantage of the scheme.

Also, since the transmitting oscillator is essentially a non-
autonomous device that does not guarantee formation of the
chaotic signal alonewhenone or theother of the parameters of
the system changes, the dependence of the transmitted signal
on the information one may lead to a loss of confidentiality.

3.4 Modulation of the control parameters of a
transmitting oscillator with an information signal
Schemes using modulation of the control parameters (or
adaptive methods) constitute a natural step in the transition
from discrete modulation of the control parameter of the

Transmitter

Receiver

Communication
channel

~m�t�

m�t�

CS

+
ÿ

x�t�

x1�t�

x2�t�

Figure 4. Schematic of a secure communication system using nonlinear

mixing of an information signal with a chaotic one.
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transmitting oscillator in chaotic regime switching (Sec-
tion 3.2) to modulation with a continuous signal [147]. In
this case, the information signal plays the role of the
modulation signal. Preliminary determination of the permis-
sible range of parameter variations and normalization of the
modulating information signal are mandatory for the realiza-
tion of such schemes. A peculiar case is the use of a binary
digital signal as the information signal to modulate the
control parameter of the transmitting oscillator. This secure
communication scheme is shown in Fig. 5. Its operating
principle is analogous to that described in Section 3.2
(chaotic regime switching). The valid digital signal m�t�
modulates one of the parameters of the transmitting oscilla-
tor x�t� in such a way that the complete chaotic synchroniza-
tion regime may (or may not) establish itself between the
transmitting �x�t�� and receiving �u�t�� oscillators, depending
on the binary bit 0(1) being transferred. Then, the signals of
the transmitting and receiving devices having passed through
the subtractor, the recovered signal ~m�t� is detected. In order
to realize the complete synchronization regime, the control
parameters of the receiving oscillator are chosen to be
identical to those of the transmitting oscillator (more
precisely, to a set of parameters of the transmitting oscilla-
tor, e.g., corresponding to binary bit 0).

The operating characteristics and merits and demerits of
the schemes relying on modulation of control parameters are
the same as in the case of chaotic regime switching. However,
these schemes are somewhat easier to implement technically
due to the presence of a single oscillator on the transmitting
side of the communication channel.

4. The employment of other types of chaotic
synchronization for secure information
transmission

Main types of secure communication schemes based on
completechaoticsynchronizationwereconsideredinSection3.
Other schemes using this principle are variants of the known
ones differing only in the technical details of their realization.
Section 3 presented a description of the simplest schemes
providing a basis for the employment of chaotic synchroniza-
tion in secure information transmission.As stated inSection 3,
none of them is free of drawbacks. Further studies are aimed
at developing new schemes devoid of these disadvantages;
some of them ensure a higher degree of confidentiality, others
show enhanced robustness against noise, still others do not
require identity of oscillators, which simplifies their practical
implementation. The most logical option in this case is to use

a different type of synchronous behavior instead of complete
chaotic synchronization. Some, even if notmany such studies,
are described in the literature. By way of example, it was
proposed to apply phase synchronization to secure informa-
tion transmission [155].

This approach is illustrated by Fig. 6. The transmitting
side of the communication channel has two identical recipro-
cally coupled oscillators with 1.5 degrees of freedom, each
characterized by the state vectors x1;2�t� � �x1;2 ; y1;2 ; z1;2�. A
dissipative coupling between the oscillators ensures phase
synchronization at a sufficiently small coupling parameter e.
One of the control parameters of these oscillators (the same in
either system) is modulated with valid digital signalm�t�. The
instantaneous phase fm�t� of signal xm�t� � �xm; ym; zm� is
employed as the transmitted signal. This signal represents the
mean value of signals x1;2�t� generated by these systems [the
phase is introduced into consideration on plane �xm; ym�,
where xm � �x1 � x2�=2, and ym � �y1 � y2�=2]. Signal
fm�t� thus obtained and containing the desired information
is transferred through the communication channel (where it is
subjected to the effect of noises) toward the receiver contain-
ing chaotic oscillator x3�t� � �x3; y3; z3� identical to the
transmitting oscillators, thus providing the occurrence of
phase synchronization between them. The signal directly
affecting the receiving chaotic oscillator is s�t� �
Z�r3 cosfm ÿ x3�, where r3 � �x3 � y3�1=2, and Z is the signal
amplitude. The recovered signal ~m�t� is obtained from the
analysis of the behavior of phase difference Df � fm ÿ f3

between the respective signals.
As follows from this description, the operating principle

of phase synchronization-based secure communication
schemes is essentially different from that of the schemes
considered in Section 3. Nevertheless, this method has most
of the drawbacks inherent in the schemes based on complete
chaotic synchronization and is more difficult to realize
(specifically, it requires experimental determination of the
chaotic signal phase, generation of signal s�t�, and the
presence of additional identical oscillators on opposite sides
of the communication channel). Therefore, this scheme is not
considered here in greater detail.
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Figure 5. Schematic of a secure communication system using modulation
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Some authors made attempts to employ generalized
synchronization, besides phase one, for secure information
transmission [98]. This approach opens up new research
opportunities lacking in complete and phase synchroniza-
tion-based schemes. First, generalized synchronization,
unlike complete chaotic synchronization, occurs in quite
different interacting dynamical systems [126], making possi-
ble simplification of practical implementations of secure
communication methods based on this type of synchronous
behavior. Second, the form of functional dependence between
the states of interacting systems for generalized synchroniza-
tion may be rather complicated, including fractal one [156].
This significantly limits the possibility for third party to
obtain information about characteristics of the receiving
oscillator from the time realization of the transmitted signal,
i.e., it improves confidentiality. Third, the behavior of the
generalized synchronization boundary on the plane of
`detuning frequency±communication intensity' parameters is
anomalous and significantly different from the behavior of
the boundaries of all known types of synchronous behavior.
Specifically, the threshold for establishing the generalized
synchronization regime at relatively low frequency detuning
values in certain systems is roughly twice that in terms of the
coupling parameter at a greater frequency detuning [157,
158]. This feature accounts for the emergence or decay of the
synchronous regime in the case of very weak modulation of
the control parameter, thus guaranteeing efficacious modula-
tion of the control parameter for information transfer over
communication channels. Finally, it will be shown in Section 5
that noise has practically no effect on the threshold for
establishing the generalized synchronization regime. In
other words, the synchronous regime arises in unidirection-
ally coupled dynamical systems at similar coupling strengths
regardless of the presence or absence of noise (see also
Refs [159, 160]); hence, the possibility of extremely noise-
stable generalized synchronization-based schemes. More-
over, additional noise may be used for additional masking
of the transmitted signal.

It should be noted, however, that the majority of the
known secure communication methods based on the general-
ized synchronization regime do not use in full measure all its
advantages. The most important of them are considered
below in Sections 4.1 and 4.2.

4.1 Generalized synchronization-based secure
communication method
Reference [109] is among a few, not numerous studies in
which the generalized synchronization regime is used for
secure information transmission. The essence of this method
is illustrated in Fig. 7. The transmitter has two not necessarily
identical chaotic oscillators, the driver x�t� and the responder
u�t�. A signal from the former is transmitted to the latter,
while its intensity is modulated with the valid digital signal
m�t� in the following way: if a 0 binary bit is transferred, the
generalized synchronization regime becomes established
between the drive and response oscillators, but if a 1 binary
bit is transmitted, the generalized synchronization regime
between them is destroyed. The so-called auxiliary chaotic
oscillator v�t� placed on the receiving side of the communica-
tion channel is identical to the drive oscillator in terms of
control parameters. As a signal from the drive oscillator is
transmitted through the communication channel to the
auxiliary one, it gives rise to the generalized synchronization
regime between them, with the intensity of the transmitted

signal being the same as the intensity of a signal delivered to
the response system during 0 binary bit transfer. The signal
from the response oscillator passes to the receiver through
another communication channel. Similar to secure commu-
nication schemes based on complete chaotic synchronization,
two chaotic signals reach the receiver, one bearing the desired
information, the other lacking it. Therefore, the valid digital
signal ~m�t� is easy to obtain by subtracting one incoming
signal from the other.

It can be seen that the auxiliary system method (see
Section 2) is actively employed in the above secure commu-
nication scheme, which requires the presence of two chaotic
oscillators identical in terms of control parameters. Similar to
secure communication schemes based on complete chaotic
synchronization, these oscillators are placed at opposite ends
of the communication channel, which poses a serious
technical problem: a small mismatch between control para-
meter values in these systems leads to the appearance of
desynchronization noises 3, thus making such a scheme
inoperative. Moreover, the necessity of having two commu-
nication channels is an important drawback, not only in terms
of cost effectiveness but also because additional noise
(sometimes of a quite different nature) may appear in the
communication channel and corrupt the transmitted signal.
In other words, such a scheme is rather sensitive to noise and
difficult to put into effect.

Another concern is the confidentiality of information
transfer. It is understandable that the employment of a
different synchronous behavior and an additional commu-
nication channel may be advantageous in this context.
However, the higher the quality of transmission, the lower
the level of security as mentioned in Section 3.3 for the
schemes using nonlinear mixing of an information signal
with a chaotic one. In the present case, this problem is not as
acute as it is in the systems based on complete chaotic
synchronization regime (see Section 3).
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Figure 7. Schematic of a secure communication system using generalized

chaotic synchronization as proposed in Ref. [109] (GS: generalized chaotic

synchronization).

3 By desynchronization noise is meant the signal Dx � x2 ÿ x1, where

x1;2�t� are signals entering the subtractor (in the present case, signals from

response and auxiliary chaotic oscillators plus noise in the communication

channel). In a synchronous regime, one has Dx � 0.
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4.2 The use of several types of synchronous behavior
for secure communication
The confidentiality of an information transfer can be
enhanced using a few types of synchronous behavior
simultaneously. By way of example, secure communication
methods proposed in Refs [109, 161] make use of generalized
and complete chaotic synchronization regimes at the same
time.

The approach described in Ref. [109] (Fig. 8) is a modified
version of a previously discussed scheme (see Section 4.1).
The transmitting module operates on the same principle as
that described in Section 4.1. Modification of the receiving
system consists in using an additional chaotic oscillator x2�t�
identical to the drive oscillator x1�t� as regards control
parameters (hereinafter referred to as the second drive
oscillator). A signal generated by the drive system is
transmitted through the communication channel 1, where-
upon the second drive oscillator moves into the complete
synchronization regime. Confidentiality can be increased by
feeding different signals to the response and second drive
oscillators (e.g., the response system receives a signal
representing the x-coordinate of the drive system, and the
second drive oscillator admits a signal representing the
y-coordinate). 4 On the receiving side of the communication
channel, a signal from the second drive oscillator acts on the
auxiliary oscillator and thereby establishes the generalized
synchronization regime between them. A signal from the
response oscillator is transmitted through the communica-
tion channel 2 toward the receiver. The signals reaching the
drive and auxiliary oscillators being identical (as in the above
case), the receiving side obtains two signals, one bearing
useful information, the other lacking it. Therefore, the valid
signal is readily detected after passage through the subtractor.

Clearly, such a scheme is more efficacious from the
standpoint of maintaining information confidentiality, since
it reduces the risk of interception of a communication by a
third party. However, a number of other problems remain
unresolved. The presence of two communication channels
and identical oscillators in the transmitting and receiving

systems (i.e., two pairs of identical oscillators), along with low
robustness against noise in the communication channel that
further decreases after destruction of complete chaotic
synchronization, accounts for the impracticability of this
and similar schemes for secure information transfer.

The authors of Ref. [161] proposed an alternative
approach to secure information transfer using two types of
synchronous behaviorÐgeneralized and complete chaotic
synchronization; this is, in fact, a modified secure commu-
nication scheme based on the nonlinear mixing of the
information signal with the chaotic one (see Section 3.3).

This method is diagrammatically presented in Fig. 9. The
transmitter contains two reciprocally coupled identical
chaotic oscillators, x�t� and y�t� (hereafter, the first and the
second), as in the scheme using the nonlinear mixing of the
information signal with the chaotic one (see Section 3.3). The
information signal m�t� is combined with the signals from
these oscillators and thereby undergoes nonlinear changes.
There is one more oscillator z�t� on the transmitting side of
the communication channel (referred to as the third one
below), which is unidirectionally coupled to the second one
but nonidentical to the first and second oscillators in terms of
control parameters. The values of control parameters of
transmitting oscillators must be chosen in such a way that
the second and third oscillators are in the generalized chaotic
synchronization regime, while the first and the second ones
are in the complete synchronization regime. The third
oscillator serves to enhance confidentiality; it forms a signal
that in the simplest case is combined with the information-
bearing signal. In this way, a compound signal is produced
and an additional masking effect is achieved.

In Ref. [161], this original mode of data transmission was
called ``secure communication using a compound signal from
generalized synchronizable chaotic systems''. The compound
signal is transmitted over the communication channel to the
receiver containing two oscillators: the fourth yr�t� identical
to the first and the second in terms of control parameters, and
the fifth zr�t� identical to the third one with respect to the
same parameters. Oscillators 4 and 5 are in the generalized
synchronization regime. Then, according to the auxiliary
system method, oscillators 3 and 5 will undergo identical
oscillations due to the identity of systems 4 and 2. Signals
from the communication channel and oscillator 5 come to the
subtractor. Signals reaching oscillator 4 and subtractor 2
contain no additional components. The signal acting on
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4 It may correspond to voltage signals taken at different points of the

oscillator circuit.
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oscillator 4 synchronizes it when the 0 binary bit is
transmitted, and fails to cause synchronization when bit 1 is
transmitted. The restored signal ~m�t� at the output constitutes
a sequence of fragments showing synchronous (binary bit 0)
and nonsynchronous (binary bit 1) behavior.

It follows from the above that such a scheme ensures a
rather high level of confidentiality: in the majority of cases it
does not allow a third party to diagnose a message
transmitted through the communication channel from the
compound signal even in the absence of noise. As in the case
of nonlinear mixing of a signal, however, the quality of
information transfer (hence, the possibility of recovering
high-quality information) strongly depends on the desired
level of confidentiality, i.e., the higher it is, the lower the
quality is. Formation of the compound signal permits some-
what weakening this dependence. This gives a slight advan-
tage of this scheme over the others, which, however, does not
compensate for a number of its drawbacks. The involvement
of five oscillators, two and three of which must be identical,
poses a practically insolvable technical problem, especially if
the oscillators are to be located on different sides of the
communication channel. The introduction of even a small
parameter mismatch between these oscillators would imme-
diately make the scheme inoperative. Furthermore, noises in
the communication channel would inevitably cause distortion
of the transmitted signal and would therefore destroy
complete synchronization between the second and the fourth
oscillators and generalized synchronization between the
fourth and the fifth oscillators. Signals on opposite sides of
the channel would lose identity and detection of the message
in the receiver would become impossible.

Thus, the partial correction of certain imperfections
eventually leads to the aggravation of others. Practical
realization of the schemes under consideration characterized
by high enough level of confidentiality is an extremely
difficult task due to their low robustness against noise and
themismatch between control parameters. For this reason, an
`extensive' approach to the improvement of secure commu-
nication methods (e.g., the use of several types of synchro-
nous behavior) appears nonoptimal.

5. Extremely noise-stable secure communication
method

Analysis of secure communication schemes in Sections 3 and
4 indicates that they share some specific features, character-
istic differences, merits, and demerits, despite the use of
different types of synchronous behavior. First and foremost,
these are:
� a high degree of identity of chaotic oscillators on

different sides of the communication channel;
� a low robustness against noise in the communication

channel;
� a low level of confidentiality, i.e., the possibility in

certain cases of reconstructing parameters of the transmitting
oscillator from the transmitted signal, especially in complete
chaotic synchronization-based schemes, and, in the end, of a
third party decoding the information signal.

In this section, we shall consider a secure communica-
tion method essentially free of these disadvantages [162,
163]. In addition, it is characterized by high robustness
against noise and, as a consequence, a high degree of
confidentiality. The method leans upon generalized syn-
chronization but, unlike that described in Section 4, takes

into account all the peculiarities of the generalized synchro-
nization regime; hence, its fundamental advantages over the
known analogs.

The description of the method itself is preceded by a brief
discussion of the causes behind structural stability of the
generalized synchronization regime to noise.

5.1 Noise-stable generalized synchronization regime
As is well known, generalized synchronization regime is
evidenced in systems with dissipative and nondissipative
coupling [126, 164]. For the former, the equations describing
the dynamics of interacting systems in the presence of noise
have the form

_x�t� � G
ÿ
x�t�; gd

�
;

_u�t� � H
ÿ
u�t�; gr

�� eA
ÿ
x�t� ÿ u�t� �Dn �t�� ; �3�

where x�t� and u�t� are the state vectors of the drive and
response systems, respectively, n �t� is the noise signal, G and
H are the vector fields of the interacting systems, gd and gr are
the vectors of the control parameters, A � fdi jg is the
coupling matrix, dii � 0 or dii � 1, di j � 0 (i 6� j ), e is the
coupling parameter, and D is the noise intensity.

The mechanisms of the origination of a generalized
synchronization regime are elucidated using the modified
system method proposed for the first time in our studies
[164, 165]. In thismethod, the response system u�t� is regarded
as a certain modified system:

_um�t� � H 0
ÿ
um�t�; gr; e

�
; �4�

subjected to the external action e
ÿ
Ax�t��Dn �t��:

_um�t� � H 0
ÿ
um�t�; gr; e

�� e
ÿ
Ax�t� �Dn �t�� ; �5�

whereH 0
ÿ
u�t�� � H

ÿ
u�t��ÿ eAu�t�. The termÿeAu�t� intro-

duces additional dissipation into the modified system (4).
The generalized synchronization regime evolving in

system (3) may be regarded as a product of two simultaneous
interrelated processes, viz. enhanced dissipation in the
modified system (4) and the growing amplitude of an
external (chaotic and noise) signal. The two processes are
related by parameter e and cannot be realized separately in the
response system (3). However, enhancement of dissipation in
the modified system (4) simplifies its behavior and causes it to
move from chaotic to periodic oscillations (or to the
stationary state). Conversely, the external action tends to
complicate the behavior of the modified system and impose
its own dynamics. Evidently, the origination of a generalized
synchronization regime is feasible only when the natural
chaotic dynamics in the response system are suppressed as a
result of dissipation.

Thus, the stability of a generalized synchronization
regime is first of all determined by the properties of the
modified system itself. Therefore, the emergence threshold
for a generalized synchronization regime should be virtually
independent of noise intensity Dn �t� affecting unidirection-
ally coupled chaotic systems. If the noise does not alter
characteristics of the modified system (4), it should not
substantially influence the emergence threshold of a general-
ized synchronization regime.

As mentioned in Section 2, on-line diagnostics of the
generalized synchronization regime is possible both by the
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auxiliary system method and by calculating conditional
Lyapunov exponents. Clearly, response and auxiliary
systems may be regarded as two identical systems with
similar initial conditions. Taking a derivative of the
difference between their states D�t� � v�t� ÿ u�t� with
(D > 0) and without (D � 0) noise leads (due to the
identity of deterministic and stochastic signals acting on
these systems) to one and the same equation

_D�t� � ÿJH�u�t��ÿ eA
�
D�t� � JH 0

ÿ
u�t��D�t� ; �6�

where J is the Jacobian matrix. Because equation (6) can be
regarded as a variational equation in the computation of
conditional Lyapunov exponents, it may be concluded that
senior conditional Lyapunov exponents determining the
emergence threshold for a generalized synchronization
regime should exhibit identical behavior in both the
presence and absence of noise. Therefore, the threshold
must be unrelated to noise intensity and the type of the
synchronous behavior has to show high robustness against
the noise.

The validity of theoretical interpretation is confirmed by
numerical simulation [160, 166] and the results of physical
experiment [159]. A number of studies have demonstrated
that the generalized synchronization regime is structurally
noise-stable both in systems with a small number of degrees of
freedom [160] and in spatially distributed media [159].
Experimental verification of this observation was achieved
in a radiotechnical study using low-frequency chaos oscilla-
tors [160].

5.2 Description of the method
Let us now move to describing the extremely noise-stable
secure communication method. A block diagram of its
realization is presented in Fig. 10.

In Ref. [162], this method is described as follows. The
information signal m�t� is encoded using the binary number
system. One or a few control parameters of the transmitting
oscillator x�t� are modulated with the binary signal, so that
the characteristics of the transmitted signal change only
insignificantly. The signal thus obtained is transmitted
through the communication channel, where it is distorted
under the effect of noise. The receiver at the opposite end of
the communication channel is composed of two identical
oscillators, u�t� and v�t�, capable of operating in the regime
of generalized synchronization with the transmitting oscil-
lator. The operating principle of the receiver is based on the
on-line diagnostics of a generalized synchronization regime
by the auxiliary system method (see Section 2). The signal
from the communication channel comes to the receiving
oscillators, the output signals pass through the subtractor,

and the restored valid signal ~m�t� becomes available for
detection. 5

Modulation of the control parameters of the transmitting
oscillators can be achieved, so as to ensure the emergence
(absence) of a generalized synchronization regime between
transmitting and receiving oscillators depending on the
transmitted 0 (1) binary bit. For example, if the generalized
synchronization regime occurs in the case of bit 0 transmis-
sion, both receiving oscillators undergo identical oscillations;
after passage through the subtractor, chaotic oscillations are
absent (i.e., the 0 binary bit is observed). Conversely,
transmission of binary bit 1 is not associated with emergence
of a generalized synchronization regime, whereas oscillations
of the receiving oscillators are nonidentical; passage through
the subtractor results in a nonzero amplitude of chaotic
oscillations (i.e., the 1 binary bit).

An important advantage of the secure communication
method under consideration is the possibility of having non-
identical oscillators on either side of the communication
channel. Two identical oscillators are located on the receiv-
ing side, which facilitates their adjustment, eases identity
requirements, and thereby simplifies practical realization of
the method.

Furthermore, signals entering oscillators of the receiver
are always identical even in the presence of noise in the
communication channel. Therefore (see Section 5.1), given
dissipative coupling between transmitting and receiving
oscillators, the noise does not have an appreciable influence
on the emergence threshold for a generalized synchronization
regime. This peculiarity suggests the possibility of developing
noise-stable methods of secure communication based on the
generalized synchronization regime.

6. Comparison of known secure communication
methods

This section is devoted to a comparative analysis of the
operating capacity of chaotic synchronization-based secure
communication methods described in this review. To verify
their efficiency in the presence of noise in the communication
channel, we shall employ numerical simulation and evaluate
certain quantitative characteristics of the operating capacity
of the schemes of interest. In all cases, unidirectionally
coupled R�ossler systems serve as transmitting and receiving
oscillators with similar control parameter values, 6 while
simple binary bit sequences will be used as information
signals. The choice of such models of radio electronic
oscillators is dictated by the following considerations: (1) the
R�ossler systems are fairly well studied, including but not
limited to chaotic synchronization regimes (see Refs [97, 129,
140, 157, 165, 167, 168]); (2) the unidirectionally coupled
R�ossler systems allow all types of synchronous behavior,
providing a basis for all the secure communication schemes
considered in this review [98, 131, 138, 140, 157, 164, 167 ±
169]; (3) the location of generalized synchronization bound-
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Figure 10. Schematic of an extremely noise-stable secure communication

system based on generalized chaotic synchronization.

5 It is worthwhile to mention some analogy between this technique and

the method based on modulation of control parameters, described in

Section 3.4. In both cases, control parameters of the transmitting

oscillators are modulated with a binary signal, but in the former a

generalized synchronization regime is employed, in contrast to a complete

synchronization regime in the latter. It helps to obviate a number of

drawbacks mentioned in Section 3.4.
6 The detailed description of these systems and the values of control

parameters can be found in Sections 6.1, 6.2.
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ary on the plane of `detuning frequency±communication
intensity' parameters satisfies the requirements expounded
in Section 4 (see also Ref. [158]), and (4) a radio electronic
oscillator whose dynamics are described by R�ossler equations
is conceivable [170]. Such a choice will enable us to properly
compare the schemes considered with each other and, more-
over, to check the efficiency of their operation for real devices
[170].

6.1 Numerical realization of the extremely noise-stable
secure communication method
We shall start from a numerical realization of the most
efficacious extremely noise-stable secure communication
method that does not require identical oscillators at the ends
of the communication channel (see Section 5.2, Fig. 2). In this
case, the transmitting oscillator is described by the following
system of differential equations:

_x1 � ÿoxx2 ÿ x3 ;

_x2 � oxx1 � ax2 ; �7�
_x3 � p� x3�x1 ÿ c� ;

where x�t� � �x1; x2; x3� is the state vector of the transmitting
oscillator, the control parameters a � 0:15, p � 0:2, and
c � 10, and ox is the control parameter characterizing the
eigenfrequency of system oscillations.

Parameter ox is modulated with the information digital
signal in the following way. If a 1 binary bit is transmitted
during a given time interval, then ox � 0:95 throughout this
interval. For bit 0 transfer, ox � 1. Such values of the
parameter ox are chosen just for the sake of demonstration
as dictated by the location of the generalized synchronization
boundary studied in detail in Ref. [158]. As a matter of fact,
parameter ox can assume practically any value (e.g., results
similar to those discussed below were obtained for ox � 0:91
and ox 2 �0:9; 0:91� for bit 1 and 0 transmissions, respec-
tively. The sole necessary condition is the alternation of
regions with asynchronous dynamics and a generalized
synchronization regime.

The receiver contains two identical chaotic oscillators,
each described by the following system of equations:

_u1 � ÿouu2 ÿ u3 � e
ÿ
s�t� ÿ u1

�
;

_u2 � ouu1 � au2 ; �8�
_u3 � p� u3�u1 ÿ c� :

Here, u�t� � �u1; u2; u3� is the state vector of the first receiving
oscillator. Let v�t� � �v1; v2; v3�, also satisfying equation (8),
be the state vector of the second receiving oscillator (see
Fig. 10). Control parameters a, p, and c are chosen to be
identical with the corresponding parameters of the transmit-
ting oscillator. Control parameter ou characterizing the
eigenfrequency of the receiving oscillators is chosen to equal
ou � 0:95 throughout the period of signal transmission.

A signal generated by the transmitting oscillator propa-
gates through the communication channel. In the model of
interest (7), (8), this process is realized via coupling between
the transmitting and receiving oscillators, i.e., by the intro-
duction of component e�s�t� ÿ u1� into the first equation of
system (8). Here, s�t� � x1 �Dx is the signal in the commu-
nication channel. The term Dx simulates intrachannel noises;
x is the stochastic Gaussian process characterized by the

probability distribution

p�x� � 1������
2p
p

s
exp

�
ÿ �xÿ x0�2

2s 2

�
; �9�

where x0 � 0 and s � 1 are the average and variance. 7

Parameter D determines the intensity of the added noise.
Coupling strength between transmitting and receiving

oscillators is given by parameter e, chosen to equal 0.14.
Then, in the absence of noise and fluctuations in the
communication channel (D � 0), the generalized synchroni-
zation regime in systems (7) and (8) occurs at ox � 1, but
disappears at ox � 0:95 (see Ref. [158] for details).

The subtractor performs operation �u1 ÿ v1�2. In accor-
dance with the auxiliary system method, after a signal passes
through the subtractor there must be chaotic oscillations for
ox � 0:95 and no oscillations whatever for ox � 1. The
restored signal will be a sequence of fragments showing
different types of behavior.

The simple sequence of binary bits 0/1, chosen as the
original message, is displayed in Fig. 11a. Stochastic equation
(8) is integrated by the Euler method with a time discretiza-
tion interval h � 0:0001 [171].
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Figure 11.Numerical realization of a secure communicationmethod based

on generalized chaotic synchronization in the absence of noise and

fluctuations in the communication channel (D � 0): (a) information

signal m�t� represented by a simple sequence of binary bits 0/1; (b) signal

x�t� produced by the transmitting oscillator for subsequent transfer

through the communication channel, and (c) restored signal ~m�t� and
detected information signal (dashed line). Signal power spectra in the

channel in the absence (d) and presence (e) of noise with intensity D � 10.

7 Notice that the distribution patterns of the stochastic quantity x are of

little importance, and similar results were obtained for other (e.g.,

uniform) types of probability density p�x�.
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Let us start from an idealized situation with the absence of
noise in the communication channel (noise amplitudeD � 0).
Evidently, such a situation does not occur in practice in noisy
engineering devices. However, it is the use of idealized
schemes with `noiseless' communication channels that
enabled practically all known secure information transfer
schemes to be proposed and tested, although the influence of
noise on their performance was, as a rule, neglected: hence,
the importance of idealized situations to verify operating
capacity of a given scheme and compare it with the previously
used secure communication methods.

The operating capacity of a noiseless scheme is illustrated
in Fig. 11b, c. Signal x�t�, generated by the transmitting
system for transmission over the communication channel, is
shown in Fig. 11b. Characteristics of this signal remain
practically unrelated to the transmitted 0/1 binary bit (ox

changes), as is well apparent from the absence of traces of
amplitude and frequency modulation in signal x�t�. Owing to
relatively small frequency detuning, the power spectrum of
this signal contains a single clearly visible component
(Fig. 11d), which precludes decoding the message by a third
party. Figure 11c depicts signal ~m�t� restored in the receiver;
by passing it through a low-pass filter and correctly choosing
threshold values, it is easy to detect the original message. 8

Let us consider now the influence of noise inevitably
present in communication channels of real devices on the
efficiency of the generalized synchronization-based scheme
for secure information transfer. Evidently, any noise causes
dramatic distortion of the signal being transferred, thereby
worsening the quality of data transmission and sometimes
making it altogether impossible (as will be shown in
Section 6.2, this assertion holds true for all other schemes
described in this review). However, the noise has practically
no effect on the emergence threshold for the generalized
synchronization regime in dissipatively coupled chaotic
systems (see Section 5.1), i.e., the synchronous regime
evolves in such systems with and without noise at roughly
similar values of the coupling parameter e. At the same time,
stability analysis of the system considered reveals situations
where noise having a sufficiently high amplitude not only
leaves the generalized synchronization regime undestroyed
but, on the contrary, causes it to arise at lower coupling
strengths than are necessary for generalized synchronization
to appear in the absence of noise. It may have a negative effect
on the quality of data transmission, i.e., lead to the possibility
of detecting the 0 binary bit alone. 9 However, the noise must
have a very large amplitude in order to `strengthen' general-
ized synchronization. As appears from the results of investi-
gations, for system (7), (8) with the above control parameter
values such a situation takes place at the noise amplitude
D > 400.

The operating capacity of the secure data transmission
system under consideration in the presence of rather strong
noise in the communication channel (D � 10) is illustrated in
Fig. 12. As in Fig. 11, this figure shows information signal
m�t� (Fig. 12a), signal s�t� (Fig. 12b) transmitted through the
communication channel (i.e., the signal generated in the
transmitting module (Fig. 11b) plus intrachannel noise), and
the restored signal ~m�t� before (solid line) and after (dashed

line) passage through a low-pass filter and the choice of
threshold values. The addition of noise with a sufficiently
high amplitude makes the signal transmitted through the
communication channel practically indiscernible from the
stochastic one in terms of both temporal realization and
close-to-Gaussian amplitude distribution (cf. Figs 12d and
12e showing similar distributions in the absence and presence
of noise). The power spectrum of such a signal (Fig. 11e)
exhibits, as in the absence of noise, a single clearly visible
component, while the addition of noise only leads to an
increase in the noise pedestal present in the signal. In this
case, detection of the desired information by a third party is
virtually impossible. At the same time, the quality of
information recovered in the receiver remains as high as
in the absence of noise in the communication channel
(cf. Figs 11c and 12c). A similar situation takes place at any
noise intensity D in a range from 0 to 400. It confirms once
again the high stability of generalized synchronization-based
secure communication systems to intrachannel noises and
underlines the contribution of noise to the improvement of
communication confidentiality without the loss of informa-
tion transmission quality.

6.2 Numerical realization of other chaotic
synchronization-based methods of secure communication
Let us move to the numerical simulation of other chaotic
synchronization-based methods of secure information trans-
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Figure 12.Numerical realization of a secure communicationmethod based

on generalized chaotic synchronization in the presence of strong noise in

the communication channel (D � 10): (a) information signal m�t� repre-
sented by a simple sequence of binary bits 0/1; (b) signal s�t� transmitted

through the communication channel; (c) restored signal ~m�t�; detected
information signal is marked by the dashed line. Distribution of signal

amplitudes in the communication channel in the absence (d) and presence

(e) of noise with intensity D � 10 in the channel.

8 The initial information signal shown in Fig. 11a exactly coincides with

the detected signal in Fig. 11c (dashed line), which suggests a high quality

of data transmission.
9 Whenever other schemes become inoperative, only a 1 binary bit is

detected.
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fer, described in this review. To begin with, numerical
realization of schemes using chaotic masking (Section 3.1),
chaotic regime switching (Section 3.2), modulation of control
parameters (Section 3.4), and two more systems proposed in
Ref. [109] and considered in Sections 4.1 and 4.2 does not lead
to a significant change of equations for transmitting and
receiving oscillators. Therefore, we assume (unless otherwise
stated) that all of them are described by the sets of
differential equations (7), (8) with respective control para-
meters a � 0:15, p � 0:2, c � 10, and ou � 0:95. The values
of other control parameters strongly depend on the type of
synchronous behavior used in a given method and the
peculiarities of its realization; it necessitates their choice
for each individual system separately. The same refers to the
character of the signal in the communication channel.
However, we shall use in all cases a digital signal
represented by a simple sequence of binary bits 0/1 as the
information signal and assume that intrachannel noise
obeys distribution (9).

To implement the chaotically masked secure commu-
nication method (see Section 3.1, Fig. 2), the communica-
tion channel must have two identical oscillators on its
different sides. Therefore, ox � 0:95 is chosen for the entire
period of signal transmission. Chaotic masking is accom-
plished by a direct mixing of the information signal with
chaotic one in order to have the intrachannel signal in the
form s�t� � x1 �m�t� �Dx. Moreover, coupling strength
between the systems needs to be increased if the complete
chaotic synchronization regime is to be realized; therefore, we
choose e � 0:25.

The scheme using chaotic regime switching as the base
(Section 3.2, Fig. 3) has a transmitting module with two
oscillators, one of which is in complete chaotic synchroniza-
tion with the receiving oscillator (i.e., is its exact replica,
ox � 0:95) and encodes the binary bit 0. The second
transmitting oscillator is not identical to the receiving one
and is not synchronized with it (therefore, we choose ox � 1
in this case), encoding the binary bit 1. The intrachannel
signal has then the form s�t� � x1 �Dx, and coupling
strength between the systems is chosen (by analogy with
chaotically masked schemes) to be e � 0:25.

For the method leaning upon modulation of control
parameters (Section 3.4, Fig. 5), it is appropriate to choose
the same parameter values as in the case of chaotic regime
switching, because numerical realization of these two modes
of data transmission in a secure manner are virtually identical
(provided the latter regime uses two identical transmitting
oscillators with slightly mismatched parameters). Hence, the
choice of s�t� � x1 �Dx, e � 0:25, and

ox � 0:95; m�t� � 0;

1:00; m�t� � 1:

�

The scheme based on the generalized chaotic synchroniza-
tion regime [109] (see also Section 4.1, Fig. 7) implies the
presence of an additional chaotic oscillator identical to the
receiving one on the transmitting side of the communication
channel. We shall designate oscillators of the transmitting
module as drive and response ones, by analogywithRef. [109];
the oscillator on the receiving side, identical to the response
oscillator, will be referred to as auxiliary. Then, the drive
oscillator is described by the system of equations (7) with the
aforementioned parameter values and ox � 1 (to ensure
nonidentity with other oscillators); the response and auxili-

ary oscillators are described by the system of equations (8),
but the signals s�t� taking effect on them will be different:
s�t� � n�t�x1, where

n�t� � 0:9; m�t� � 1;

1:0; m�t� � 0

�

if they affect the transmitting oscillator, and s�t� � x1 �Dx
if they are fed via the communication channel to the
receiving oscillator. The coupling parameter is chosen to
be e � 0:14 (as in the method described in Section 6.1) to
make possible generalized synchronization between non-
identical oscillators.

The scheme starting from generalized and complete
chaotic synchronization (see Ref. [109] and Section 4.2,
Fig. 8) includes an additional oscillator on the transmitting
side of the communication channel; it is identical to the first
transmitting one in terms of control parameters and is
unidirectionally coupled to it (hereafterÐ the second drive
oscillator). This oscillator is described by the system of
equations (7) containing an additional term, namely

_y1 � ÿoxy2 ÿ y3 � e2
ÿ
g�t� ÿ y1

�
;

_y2 � oxy1 � ay2 ; �10�
_y3 � p� y3�y1 ÿ c� ;

where y�t� � �y1; y2; y3� is the state vector of this oscillator,
e2 � 0:2 is the parameter characterizing coupling strength
between `drive' oscillators, and g�t� � x1 �Dx is the signal
transmitted through the first communication channel. In this
case, signal s�t� is also somewhat changed, and the auxiliary
oscillator is affected by signal s�t� � y1.

Simulation of both schemes proposed in Ref. [109]
requires taking into account the presence of the second
communication channel, meaning that the signal transmitted
from the response oscillator to the receiver is also contami-
nated with noise. Therefore, the subtractor admits not only
deterministic signals generated by the response and auxiliary
oscillators, but also a stochastic signal from the second
communication channel. The restored signal then has the
form ~m�t� � �u1 �Dxÿ v1�2, disregarding the difference
between noises in the two communication channels (taking
it into account significantly impairs the possibility of
detecting the desired signal).

In numerical simulation of the schemes based on the
mixing of the information signal with the chaotic one (see
Section 3.3, Fig. 4), the transmitting module is described by
the following systems of differential equations:

_x1 � ÿoxx2 ÿ x3 � e
ÿ
y1 �m�t� ÿ x1

�
;

_x2 � oxx1 � ax2 ;

_x3 � p� x3�x1 ÿ c� ; �11�
_y1 � ÿoxy2 ÿ y3 � e

ÿ
x1 �m�t� ÿ y1

�
;

_y2 � oxy1 � ay2 ;

_y3 � p� y3�y1 ÿ c�:

In other words, it consists of two identical reciprocally
coupled chaotic oscillators. Here, x�t� � �x1; x2; x3� and
y�t� � �y1; y2; y3� are the state vectors of the first and second
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transmitting oscillators, respectively, m�t� is the information
signal, ox � 1:00, and e � 0:25. The receiving oscillator is
described by system (8), with ou � 1. The signal in the
communication channel constitutes the simple sum of the
signal generated by one of the chaotic transmitting systems
and the intrachannel noises, i.e., s�t� � x1 �Dx.

The method of secure information transfer proposed in
Ref. [161] (see also Section 4.2, Fig. 9) only slightly
complicates the scheme of nonlinear mixing of the informa-
tion signal with the chaotic one because it implies the use of
two more identical oscillators on different sides of the
communication channel. Therefore, the equations and para-
meters of the three oscillators utilized in both variants remain
unaltered. The additional oscillator on the transmitting side
of the communication channel is described by the following
system of equations:

_z1 � ÿozz2 ÿ z3 � e�y1 ÿ z1� ;
_z2 � ozz1 � az2 ; �12�
_z3 � p� z3�z1 ÿ c� ;

where z�t� � �z1; z2; z3� is the state vector of this oscillator,
andoz � 0:95. The analogous oscillator on the receiving side,
characterized by the state vector v�t� � �v1; v2; v3�, also
satisfies system (12) up to the replacements z�t� ! v�t�,
y�t� ! u�t�, where u�t� � �u1; u2; u3� is the state vector of the
receiving oscillator described by the set of equations (8), but
in this case one has s�t� � y1 � z1 ÿ v1 �Dx. Signal ÿv1 is
not transmitted over the communication channel; it is added
after passage through it before arriving at the receiving
oscillator.

Numerical realization of the secure information transmis-
sion technique based on chaotic phase synchronization (see
Section 4, Fig. 6) was achieved in Ref. [155] using R�ossler
systems with close values of the control parameters as
examples. In this case, oscillators of the transmitting and
receiving modules are described by the following sets of
equations:

_x1;2 � ÿ�ox � Do� y1;2 ÿ z1;2 � e�x2;1 ÿ x1;2� ;
_y1;2 � �ox � Do� x1;2 � ay1;2 ;

_z1;2 � p� z1;2�x1;2 ÿ c� ; �13�
_x3 � ÿouy3 ÿ z3 � Z�r3 cosfm ÿ x3� ;
_y3 � oux3 � ay3 ;

_z3 � p� z3�x3 ÿ c� ;

where x1;2 � �x1;2; y1;2; z1;2�, x3 � �x3; y3; z3� are the state
vectors of oscillators entering these modules, respectively,
ox � ou � 1, e � 5� 10ÿ3, and Z � 5:3 are the coupling
parameters, Do � �0:01 is the ox-parameter mismatch
modulated with the valid digital signal (the plus sign
corresponds to the transmission of a 1 binary bit, the minus
sign to a 0 binary bit), and r3 � �x 2

3 � y 2
3 �1=2 is the amplitude

of the signal generated by the receiving system. Notice that
most data needed for the comparison of this scheme with a
number of analogs described in the present review can be
found in paper [155]. Therefore, evaluation of the operating
capacity of this scheme is to a large extent based on these
findings.

Numerical realization of all the rest of the secure commu-
nication techniques with the above control parameters
confirms their limited robustness against noise. 10 Moreover,
noise influences them very similarly in qualitative terms,
despite the use of different types of synchronous behavior
and quite different operating principles.

The most demonstrable example of the noise effect on the
operating capacity of secure communication using general-
ized chaotic synchronization proposed in paper [109] is
presented in Fig. 13. It displays the information signal m�t�
represented by a simple sequence of binary bits (Fig. 13a), and
restored signals ~m�t� (solid lines) at different noise ampli-
tudes (Fig. 13b±d). This method performs rather efficiently in
the absence of noise in the communication channel (Fig. 13b).
In this case, the information signal is easy to detect from the
absence or presence of chaotic oscillations in the signal ~m�t�.
The signal thus restored is shown by the dashed line. It is
readily seen that the quality of information transfer is rather
high even if erroneous diagnosing of binary bit 1 remains
possible in scattered instances due to transient processes.

The appearance of noise in a communication channel
gives rise to the creation of desynchronization noise. If the
noise intensity is rather small, the possibility of decoding the
message m�t� by the restored signal ~m�t� will still be left over.
As evident from Fig. 13c corresponding to the case of
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Figure 13. The influence of intrachannel noise on the efficiency of a secure

communication system based on generalized chaotic synchronization

proposed in Ref. [109]. Information signal m�t� represented by a simple

sequence of binary bits 0/1 (a), and restored signal ~m�t� at different noise
amplitudes: D � 0 Ð absence of intrachannel noise and fluctuations (b),

D � 1:5Ð low-intensity noise (c), andD � 3Ð higher-intensity noise (d).

The information signal (dashed line) can be detected in cases (b) and

(c) but not in (d).

10 Integration of stochastic differential equations simulating transmitting

and receiving oscillators is in all cases performed (as in Section 6.1) by the

Euler method with a time discretization interval h � 0:0001.
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D � 1:5, in spite of the presence of desynchronization noise in
all the signal ~m�t�, the fragments of the latter related to a 0
binary bit are characterized by lower amplitudes. Therefore,
the information signal may be detected in proper selection of
the threshold value; the restored signal in Fig. 13c is shown as
a dashed line.

A further increase in noise amplitude leads to `equaliza-
tion' of oscillation amplitudes in the regions corresponding to
binary bits 0 and 1 (see, for instance, Fig. 13d showing signal
~m�t� atD � 3). Clearly, there is no possibility of decoding the
valid massage in this case.

A qualitatively analogous situation takes place with all
secure communication methods considered in Sections 3 and
4. Thus, it can be concluded, based on the available studies,
that noise in a vast majority of cases has a negative effect on
secure information transmission. However, more character-
istics need to be evaluated for quantitative comparison of
these schemes.

6.3 Quantitative characteristics of systems' performance
The major quantitative characteristics of the operating
capacity of secure communication systems include:

(1) A critical SNRc value (energy-per-bit to spectral-noise-
power-density ratio) [172, 173] at which a secure communica-
tion system becomes inoperative, i.e., restoration of the initial
valid digital signal m�t� from the output signal ~m�t� becomes
impossible. The energy-per-bit to spectral-noise-power-den-
sity ratio introduced in the consideration for digital commu-
nication systems is an analog of the signal-to-noise ratio in
analog communication:

SNR � 10 lg
Eb

N0
� dB� ; �14�

where Eb is the signal energy per bit of transmitted
information, and N0 is the spectral noise power density. The
energy per bit is described as follows:

Eb � PsignT ; �15�

where Psign is the transmitted signal power in the absence of
noise, and T is the bit transmission time; the spectral noise
power is defined as

N0 � Pnoise

Df
; �16�

wherePnoise is the noise power in the communication channel,
and Df is the bandwidth of the communication channel.
Because noise is inevitably present in communication chan-
nels of real devices, estimation of the operating capacity of
noise-contaminated secure communication systems is a
challenging problem.

The power of both deterministic and stochastic signals is
evaluated by their temporal realization. It was assumed for
the purpose of numerical computation that the bandwidth
Df � f2 ÿ f1 � 0:2, where f1 � 0:05, f2 � 0:25 are the band-
width boundaries of the communication channel, when
R�ossler oscillators are employed.

Apart from the above characteristic, the dependence of
the bit error rate (BER) on the energy-per-bit to spectral-
noise-power-density ratio is frequently used to estimate the
degree of stability of secure communication schemes to
external noise in digital communication systems [174]. BER

is the number of errors referred to the number of transmitted
bits and characterizes the quality of information transfer.
Suppose that a system adequately transmits a 0 binary bit
with probability P00, and a 1 binary bit with probability P11.
Then, the probability of erroneous diagnosing of bit 1 during
transmission of bit 0 is P01 � 1ÿ P00, and the probability of
erroneous detection of bit 0 during transmission of bit 1 is
P10 � 1ÿ P11. If the symbols appear in the sequence being
transmitted with probabilities P0 and P1, respectively, the
error probability per bit is given by

BER � 2�P01P0 � P10P1� ; �17�

and probabilities P01 and P10 depend on the type and
parameters of the communication system.

(2) Maximum PMc (control parameter mismatch) value
(PM,%) between oscillators assumed to be originally iden-
tical. As shown in Sections 3 and 4, in the majority of
instances such oscillators must be located on opposite sides
of the communication channel. The influence of control
parameter mismatch on the efficiency of information trans-
mission systems is a topical problem, bearing in mind the
technical difficulties encountered in their realization.

(3) Maximum NDc (nonlinear distortion) level in the
communication channel, at which the system is operative:

ND � 10 lg
Px

Py
� dB� : �18�

Here, Px is the power of signal x�t� at the output of the
transmitting oscillator, and Py is the power of signal y�t� at
the input of the receiving oscillator. Nonlinear distortions in
the form of cubic nonlinearity y � x�1ÿ ax 2�, where a is a
small parameter [23], are traditionally included in numerical
calculations; therefore, it is assumed below that a signal
undergoes distortions of such a type when it passes through
communication channels of all schemes and devices.

Let us estimate the aforementioned characteristics of all
the systems described in the review in order to quantitatively
compare different secure communication methods. To recall,
the authors of monograph [23] introduced a different
characteristic of operating capacity of data transmission
systems based on the degree of signal similarity defined as

Z � DP
P

; �19�
where DP is the desynchronization noise power, and P is the
noise power at the oscillator input. However, this character-
istic makes sense only for systems leaned upon complete
chaotic synchronization and is not considered here in order
to achieve generality and facilitate comparison of different
methods.

Estimated quantitative efficiency characteristics of the
systems of interest are presented in Table 1 below.

It can be seen that scheme 9 described in Section 5.2
becomes inoperative at the energy-per-bit to spectral-noise-
power-density ratio SNRc � ÿ10:01 dB. For all other
schemes, SNRc has a positive value. In other words, most
schemes become inoperative in the presence of noise of a
certain level in the communication channel, even if their power
is lower than that of the transmitted signal. Clearly, SNRc

values vary from one scheme to another. Schemes based on
chaotic regime switching and modulation of control para-
meters (Nos 2 and 4 with SNRc � 30:76 dB) appear to be the
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most efficient among schemes 1 ± 8. However, positive SNRc

is indicative of limited robustness against noise and the
destructive role of noise during information transfer.

Scheme 9 (see Section 5.2) is highly stable to noise present
in the communication channel. Noise in the channel causes
distortion of the signal being transmitted and thereby
preclude message decoding by a third party. In this case,
noise plays a positive role, enhancing confidentiality of
information transfer; in all other schemes, it produces a
destructive effect.

This inference is also confirmed by the dependence of the
bit error rate on spectral noise power density in various secure
communication schemes. Such dependences are illustrated in
Fig. 14. In calculation of BER, the threshold value allowing
restoration of the initial sequence of binary bits by signal ~m�t�
was assumed to be fixed regardless of noise intensity; it was
varied in calculating the tabulated characteristics. As follows
from Fig. 14, BER rapidly tended toward unity in the
majority of secure communication schemes (1 ± 8), but was
close to zero in the extremely noise-stable scheme 9 regardless

of noise intensity in the system, in excellent agreement with
the above results.

Let us estimate the effect of control parameter mismatch
on the performance of secure communication systems
described in this review. To this end, a mismatch is
introduced into parameter ou of one of the two initially
identical systems (if there are two pairs of identical systems
then each pair is mismatched in terms of parameter o). Then,
parameter o of one system is replaced by the parameter
o�1� Z�, where Z is the mismatch of o (PM). For definite-
ness, a plus sign will be chosen in all cases (similar results are
obtained using a minus sign).

Such estimation gives evidence that the system based on
generalized synchronization regime (see Section 5) remains
operative untilou-parameter mismatch between oscillators of
the receiving module exceeds 2%. Certainly, it is not a large
mismatch, and the scheme being considered has competitors
as regards this characteristic, for example, secure commu-
nication systems based on chaotic regime switching and
modulation of control parameters (schemes 2 and 4 in
Table 1). However, scheme 9 has an indisputable advantage
in this respect, too. The initially identical chaotic oscillators in
schemes 2 and 4 (and in all the rest, besides 9) must be located
on different sides of the communication channel to enable
realization of complete synchronization between them.
Scheme 9 contains identical oscillators only on the receiving
side of the communication channel, which considerably
simplifies their adjustment, if needed.

The schemedescribed inSection 5 also surpasses all known
analogs in terms of robustness against nonlinear distortions in
the communication channel. Evidently, the greater the effect
of nonlinear distortions ona signal, thehigher theirmaximally
permissible level at which the secure communication system
remains operative. Table 1 shows that the maximum level of
nonlinear distortions for scheme 9 is NDc � 27:2 dB.
Schemes based on chaotic regime switching and modulation
of control parameters (schemes 2 and 4) are closest to scheme9
in terms of this characteristic; however, resistance of the latter
system to nonlinear distortions is slightly higher. Moreover,
schemes 2 and 4 possess limited robustness against noise,
whereas it is practically unlimited in scheme 9.

Clearly, changes in control parameters and equations for
oscillators can lead to changes in quantitative values of the
characteristics being analyzed, e.g., in all cases the transmit-
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Figure 14. Plots of bit error rate (BER) versus energy-per-bit to spectral-

noise-power-density ratio (Eb=N0) for different secure communication

schemes: * Ð chaotic masking, ^ Ð chaotic regime switching (modula-

tion of control parameters), & Ð nonlinear mixing, ^ Ð phase synchro-

nization-based scheme (the curve is partly borrowed fromRef. [155]),~Ð

generalized synchronization-based scheme,~Ðgeneralized and complete

synchronization-based scheme, & Ð compound signal-based scheme, and

* Ð extremely noise-stable scheme.

Table 1. Critical values of energy-per-bit to spectral-noise-power-density ratio (SNRc), control parameter mismatch (PMc) between initially identical
oscillators, and nonlinear distortion level (NDc) in the communication channel.

No. Scheme SNRc, dB PMc, % NDc, dB Section� Reference

1 Chaotic masking 56.8 0.30 1.03 3.1 [25]

2 Chaotic regime switching 30.76 2.00 23.3 3.2 [145]

3 Nonlinear mixing 64.99 0.30 0.26 3.3 [146]

4 Modulation of control parameters 30.76 2.00 23.3 3.4 [147]

5 Phase synchronization-based scheme 32.40 0.80 10.7 4 [155]

6 Generalized synchronization-based scheme 39.52 1.00 7.75 4.1 [109]

7 Generalized and complete synchronization-based scheme 39.24 0.50 4.83 4.2 [109]

8 Scheme with a `compound signal' 61.47 0.20 2.63 4.2 [161]

9 Extremely noise-stable scheme ÿ10.01 2.00 27.2 5.2 [162]

� Section of the present review.

1228 A A Koronovskii, O I Moskalenko, A E Hramov Physics ±Uspekhi 52 (12)



ting and receiving modules may contain Chua's oscillators
[175, 176], ring chaotic oscillators with delay [151, 177 ± 179],
phase-locked chaotic oscillators [180 ± 183], or chaos oscilla-
tors with 2.5 degrees of freedom [184], etc. A similar effect
may have a change in the distribution pattern of random
variable x. At the same time, the absolute and relative values
of these characteristics are always of the same order (see, e.g.,
Ref. [78]). Moreover, these results agree well with experi-
mental findings concerning data transmission in the radio
frequencybandandoptical range,aswillbeshowninSection7.
By way of example, the theoretically deduced high sensitivity
of the operating capacity of complete and generalized
synchronization-based systems to parameter mismatch
between oscillators located on different sides of the commu-
nication channel is consistent with experimental data
obtained under the guidance of A S Dmitriev at the Institute
of Radioengineering and Electronics, Russian Academy of
Sciences (IRE). This issue will be considered at greater length
in Section 7.1. Thus far, suffice it to mention that the
permissible mismatch between oscillators on different sides
of the communication channel does not usually exceed 0.5±
1% [23]. An increase in mismatch of even a single parameter
by 3±4% in a scheme based on chaotic synchronous response
leads to complete destruction of synchronization and the loss
of operating capacity. This experiment utilized chaos oscilla-
tors as proposed by Chua. The synchronous regime was
destroyed under the on±off intermittency scenario [185 ±
187] characterized by the loss of synchronization at some
instants of time [185, 188]. It should be noted that the use of
ring chaos oscillators usually permits avoiding intermittent
behavior [23].

7. Experimental realization of information
transmission schemes based on chaotic
synchronization

Thus, the fundamentals and various concrete schemes of
information transfer using chaotic synchronization were
considered in Sections 2±6. Detailed theoretical and numer-
ical analysis of diverse various methods of information
transfer based on this phenomenon revealed major merits
and demerits of different systems and substantiated the
employment of novel communication techniques taking
advantage of generalized chaotic synchronization and being
free of many drawbacks inherent in currently available
schemes. This approach, based on numerical simulation and
comparison of different schemes, provides many new oppor-
tunities. On the one hand, it made possible analysis of
numerous schemes on a common basis and revealed in a
uniform fashion advantages and disadvantages of individual
methods (a goal unattainable in experimental studies for the
difficulty of maintaining uniform conditions and building
breadboard models of very distinctive schemes). On the other
hand, numerical simulation and analysis are becoming
increasingly more popular methods for designing and adjust-
ment of modern telecommunication systems that allow for
the application of computer-assisted technologies in the early
period of work. There are many software packages for this
purpose (MultiSim 11, Micro-Cap 12, Microwave Office 13)
used to simulate the schemes of interest at the stage of

engineering design and to create fully operative breadboard
models based on numerical calculations alone. In other
words, numerical simulation provides a powerful tool for
analysis and assessment of applications of the chaos theory to
information transmission. Good examples of applying these
technologies in scientific research were given, for example, in
the monograph by A S Dmitriev and A I Panas [23].
Nevertheless, the necessity of pursuing experimental studies
remain even more important than ever before. Investigations
with the use of experimental models help to confirm
theoretical predictions and substantiate underlying mathe-
matical models and assumptions. In other words, an adequate
combination of theoretical and experimental research fol-
lowed by a detailed comparison of the data obtained is needed
to come to a conclusion as regards practical applicability of
one idea or another.

For this reason, we shall focus below on some important
experimental studies of information transmission schemes
using chaotic synchronization. The number of such studies is
much smaller than that of numerical simulation research due,
first of all, to the difficulty of practical implementation of
relevant communication systems. A major concern is the
development of efficacious oscillators of chaotic signals for
such systems. The main requirements imposed on these
oscillators are apparent from what was said in the previous
sections, viz. the possibility of chaotic synchronization, the
availability of developing identical and readily replicable
oscillators, and their handleability necessary to feed an
information signal into a chaotic one, etc. The best results
have thus far been obtained in the radio frequency band and
visible range, as opposed to the microwave range. It is
therefore appropriate to consider examples of experimental
realization of information transmission schemes and possibi-
lities of synchronizing chaotic oscillations separately for
electronic and optical systems.

7.1 Experimental realization of information transmission
schemes in the radio frequency and microwave ranges
Most experimental studies on different methods of informa-
tion transfer using chaotic synchronization have been con-
ducted based on radiotechnical systems. Attempts were
undertaken to realize some of the above schemes making use
of complete chaotic synchronization. Systematic work on the
realization and technical optimization of data transmission
schemes with the employment of chaotic signals as informa-
tion carriers was carried out by such methods as chaotic
masking (and its modifications underlain by the synchronous
response phenomenon [94]), chaotic regime switching, and
the nonlinear mixing of an information signal with a chaotic
one. Historically, chaotic masking was one of the earliest
secure communicationmethods depending on the application
of chaos synchronization; this accounts for the large number
of experimental studies using this approach.

Paper [189] demonstrated the possibility of transferring
messages by the chaoticmasking and chaotic regime switching
methods built around a Lorenzian low-frequency (LF)
oscillator operating in the 0±10 kHz range. Figure 15 illus-
trates the working characteristics of this system, viz. test
information signal m�t� in the form of a bit sequence to
modulate parameters of the transmitting oscillators, and
square of the restored signal, ~m 2�t�. Signal state m � 0
corresponded to complete synchronization of the receiving
system, and state m � 1 to asynchronous dynamics. The
system clearly demonstrates the possibility of transmitting a

11 www.ni.com/multisim
12 www.spectrum-soft.com/index.shtm
13 web.awrcorp.com/Russian
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digital signal. The same electronic oscillators were used in
Ref. [189] to realize a chaotically masked communication
system for transmitting analog signals (speechmessages). The
transmitted and restored sound message: ``He has the bluest
eyes'' is exemplified in Fig. 16a, b. This scheme proved
operative only at a sufficiently high information signal/
masking chaotic signal ratio (20±30 dB), which makes the
transmitted signal commensurate with the noise level in the
communication channel (Fig. 16c). Study [189] didnot include
experiments for the analysis of the robustness of these schemes

against intrachannel noises and the nonidentity of oscillators.
Special experiments designed to elucidate conditions neces-
sary for complete chaotic synchronization-based information
transfer schemes tooperatewere conducted for the first time in
Ref. [148]. They revealed strict requirements for the signal/
noise ratio, the identity of modules at both ends of the
communication channel, etc. in chaotic masking, chaotic
regime switching, and nonlinear mixing schemes, in excellent
agreement with our theoretical findings.

Detailed investigations of information transmission based
on chaotic synchronization techniques, carried out by
A S Dmitriev's group (IRE), were summarized in mono-
graph [23]. These experiments included information transmis-
sion using chaos in the radio frequency band based on the
nonlinear information mixing scheme in standard amplitude-
modulated communication systems [146, 190]. The main
concern regarding this scheme was signal distortion asso-
ciated with chaotic LF signal transfer into the radio frequency
band and back. The 27-MHz frequency was chosen as the
working carrier frequency. During this procedure, the signals
were subjected to additional manipulations (absent in the
aforementioned LF experiments), viz. amplification, modula-
tion, filtration, demodulation, etc., each causing new distor-
tions that interfered with the detection of an exact replica of
the transmitted chaotic signal in the receiver necessary to
ensure complete chaotic synchronization. Of primary impor-
tance in such experiments is achieving the desired accuracy of
direct and reverse transformations of the signal and taking
into account noises and filtration in the communication
channel. It was shown that total distortions along the signal
transformation chain in the transmitting and receiving
modules should not exceed 1±2% if the high-quality transfer
of information is to be achieved; it imposes very strict
limitations in terms of the practical implementation of the
system. At the same time, experiments reported in Ref. [23]
demonstrated the fundamental possibility of wired and
wireless transmission of information in the radio frequency
band using a nonlinear mixing scheme. They simultaneously
exposed the difficulties and constraints inherent in this
method.

By way of example, it was shown that the degree of
correspondence between parameters of functionally analo-
gous elements in the transmitting and receiving modules
should not be less than 0.5%. However, even fulfillment of
this condition did not guarantee the desired quality of
complete chaotic synchronization due to the unsuccessful
choice of chaos oscillators for transmitting and receiving
modules in the Chua scheme [176, 191, 192]. This scheme
produced no stable response but displayed on±off intermit-
tency effects that markedly worsened the quality of commu-
nication reception. A very serious limitation on the system's
performance was signal distortions in the communication
channel, which manifested themselves as nonuniformities of
amplitude±frequency characteristic of the channel (in fact, in
filtration of the transmitted signal) and nonlinear distortions.
Special experiments demonstrated that the efficiency of the
scheme was determined by the relationship between cut-off
frequency oc of the high-pass filter used to simulate
distortions in the communication channel and upper bound-
ary frequencyO of the signal power spectrum at the output of
the transmitting module. For oc 4O, filtration had no effect
on information transmission quality, but the commensur-
ability of these quantities, oc � O, worsened the quality of
signal detection [193].
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Increasing nonlinear distortions also led to the rapid loss
of the system's operating capacity. In particular, the signal-
to-noise ratio at the output of the receiving module was 35±
40 dB, when the coefficient of nonlinear distortions did not
exceed 1% of the signal amplitude, and decreased to 10 dB
when this coefficient was 10%. The experimental scheme of
wireless information transmission had similar dynamics when
the influence of additive normally distributed noise in the
communication channel increased; namely, the signal-to-
noise ratio at the output of the receiving module grew with
the rise in noise power much faster than the same ratio in the
communication channel, i.e., at the input of the receiver. This
situation is due to the loss of quality during separation of the
combined information signal from the chaotic one by
establishing complete chaotic synchronization regime in the
receiver. Here too, it was important to choose a more
efficacious source of the chaotic signal in the transmitting
and receiving modules.

A S Dmitriev and co-workers undertook an analysis of an
important problem of choosing optimal electronic chaos
oscillators for information transmission. As mentioned in
Section 6.3, they arrived at the conclusion that the circular
organization of such systems is especially efficacious due to
their higher stability and absence of the breakdown of
complete synchronization for parameter mismatch between
the drive and response oscillators (on±off intermittency)
[178]. The authors showed that the resistance of circular
systems to parameter mismatch and external noises is
roughly 2±3 times that of classical radiotechnical sources of
chaos in the Chua scheme [23, 178, 194, 195]. Other important
advantages of ring-type chaos oscillators are their precision
defined by the authors of Refs [23, 196] as the reproducibility
of similar chaotic regimes in different samples or after
replacement of selected elements in a given oscillator, low
sensitivity to changing ambient conditions (e.g., tempera-
ture), and a stable response to synchronization without its
breakdown at certain instants of time. An alternative to the
choice of chaos oscillators for communication systems is the
employment of digital signal processors for the realization of
information transfer systems with the nonlinear mixing of a
signal [197].

These studies provided a basis for the creation of
experimental breadboard models of communication systems
operating in low-frequency and radio frequency bands that
were used to demonstrate the fundamental possibility of
transmitting information based on the nonlinear mixing of
the information signal with the chaotic one [23]. A major
concern was the contradictory requirement of high quality
and confidentiality of information transmission because
improvement in quality impaired the security and vice versa.

It should be emphasized that the function of the above
chaotic communication systems operating in the low-fre-
quency and radio frequency bands is mainly confined to
validation of various technical decisions and the choice of
optimal chaos oscillators or information transmission
schemes. Evidently, secure information transmission meth-
ods based on synchronization of chaotic oscillations may be
utilized for practical purposes in passing to the microwave
range extensively employed in modern telecommunication
systems. However, publications on chaos synchronization
and methods using it for information transmission in the
microwave range are practically absent in the literature,
probably due to the difficulty of designing and conducting
relevant experiments. Also, maintenance diagnostics of

chaotic synchronization regimes in microwave chaos oscilla-
tors requires expensive digital measuring equipment and
special analytical methods. To the best of our knowledge,
the only studies in this area were reported in Refs [198, 199].

Larsen et al. [198] reported the first (and apparently thus
far the sole) attempt to design a prototype system for
information transmission employing chaos oscillators built
around a powerful microwave amplifier (broadband traveling
wave tube, TWT) applicable to long-distance information
transmission, including satellite systems. A source of chaotic
signals was a ring oscillator with time-delayed feedback based
on the 2±4 GHz powerful TWT created at Wisconsin State
University [200]. Microwave chaos oscillators built around a
TWT with time-delayed feedback, which constituted the
earliest sources of chaotic signals, were for the first time
proposed by V Ya Kislov and co-workers at IRE [201 ± 203].
They were later thoroughly investigated in Refs [200, 204 ±
206]. Up to now, such oscillators remain the simplest power-
ful and reliable sources of chaotic signals in the microwave
range. No wonder one of them was chosen for a prototype
telecommunication system. The simplest chaotic masking
technique (see Section 3.1) utilized for information transfer
in Ref. [198] demonstrated the principal possibility of
exploiting a scheme containing powerful vacuum microwave
devices for chaotic synchronization-based information trans-
mission. The design of the experiment was practically that
described in Section 3.1 (see Fig. 2). The theoretical rationale
for such a scheme with a TWT amplifier-based oscillator was
provided earlier in Ref. [207]. The experimental setup is
presented in Fig. 17 [198]. The information signal was mixed
with a chaotic one in the time-delayed feedback loop
enclosing the TWT amplifier. The chaotic microwave signal
with the combined analog message was emitted from a horn
antenna (Fig. 17) and forwarded to the receiver containing an
almost exact replica of the transmitting oscillator. Prelimin-
ary studies demonstrated the possibility of secure information
transmission in such a scheme based on complete chaotic
synchronization. Unfortunately, the results of further experi-
ments were not presented in Ref. [198].

At the same time, alternative methods for information
transmission in the microwave range using other types of
chaotic synchronization remain to be developed. Of primary
importance in this context is the realization of generalized
chaotic synchronization regimes in the microwave range for
devices to be used as drive and response chaos oscillators in

Figure 17. Experimental setup for secure information transfer by the

chaotic masking method in the microwave range (2±4 GHz), which is

based on a TWT with time-delayed feedback. (Taken from Ref. [198].)
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telecommunication systems. It should be noted that of all
types of chaotic synchronization, generalized synchroniza-
tion was least studied in experiment, and the main results for
it were obtained in the low-frequency range [97, 156], which is
of little interest for the purposes of telecommunications.
Therefore, the value of this work is restricted to experimental
confirmation of the possibility of realizing generalized chaotic
synchronization and different methods of its on-line diag-
nostics.

Thus far, the only work reporting relevant experiments
was performed by Dmitriev et al. [199]. It showed the
evolvement of generalized chaotic synchronization regime in
coupled klystron chaos oscillators operating in centimeter
wave range. These oscillators, based on ring-type multicavity
klystron amplifiers, stably generate chaotic signals in a wide
interval of control parameters [208 ± 210]. An experiment
with two unidirectionally coupled microwave chaos oscilla-
tors is schematically represented in Fig. 18a. The generalized
chaotic synchronization regime establishes itself as coupling
becomes stronger. An efficient method for its diagnostics in
the microwave range, based on the spectral analysis of
generated signals, was proposed. The method may find
applications in information transmission systems employing
generalized chaotic synchronization [199].

Also used for the analysis of synchronization was a
modification of the auxiliary system method described in
Section 2. The results are presented in Fig. 18b, c showing the

experimental time series of output signals of the drive �x�t��
and response �y�t�� oscillators, obtained with an HF digital
oscillograph. The 130-ns time interval T chosen for the
experiment roughly corresponded to the time delay in the
oscillator feedback loop. Thereafter, two time intervals were
chosen, D1 � �t1; t1 � T � and D2 � �t2; t2 � T �, with similar
fragments x1�t� and x2�t� of the signal from the drive
oscillator �x1�t� � x2�t��. Fragments of the signal from the
response oscillator, y1�t� and y2�t�, were simultaneously
analyzed in the same time intervals. According to the
auxiliary system method, the generalized synchronization
regime corresponds to the situation in which the states of the
response system at time intervals D1 and D2 are close to each
other: y1�t� � y2�t�, as illustrated in diagrams �x1; x2� and
�y1; y2� (Fig. 18b, c) for different coupling strengths between
the oscillators. Diagrams �x1; x2� illustrate the closeness of
two selected states of the drive system, and diagrams �y1; y2�
represent the method for the diagnostics of generalized
synchronization. Evidently, in the case of weak coupling,
states y1�t� and y2�t� of the response oscillator are different at
the instants of time when the drive klystron oscillator shows
identical dynamics, i.e., there is no functional connection
between the states. The situation changes as coupling between
unidirectionally coupled oscillators goes stronger; namely,
states y1�t� and y2�t� become identical as evidenced by the
appearance of a diagonal across the plane �y1; y2�. These
findings provide the first experimental confirmation of the
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possibility of observing generalized synchronization in the
microwave range and give reason to suggest the possibility of
efficacious diagnostics and, as a consequence, the application
of generalized synchronization regimes in modern informa-
tion transmission and processing systems.

7.2 Experiments on information transfer based
on chaotic synchronization in the optical range
The discussion in Section 7.1 was focused on important
experimental studies of information transmission with the
use of chaotic synchronization in the radio frequency and
microwave ranges. Today, ring-type optical chaotic oscilla-
tors with a laser-based active element are extensively being
developed and investigated as having good prospects for
practical application [211, Vol. 2, Ch. 4, pp. 353 ± 427]. A
number of experiments demonstrated that such devices can be
regarded as efficacious easy-to-operate sources of chaotic
self-sustained oscillations for information transmission sys-
tems [93, 212 ± 216]. Later studies revealed different types of
chaotic synchronization in the optical range, including
complete, generalized, and phase synchronizations [121, 122,
215, 216 ± 221], and opened up prospects for the application
of optical systems as basic elements for information transmis-
sion schemes based on the chaotic synchronization phenom-
enon [222 ± 225].

The very first experiments on signal transfer with the aid
of a chaotic carrier demonstrated the operating capacity of
schemes based on complete chaotic synchronization [226 ±
229]. A major advantage of such systems operating in the
optical range is probably the high information transfer rate
(up to 1 Gb sÿ1) unattainable in other frequency ranges.
Complete chaotic synchronization was most extensively used

in such experiments, which imposed quite rigorous require-
ments for noise intensity in the communication channel and
parametermismatch between optical chaos oscillators at both
ends of the channel [230]. However, the optical range provides
an opportunity for the employment of fiber-optical lines as
communication channels due to the low noise and inter-
ference level introduced in the transmitted signal; this
substantially facilitates the development of operative secure
information transfer systems [231]. Moreover, existing
commercial fiber-optical communication lines can be used
for this purpose.

One example of well-elaborated projects yielding good
practical results and aimed at assessing the possibility of using
existing commercial fiber-optical lines for long-distance
secure communication is the joint study undertaken by a
group of researchers from Greece, Spain, Germany, and
Belgium. The objective of the study was to achieve a high
rate of data transmission over a distance of 120 km via a fiber-
optic cable of the Athens metro (Greece) using laser diode-
based chaos oscillators [232]. We shall discuss this work at
greater length as one of the most successful experimental
realizations of information transfer using complete chaotic
synchronization in the optical range.

The sources of chaotic signals with a high-dimension
attractor and high information entropy were oscillators built
around semiconductor diodes with time-delayed feedback
realized in two different ways: electrooptical [233], and fully
optical [234]. The employment of two types of feedback in the
optical chaos oscillator enabled the authors of Ref. [232] to
realize two modes of information transfer described above,
viz. the nonlinear mixing of the information signal with the
chaotic one (Section 3.3), and modulation of the parameters
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of the chaotic signal with the information signal (Section 3.4).
In the former case (see Fig. 19a), radiation emitted by the laser
diode (LD) passes through the Mach±Zehnder integrated
electrooptical interferometer (MZI) with electrooptical time-
delayed feedback (delay line DL, photodiode PD, and
electronic amplifier A), which operates as a nonlinear laser
radiation modulator. In this case, the information signal is
mixed with the feedback signal in fiber-optical mixer (FOM).
The output chaotic signal of the oscillator, containing the
information message, is additionally amplified before enter-
ing the communication channel to achieve the necessary
power level. In the latter case (see Fig. 19b), the source of
laser radiation is again the laser diode LD, while optical
feedback is realized using mirror R whose reflection coeffi-
cient nonlinearly depends on incident radiation intensity. The
length of the external cavity was 6 m. It contained polarizer P
to ensure necessary light polarization after reflection from
mirror R with a variable reflection coefficient. The informa-
tion signal was introduced by way of modulating parameters
of the chaotic signal in modulator M. Thereafter, the signal
transmitted over the communication channel was amplified
as in the former scheme. Both schemes had filters (not shown
in Fig. 19) to suppress noise bound up with spontaneous
emission [231, 235].

In both schemes, the useful information signal was
decoded in the receiver upon establishment of complete
chaotic synchronization regime between the oscillators on
opposite sides of the communication channel, as discussed at
length in Section 3. The main difficulty was the creation of
nearly identical oscillators at different ends of the commu-
nication channel and the choice of their active elements
(semiconductor lasers). Lasers with wavelengths of 1552.0
and 1552.9 nm were utilized in the transmitting and receiving
modules, respectively. Each laser operated in an individually
chosen temperature regime maintained throughout the
experiment to ensure the stable work of laser diodes and
identical wavelengths. The choice of highly identical passive
elements posed no severe difficulties. Given sufficiently fine
adjustment of parameters of optical chaos oscillators, the
unidirectionally coupled system was in the stable complete
chaotic synchronization regime with a sufficiently powerful
signal delivered to the receiver [232]. A parameter mismatch
between the oscillators on different sides of the communica-
tion channel for the stable operation of the information
transmission system (i.e., for achievement of complete
chaotic synchronization) should not exceed 3%. Long-
distance transmission of the signal created a risk of
synchronization destruction as a result of dispersion in the
fiber-optical communication channel (it amounted to
ÿ850 ps nmÿ1 in the experiment under consideration). For
this reason, signal feeding to the receiver was preceded by the
introduction of fiber-optical fragments with dispersion of
opposite sign at the output of the commercial fiber-optical
communication line to compensate for dispersive distortion
of the signal. Additional amplifiers (not shown in Fig. 19)
ensured the desired power.

Figure 20 presents the results of information transfer
using a system with electrooptical feedback based on the
nonlinear mixing of the information signal with the chaotic
one. The information message in the form of a pseudo-
random sequence of 27ÿ1 bits modulated the chaotic signal
as above (Fig. 19a). Figure 20a is an eye pattern (oscillogram
of the superposition of a large number of transmitted/
received bits) of information signal m�t� (top), transmitted

chaotic signal carrying an information message at the
transmitter output, and decoded message m�t� in the
receiver. The value of BER in this experimental scheme was
10ÿ7 at an information transmission rate of 3 Gb sÿ1. Similar
results were obtained using a scheme with parameter
modulation, but the information transmission rate was
almost thrice lower (� 1 Gb sÿ1) at the same BER value.

Bearing in mind the importance of the stability of chaotic
synchronization-based information transmission systems
under the effect of different factors, it appears appropriate
to discuss the quality of information transfer, which is
convenient to describe in this experiment by the bit error
rate at a varying rate of information transmission. Its
decrease lengthens the time needed to transfer a single bit
and thereby significantly facilitates the on-line diagnostics of
the receiver state for reliable reception of the message. The
authors of Ref. [232] carried out studies at different informa-
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tion transmission rates, from 0.1 to 2.4Gb sÿ1, for two lengths
of transmitted pseudorandom bit sequences: 27ÿ1 and
223ÿ1. Figure 20b shows the dependences of BER on the
information transmission rate using a scheme with parameter
modulation (Fig. 19b). Evidently, transmission quality
decreases with increasing transmission rate. The chaotic
signal is adequately encoded (see the curve marked by
diamonds), but the nonidentity of oscillators, noise in the
oscillators and communication channel begin to exert
destructive action and restrict the information transmission
rate. The error was unrelated to the distance over which the
data were transferred. It means that the main limitations on
the method dictated by the quality (i.e., high transmission
rate) requirement are related to the nonidentity of the
oscillators on opposite sides of the communication channel
and fluctuations in the oscillators.

The results obtained in Ref. [232] are of paramount
importance and open up good prospects for the application
of information transmission schemes using chaotic synchro-
nization in the optical range in modern information±tele-
communication systems. These studies were carried out based
on commercial telecommunication networks, which means
that practical application of the technologies of interest does
not require replacement of the existing equipment. A
disadvantage of these schemes is the relatively low rate of
data transmission; it is shared by all other similar secure data
transmission systems that depend on the achievement of
complete chaotic synchronization regimes highly sensitive to
the detuning of chaos oscillators on different sides of the
communication channel and noise always present in real
experiments.

8. Conclusions

The present review focused on secure communication
methods with the use of chaotic signals. These methods
employ different types of synchronous behavior of chaotic
systems, such as complete chaotic synchronization, phase
synchronization, generalized chaotic synchronization, or
several types of such behavior at a time (e.g., generalized
and complete synchronization). Each scheme displays specific
features, merits and demerits and operates on its own
principles. At the same time, most of them have common
drawbacks and share the difficulties of practical realization
arising from the necessity of (1) close identity between
oscillators on opposite sides of the communication channel,
(2) low robustness against intrachannel noise, and (3) rather
low degree of confidentiality.

Much attention was given to a method of secure
information transmission based on generalized chaotic
synchronization free of these disadvantages. All the methods
considered were compared by numerically simulating unidir-
ectionally coupled chaotic R�ossler systems selected for
transmitting and receiving oscillators

An analysis of the quantitative characteristics of the
operating capacity of secure communication systems
revealed that the method based on generalized chaotic
synchronization shows practically unlimited stability under
real conditions of noisy communication channels, in contrast
to all other schemes. Moreover, it is robust against
parameter mismatch between initially identical chaos oscil-
lators located on one side of the communication channel (an
important advantage) and against nonlinear distortions in
the channel.

This method opens up new opportunities for the experi-
mental realization of secure communication using chaotic
synchronization. The absence of many drawbacks inherent in
other secure communication techniques makes further
improvement of this method a challenging problem.

This review of the experimental realization of different
secure communication methods focuses on chaotic masking,
nonlinear mixing, and modulation of control parameters in
the radio frequency, microwave, and optical ranges. Pre-
liminary results of experimental studies on the generalized
chaotic synchronization regime in the microwave range are
presented.
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