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Abstract. Cluster temperature is an important material para-
meter essential to many physical and chemical processes invol-
ving clusters and cluster beams. Because of the diverse methods
by which clusters can be produced, excited, and stabilized, and
also because of the widely ranging values of atomic and mole-
cular binding energies (approximately from 10~> to 10 eV) and
numerous energy relaxation channels in clusters, cluster tem-
perature (internal energy) ranges from 10~ to about 10° K.
This paper reviews research on cluster temperature and de-
scribes methods for its measurement and stabilization. The role
of cluster temperature in and its influence on physical and
chemical processes is discussed. Results on the temperature
dependence of cluster properties are presented. The way in
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which cluster temperature relates to cluster structure and to
atomic and molecular interaction potentials in clusters is ad-
dressed. Methods for strong excitation of clusters and channels
for their energy relaxation are discussed. Some applications of
clusters and cluster beams are considered.

1. Introduction

Numerous studies of cluster beams are currently underway
(see, e.g., monographs and volumes of collected papers [1—
21] and reviews [22 —73]). The heightened attention to clusters
arises from concomitant dimensional effects. Clusters make
up an intermediate link between individual elementary
particles (atoms and molecules) and bulk liquids or solids.
Due to the discrete structure of energy levels and a high
surface-to-volume ratio, their properties are different from
the properties of their constituent elements and bulk matter.
For this reason, clusters are frequently referred to as ‘a new
phase of matter’ [1].

Studies of cluster structure and dynamics are expected to
help establish the lower limit for the number of particles at
which the physical properties of bulk matter become
apparent. Some authors have determined the number of
molecules starting from which clusters exhibit certain char-
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acteristics of a macroscopic substance. Specifically, it has
been shown that the superfluidity of helium nanodroplets
(clusters) [74] first manifests itself when the number of
particles in a cluster is N = 60—100 [63, 67, 75—80]. Others
have found the approximate number of particles in a cluster at
which its structure and selected properties begin to resemble
those of macroscopic matter (see Sections 2 and 3). But in the
majority of cases, the limiting number of particles is an
arbitrary quantity, because different properties of liquids or
solids become apparent in clusters containing different
numbers of particles.

Scientists appear to be increasingly interested in clusters
and cluster beams in connection with the rapid development
of nanotechnologies [81 —83], a relatively new area of research
having important practical implications. Cluster beams are
used in micro- and nanotechnologies to manufacture thin
films, produce novel materials, and treat surfaces [1 -3, 7, 51,
68, 70]. Cluster beams are equally interesting from the
standpoint of investigation of cluster properties and pro-
cesses involving clusters.

Clusters containing N > 10 particles are termed nano-
particles. Close links between clusters and other nanoobjects
are also underscored by the possibility of characterizing the
electron properties and electric conductivity of small-size
objects (e.g., nanowires and nanocontacts), which, like
clusters, have a high surface-to-volume ratio in the frame-
work of theoretical models and approaches used to describe
clusters [84].

Developments in cluster science has given rise to a large
number of interesting and practically important lines of
investigations, such as the excitation of large van der Waals
clusters by superstrong ultrashort laser pulses [85—111] and
its use for the generation of X-ray radiation [92—103] and
neutrons [104—111]; interaction of high-energy clusters and
cluster ions between themselves and with solid surfaces [43,
70]; application of these interactions to nuclear synthesis
[119—-126] and initiation of chemical reactions [127—146];
film spattering [7, 51, 147—173]; and manufacturing new
materials [159—177] and finishing their surfaces [178 —196]
with cluster beams. Studies of fullerenes or carbon clusters
with a closed structure [11, 17, 31, 34, 45—48] and carbon
nanotubes[16, 40, 49, 58, 73] have equally important practical
implications. It is noteworthy that a group of scientists
(R E Smalley, R F Curl, and H Kroto) were awarded the
1996 Nobel Prize in chemistry for the discovery of and
research on fullerenes [45—47].

The many lines of cluster studies are highlighted in
numerous monographs and reviews [1—73]. They include
investigations of gas condensation processes and cluster
beam generation [24—27, 54], the structure and dynamics of
small loosely bound van der Waals complexes [27, 29, 32, 33,
36] and metal clusters [28], and the physics of small metal
clusters [30]. Paper [35] considers the energy structure and
quantum effects in large semiconducting clusters (semicon-
ducting nanocrystals). Paper [37] is devoted to the structure,
energy characteristics, and dynamics of clusters and cluster
ions. Many papers review data on fullerenes[11, 17, 31, 34, 48,
49] (see also [45—47]) and carbon [11, 16, 17, 31, 34, 49] and
the carbon nanotube [16, 40, 50, 58, 73] structure. The use of
cluster beams in high-energy physics (proton scattering
experiments) is considered in [42]. The authors of [39] (see
also [43, 44]) discuss applications of clusters in femtochem-
istry. Reviews [52—57] deal with problems related to the
excitation of cluster beams by superstrong ultrashort laser

pulses and the use of laser-excited clusters to generate X-ray
radiation and neutrons. References [52—57] overview the
structure and properties of superfluid helium nanodroplets
(clusters) along with spectroscopic characteristics of mole-
cules and clusters embedded in helium droplets [61—63, 66,
67]. Final results of recent studies on surface treatment by
gaseous ion cluster beams are reported in [68]. Phase
transition in clusters are analyzed in [69], and extreme
processes induced by collisions of clusters with solid surfaces
are considered in [70]. Recent review papers [71, 72] report
results of research on ‘nanoscopic’ superfluidity of small
helium and hydrogen clusters [71] and discuss the possibility
of selecting between molecules embedded in superfluid
helium nanodroplets (clusters) [72].

This review is focused on the results of investigations on
cluster temperature and its influence on cluster properties and
physicochemical processes involving clusters and cluster
beams. It includes an analysis of research on cluster
temperature and describes methods for its measurement and
stabilization. The temperature dependence of cluster proper-
ties is considered. The mode in which cluster temperature
relates to cluster structure and to atomic and molecular
potentials in clusters is addressed. Methods for the strong
excitation of clusters and their energy relaxation channels are
discussed. Some applications of clusters and cluster beams are
illustrated.

The review is organized as follows. In Section 2, we define
the cluster temperature (internal energy) and analyze its
influence on the parameters of clusters and processes with
their participation. Results of the studies on temperature
dependence of polarizability and magnetic moments for metal
clusters are presented. Experimental measurements and
theoretical calculations of polarizability are shown to be
significantly different; the inner cluster temperature must be
taken into account to correlate them. The influence of
temperature on the cluster photoionization potential and
optical properties is analyzed. The temperature dependence
of other cluster properties and processes is discussed.

In Section 3, we consider the phasic states of van der
Waals and metal clusters and the structure and temperature
of clusters in molecular beams. We show the effect of
temperature variations on cluster phase and structure.
Temperature-dependent structural changes in van der Waals
clusters and neutral and charged carbon and water clusters
are addressed. The relation between the cluster temperature
and the binding energy of constituent atoms and molecules is
considered.

Methods for the excitation, measurement, and stabiliza-
tion of the temperature of clusters are described in Section 4.
The section contains results of experiments on laser excitation
of metal and carbon clusters (fullerenes) and an estimation of
cluster temperature from emission spectra in the visible and
ultraviolet (UV) regions. Similar results on the excitation of
carbon clusters by electron impact are briefly discussed. Data
on energy relaxation channels in strongly heated clusters are
presented along with experimental measurements and theore-
tical calculations for the stabilization of cluster temperature
by collisions with inert gas atoms. We show that the cluster
temperature can be stabilized by depositing clusters on a solid
surface. Application of strongly heated clusters in cluster light
sources is discussed; cluster temperatures in such sources are
reported. A method for determining the temperature of
intracluster molecules from infrared (IR) absorption spectra
is described. Spectroscopically measured temperatures of
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large (N > 10%) superfluid helium clusters (nanodroplets) are
presented. Methods for the measurement of cluster tempera-
ture and melting heat are considered.

Results of investigations on the stabilization of cluster
temperature by evaporation are discussed in Section 5. The
notion of an ‘evaporative ensemble’ is introduced to
consider the association between canonical and microcano-
nical monomolecular reaction (cluster evaporation) rates.
The relation between cluster temperature and evaporation
heat is analyzed. The analysis is supplemented by relevant
notes on the characteristics of the ‘evaporative ensemble.’
Data on the cluster and cluster ion evaporation rates are
briefly discussed.

Analysis of cluster excitation resulting from cluster
collisions with a solid surface is presented in Section 6
including characteristics of this process and the concomitant
accumulation of energy by excited clusters. Collisions of high-
energy clusters and cluster ions with solid surfaces inside a
cluster and in the collision zone are shown to lead to
anomalously high temperature, density, and pressure accom-
panied by generation of microshock waves. Physico-chemical
processes induced in the clusters and in the zone of collisions
under these extreme conditions (ionization, emission of light
and charged particles, fragmentation, breakup and formation
of chemical bonds, generation of microshock waves, nuclear
synthesis, bombardment of the surface) do not occur in
thermal equilibrium. The outcomes and possible implica-
tions of these processes are briefly discussed.

In Section 7, we present data on the strong heating of van
der Waals clusters by superpower ultrashort laser pulses, the
excitation of clusters and ions by laser light, induced
Coulomb and hydrodynamic explosions, and the electron
and ion temperature of clusters obtained in such experiments.
The generation of X-ray radiation and neutrons is considered
with reference to differences and similarities of cluster
excitation upon collision with a surface or under the effect
of superstrong ultrashort laser pulses. The closing Section 8§
summarizes the most important results of the studies being
reviewed and prospects of further research.

2. Cluster temperature and its influence on
cluster properties and processes

Before considering cluster temperature and its effects, we
recall that clusters are aggregates containing somewhere
between a few and millions of atoms and molecules held
together by a variety of bonds with energies from tenths of
an electronvolt to several electronvolts [1]. The difference
between atomic binding energies inside clusters is illustrated
by the following example. The binding energy Ep in helium
clusters “Hey (nanodroplets) is Ep < 7.2 K [77] (< 1073 eV)
compared with 1.1 mK (= 1077 eV) in “He, dimers [197].
The binding energy of atoms in clusters of metals, carbon,
and other refractory materials ranges from roughly 1 eV to
10 eV.

Clusters can be obtained in a variety of ways. Clusters and
cluster beams are usually formed in supersonic gas-dynamic
jets; metal clusters are generated by laser light. Other common
methods include gas aggregation, surface erosion, spraying,
laser ablation, pulsed arc discharge, and plasma-based
techniques [1 -3, 12, 26, 54]. All these methods for cluster
and cluster beam production and investigation are compre-
hensively considered in the wonderful book by Pauly [1] and
review papers [22, 26, 30, 54, 70, 198 —200].

2.1 Cluster temperature

The internal temperature of a cluster is a function of the
energy of random motion of its constituent atoms or
molecules relative to the center of mass. When the cluster
rotational and translational degrees of freedom are ‘frozen,’
its internal temperature is given by

3N N m; (Uc.m. — ’Uj)z
TkBTCI = <;f>’

where m; and v; are the mass and velocity of the constituent
atoms (molecules), v, . is the center-of-masses velocity, N is
the number of particles in the cluster, and kg is the Boltzmann
constant.

Relation (2.1) is the kinetic definition of the cluster
temperature. The cluster temperature can also be represented
as a thermodynamic quantity,

dE
ds”’
where E and S are the total internal energy and entropy of the
cluster. Temperatures given by Eqns (2.1) and (2.2) are,
generally speaking, different quantities, and this may have
important implications (see, e.g., [69] and the references
therein). In the thermodynamic consideration of clusters,
not only the energy of thermal motion of their atoms but
also the potential energy of interatomic interactions including
the configuration excitation energy is taken into account. For
a cluster of N atoms with pair interaction,

m dri\?
E=U+K=> u(ry))+> (—> :
iJ 2 i dr

where U is the total potential energy, K is the total kinetic
energy of atoms, u(r;;) is the interaction potential of two
atoms separated by the distance r;; = r; — r;, where r; and r;
are the atom coordinates, and m is the atomic mass. In this
case, the cluster entropy S is given by the general expression
[201]

(2.1)

Ty = (22)

(2.3)

S=—(InP)==>Y Pilnp, (2.4)
1
where the index i characterizes the state of the cluster and P; is
the probability of its being in this state (3}, P; =1). By
configuration excitation, we mean transitions from the
cluster ground state to the local minima on the multidimen-
sional surface of potential energy. Specifically, configuration
excitation is responsible for variations in the cluster structure
and aggregate state [69].

Because a cluster exists near a certain minimum of the
potential energy surface longer than the characteristic time of
atomic vibrations (= 1074 s) [202], the energies of thermal
and configuration excitations can be separated. This permits
studying atomic dynamics in the cluster [69, 203]. Only the
configuration component of the cluster energy is retained at
zero temperature; it corresponds to cluster excitation with
respect to the global minimum of the potential energy surface.
Conversely, at high temperatures, the kinetic energy of
atomic motion can be significantly higher than the configura-
tion excitation energy.

We note that the thermodynamic definition of the cluster
temperature is more accurate and comprehensive. The
thermodynamic consideration of clusters with their overall
internal energy and entropy taken into account allows
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describing many processes associated with structural transi-
tions; also, it provides a deeper insight into the physics of
phase transitions in clusters [69, 203]. For example, the
thermodynamic consideration was used to predict negative
heat capacity of a cluster near the melting point [204—208].
The negative heat capacity of clusters was observed experi-
mentally in [209—-211] (see also Section 4.7).

Cluster temperature varies over a wide range depending
on the type (composition) of the cluster and the mode of its
formation and stabilization. For example, the temperature of
its 3He and “He clusters stabilized by evaporation equals 0.15
and 0.38 K, respectively [212, 213]. The temperature of noble
gases formed in molecular beams or by aggregation is, as a
rule, dozens of degrees Kelvin. Molecular clusters (including
clusters with a hydrogen bond) have a temperature from
dozens to hundreds of degrees Kelvin. The temperature of
metal and carbon clusters (including fullerenes) may be as
high as 4000 K; it reaches 4500—5000 K for refractory
materials. The cluster temperature may increase consider-
ably as a result of excitation, e.g., by electron impact [214—
218], energetic ions [219], laser radiation [220-—223] and
superstrong ultrashort laser pulses [85—93], and collisions of
high-energy clusters and cluster ions with a strong surface [43,
70] or between themselves in crossed beams [112—118]. For
example, the electron and ion temperature in clusters excited
by femtosecond laser pulses or by collisions with a solid
surface may reach dozens and hundreds of electronvolts [52 —
57, 70]. In equilibrium, the upper limiting temperature of a
cluster is given by the boiling point of its material. In other
words, the equilibrium temperature in clusters of refractory
materials varies over a wide range, whereas the temperature
of molecular clusters changes less noticeably and that of
helium clusters varies within an even narrower range.

The internal temperature of large clusters can be deduced
from electron diffraction measurements. The intersection of
an electron beam and a cluster beam produces diffraction
rings [224]. The diameters of the rings give lattice parameters
that can be used to determine the lattice temperature by
comparison with the relevant data for bulk matter (taking
cluster dimensional effects into account). However, this
method is applicable only to clusters that crystallize into the
same phase as the bulk substance. It can be used to determine
the temperature of inert gas clusters when each of them
contains at least 10° atoms, because smaller clusters have an
icosahedral rather than crystalline structure (see Section 3.2).

Experimental data suggest that the internal temperature
of large clusters formed in nozzle sources in the absence of a
carrier gas is virtually independent of the conditions under
which they are produced, such as the gas temperature and the
pressure inside the source. Temperatures of large clusters are
actually characteristic temperatures of the materials of which
the clusters are composed.

It is possible to estimate the cluster temperature as
described in [225, 226]. The lifetime t of an atom on the
cluster surface with a temperature T, is given by the well-
known expression [227]

AE;
T =Tp eXp oTa )

where 7 is the atomic vibration period on the surface and AE;
is the sublimation or vaporization heat. Cooling of large
clusters as a result of evaporation in a high vacuum is
completed within at least 1073 s. This time is comparable
with the time of flight from the source to the electron beam

(2.5)
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Figure 1. Internal temperatures of clusters formed during pure (undoped)
gas expansion calculated by formula (2.6), depending on sublimation heat
(solid line). Also shown are experimentally obtained cluster temperatures
[224] (black dots), melting temperatures Ty, of bulk substances (white
dots), and low melting temperatures of inert gas clusters containing 1000
atoms [225] (dashed line).

scanning the clusters. The atom stays on the cluster surface
for approximately 1072—1073 s, i.e., as long as the time of
flight or slightly longer [225]. Using a typical value 10~'2 s for
the atomic vibration period 1y and 1072 s for the atom’s
lifetime on the cluster surface, it is possible to calculate the
internal temperature of the cluster:

Ty = (10kg In10) "' AE; . (2.6)

Figure 1 presents the internal temperature of van der Waals
clusters of noble gas atoms as a function of sublimation heat
for bulk matter [225]. It can be seen that relation (2.6)
describes experimental results fairly well.

2.2 Temperature dependence of cluster polarizability
Elucidation of the electric, magnetic, and optical properties of
clusters is of great interest for the explanation of dimensional
effects upon transition from individual particles to bulk
matter and for the use of clusters to manufacture thin films
and new nanostructural materials with specific properties
(see, e.g., [1, 54, 68, 70, 164, 168] and the references therein).

2.2.1 Method for the measurement of cluster polarizability. The
measurement of cluster polarizability is one of the few direct
methods for the determination of cluster parameters [228]. In
this method, a collimated cluster beam passes through a non-
uniform electric field created by two curved planes. The
typical value of the field strength E is about 10° V cm~!; the
gradients d£/dz are of the order of 10° V cm™2. The electric
field produces an electric dipole moment in the cluster, while
the field strength gradient acts on the dipole normally to its
motion. In other words, clusters are deviated by the gradient.
The force acting on the cluster (hence, its polarizability «) can
be found from the degree of displacement d and the cluster
velocity v [30]:

oE dE

Ry s
Mv? dz’

(2.7)
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where M is the cluster mass and K is a constant dependent on
the geometry of the experiment. The deviation is normally
small (fractions of a millimeter) and can be measured by
positionally sensitive detectors, i.e., by transversely scanning
the beam through a narrow slot in front of the receiver. This
method measures the intensity of the cluster beam passing
through the slot.

2.2.2 Results of polarizability studies. The majority of
polarizability studies have used sodium clusters. Sodium
being a simple metal, the size dependence of many clusters is
not complicated by the interplay between valence electrons as
in more complex chemical elements. Atomic clusters of alkali
elements are the most polarizable particles [229]. The
statistical electric polarizability of such clusters in the
presence of N free valence electrons delocalized outside an
ion cage of radius Ry is given by ay = (Ry + ) [30, 229].
For a neutral spherical cluster with a filled electron shell, the
radius Ry = r,N'/3, where r, is the Seitz—Wigner radius and
0 is the size of the electron cloud outside the ion boundary.
For sodium, r, ~ 2.1 Aand é ~ 1.3 A[229]. Thus, oy exceeds
even the standard polarizability « = R> of an ideally con-
ducting sphere.

The authors of [230] were the first to measure polariz-
ability of sodium and potassium clusters. They experimentally
observed three characteristic features: (1) polarizability per
atom gradually decreases with the cluster size from a value
characteristic of a single atom to that of a macroscopic
substance; (2) the curve showing the dependence of polariz-
ability on the number N of atoms in the cluster exhibits well-
apparent ‘dips’ at the ‘magic’ numbers 2, 8, and 18,
corresponding to the filled s-, p-, and d-electron shells; (3)
the cluster size dependence of polarizability contains an
additional structural component, usually attributed to the
detailed cluster structure.

Subsequently, numerous calculations have been made in
order to understand and explain these experimental results
[231-234]. All computed values proved lower than experi-
mental ones (Fig. 2a). Only a rigorous calculation of the
structure and polarizability of sodium clusters based on the
density functional revealed [235] that the discrepancy between
theoretical and experimental findings resulted first and
foremost from theorists’ disregarding temperature effects on
the cluster structure. It was shown that temperature affects
the structure of clusters and thus contributes to their
polarizability. Taking the real cluster temperature into
account substantially decreases the discrepancy between
theory and experiment (Fig. 2a).

Many experiments and calculations [30, 229—-236] have
demonstrated that the polarizability of small (N < 10) metal
clusters (Liy, Nay, Ky, Aly) is substantially higher
(approximately 1.5—2-fold) than that of macroscopic
matter. Polarizability per atom decreases as the number of
atoms in the cluster increases; it is much greater (10—15%)
for ‘hot’ clusters. The influence of cluster temperature on
polarizability was also observed in large (N < 93) sodium
clusters [229]. In this study, clusters formed as the vapor
expanded at the nozzle outlet. The polarizability of large
clusters decreased with their size but remained higher than
for macroscopic substances. It correlated with the structure
of the electron shell. Polarizability was susceptible to the
vapor temperature above the nozzle, which reflected its
dependence on the internal cluster temperature. Thus,
enhancement of polarizability with increasing temperature
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Figure 2. (a) Polarizability of sodium clusters: squares, experimental data
[230]; circles, calculated values at T = 0 K; asterisks, calculated values at
T =750 K [235]. (b) Average interatomic distance in units of the Bohr
radius ap at different temperatures for Nag and Najo clusters. Straight
lines, linear approximations to the data obtained (see the text). Note the
difference between the line slopes for the two clusters [236].

is frequently associated with structural changes in the
cluster.

There is one more phenomenon behind the temperature
dependence of cluster polarizability. As shown in [236], such a
dependence for small metal clusters is related to an increase in
the cluster size. In that work, the molecular dynamics method
was used to calculate linear expansion coefficients f§ for Nay
clusters (8 < N < 40) and for Aly, Alj5, and Al clusters. The
parameter f is well known for macroscopic matter:

1 dl
S dT’
where / is the measure of length and T is the temperature.
For crystalline sodium at room temperature and for
aluminum, f=71x 10K~ and f=23.6x107% K,
respectively [237]. It has been unknown until recently how
small systems undergo thermal expansion. At first sight, it is
unclear how the expansion coefficient can be measured in
small clusters. The value of the lattice constant may serve as a

(2.8)
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measure of length / for bulk matter, but the choice of / in the
case of clusters is not equally evident and straightforward,
because objects of different geometry need to be compared.
Such a situation occurs in metal clusters, where a large
number of different isomers arise at increased temperature.

The measure of length in [236] was the mean interatomic
distance

| N
Imiad = NN=1) Z IR; — Ry,

ij=1

(2.9)

where R; is the position of the ith atom in the cluster.
Evidently, /yi,q 1S @ measure of an average ‘extension’ of the
cluster ionic structure. This quantity was computed for all
cluster configurations in the framework of the model used in
[236]. We here cite the most important results without going
into the particulars of the method. Figure 2 shows changes in
Imiag With varying temperature for Nag and Najo clusters.
Both dependences exhibit marked fluctuations, as should be
expected in the case of small systems. However, the general
trend toward the linear increase in /g With increasing the
temperature is fairly well apparent.

Similar results were obtained for aluminum clusters.
Thermal expansion in clusters was manifest more readily
than in bulk matter. Static electric polarizability of clusters
whose shape is given by the structure of their electron shell
was found to be linearly dependent on the average intera-
tomic distance. Therefore, thermal expansion leads to higher
static electric polarizability. The authors of [236] also showed
that theoretical results may agree fairly well with experi-
mental findings if proper account is taken of the aforemen-
tioned temperature effect.

To conclude this section, we note that recent works [238,
329] have revealed electric and magnetic moments in niobium
clusters Nby, as well as their temperature dependence. The
temperature of cluster transition to the segnetoelectric state
decreased with increasing the cluster size from TG(11) =
110 K to T(100) ~ 10 K. For comparison, the temperature
of transition to the superconducting state was T,(oc0) = 9.5 K
for bulk matter. The authors of [238, 239] related the
temperature dependence of cluster segnetoelectric properties
to the emergence of superconductivity [240, 241]. The data
obtained and the conclusion drawn by the researchers are of
interest for understanding the mechanisms of superconduc-
tivity in small systems [242]. However, further studies [243 —
245] (see also [246]) have demonstrated that the temperature
dependence of the electric dipole moment may have a
different origin, even if it is actually related to the structural
asymmetry in homonuclear Nby clusters. Calculations of
cluster deflection in a beam [243] suggest that thermal
averaging due to cluster rotation may have an appreciable
effect on experimentally measured moments. At the same
time, detailed analysis of experimental data in [238, 239]
indicates [247] that the dipole moment in small niobium
clusters at low temperature is apparent by virtue of the
unusual segnetoelectric properties of the clusters. Evidently,
further studies are needed to resolve the problem.

2.3 Influence of temperature on the magnetic moment of
clusters

The study of the magnetic properties of small-size metal
clusters is of interest in view of their possible use in creating
mini-systems with large memory reserves [248]. Ferromagnet-
ism is due to the spontaneous mutual orientation of magnetic

moments. This phenomenon, underlain by electron—electron
interactions in the conductivity region, received a fairly good
explanation in the case of bulk matter [249, 250]. But
ferromagnetism in small-size systems, such as thin films and
small particles or clusters, is poorly known. How the
ferromagnetic properties of particles are related to the
number of their constituent atoms, from a single atom to
bulk matter, remains to be elucidated.

In a magnetic field B, the magnetic moment p of a one-
domain particle tends to be oriented parallel to the field. This
trend is, however, antagonized by thermal motion; as a result,
the degree of magnetization M in equilibrium is related to
both the temperature and the field strength as M =
uL[uB/(kgT)], where L(x) = coth (x) — 1/x is the Lange-
vin function [250]. By definition, M = |uB|/B is equal to the
mean projection of the moment on the direction of the
magnetic field. For low argument values, this relation is
simplified:

2
u-B
M= .
3kgT

(2.10)

In this model, particles are assumed to be paramagnetic and
have large magnetic moments, i.e., superparamagnetic [251].
This means that a large moment is created by a ferromagnetic
array of moments g of individual atoms, and hence u ~ Ny,
at low temperatures [251], where N is the number of atomsin a
particle. However, u also depends on temperature and tends
to vanish when it increases.

The magnetization of a cluster is related to its deflection d
in the magnetic field as

dB M

d=K— ——
dz Nmgv?’

(2.11)
where v and Nmiy are the cluster velocity and mass, K is a
constant, and dB/ dz is the magnetic field gradient. For this
reason, the method of Stern and Gerlach for particle
deflection in the magnetic field is usually employed to
measure magnetic moments [252 —257].

Most studies of temperature effects on cluster magnetic
moments have been conducted with ferromagnetic clusters of
transition metals Fey, Coy, and Niy [253 —259] (see also [260,
261]). It is worthwhile to note that measurements of magnetic
moments depending on the cluster size and temperature are
not as unambiguous and definite as the results of polariz-
ability estimation. Nevertheless, the common trends of these
dependences are fairly well known. For example [256, 257],
the magnetic moment of clusters containing up to several
hundred atoms (N < 200—500) is higher than the bulk value
(Fig. 3). The magnetic moment per atom is largest in small-
size clusters (N < 20) at low temperature (7 < 100 K) and
decreases as they increase to the size of a bulk solid. Magnetic
moments of small (N < 20) Niy, Coy, and Fey clusters at low
temperature are roughly 1.1 ug, 2.4 ug, and 3.0 up, respec-
tively, compared with 0.6 ug, 1.72 ug, and 2.2 up in bulk
matter (see Fig. 3). As the temperature increases to 500—
600 K, the magnetic moment per atom in clusters Niy and
Coy at N < 100 decreases to the value for a bulk solid. The
temperature dependence for iron clusters shows anomalies
most probably resulting from the diversity of the magnetic
properties of this metal [257].

In-depth studies of magnetic moments in iron clusters are
reported in [253, 256, 257]. They included the measurement of
magnetic moments u(N) in a molecular beam in the



April 2008 Cluster temperature. Methods for its measurement and stabilization 325
1.2 Fig. 3). For example, the magnetic moment in clusters
Feso_¢o decreases from 3up at 7=120 K to 1.53 up at
10 T =800 K and for clusters Fesopo_c00, it decreases from
' about 22pug at T=120 K to 0.4pug at T=600 K. The
5? decrease in u with increasing the temperature can be
£ 08 accounted for by thermal disturbance of mutual spin
£ orientation [250, 262]. The magnetic moment totally disap-
E 06 pears at the Curie temperature 7¢ = 1043 K for bulk matter.
3 Also, it follows from Fig. 3 (see the values at 7= 120 K) that
& the magnetic moment decreases as the cluster size approaches
Z 04 that of a bulk solid, y = 2.2 g (at T = 0).
£ Interesting results were recently reported in [263]. The
< authors studied the magnetic properties of small undoped
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Figure 3. Average magnetic moment as a function of cluster temperature
for clusters Niy (a), Coy (b), and Fey (c) of different sizes. Magnetization
saturation curves for bulk substances are presented for comparison
(dashed lines). Curves H1 and H2 in Fig. (a) are plotted based on model
calculations for clusters of 128 and 1024 atoms, respectively (from [256]).

temperature range 100 to 1000 K. The magnetic moment
1 (25 < N < 130) at 120 K was found to be 3 pp per atom and
decreased with increasing the cluster size to its value in a
macroscopic substance (approximately 2.2 ug per atom at
N =~ 500). For all the examined clusters containing
25 < N < 700 atoms, the magnetic moment decreased with
increasing the temperature to an almost constant value
observed at a certain temperature above T.(N). For exam-
ple, T.(130) and T,(550) were respectively around 700 K and
550 K, to be compared with T. = 1043 K for bulk matter.

It was also shown [253, 256, 257] that u decreases as the
temperature increases, regardless of the cluster size (see

cobalt clusters Coy (N =7-32) and benzene-doped
Con(CsDg),, in the temperature range 54—150 K. They
observed that part of the clusters showed no supermagnetic
properties at 7 < 100 K; their spins were blocked and the
magnetic moment was only 1 pg per atom. In the super-
magnetic regime (at 7= 150 K), the magnetic moments of
Co24 and Coj¢ clusters were 1.96 up and 2.53 uy, respectively,
i.e., much higher than in the bulk solid (1.72 up). It was also
shown that cobalt clusters containing a layer of adsorbed
benzene molecules have a significantly smaller magnetic
moment than undoped clusters. Doped and undoped clusters
differ 2—5-fold in terms of magnetic moments per atom,
depending on size.

To conclude this section, we note that studies on electric
and magnetic moments of clusters have become especially
important in connection with the development of spintronics,
a new science of purpose-oriented electron spin control. The
knowledge of cluster moments and their dynamics is para-
mount for the creation of fast-acting electronic devices
operated in the nanometer range. Of special interest in this
context are the results of a recent study [264] showing that
small (N < 100) magnetic clusters inserted into a metal matrix
are capable of a huge magnetic response (in excess of 500%)
at low temperature. According to the authors, such a
pronounced reaction is based on the electron spin mixing
mechanism.

2.4 Temperature dependence of the cluster ionization
potential

The ionization potential (IP) or, to be precise, the adiabatic
ionization potential (AIP) of a cluster corresponds to the
difference between the energies of neutral and ionized clusters
in the electron ground state [30]. AIP values are derived from
photoionization measurements. If a cluster is assumed to be
initially in the ground state and zero nuclear oscillations are
neglected, a lowest-energy photon capable of cluster ioniza-
tion corresponds to the vertical ionization potential (VIP)
(Fig. 4).

The geometries of a neutral cluster and a cluster ion in the
ground state are normally different, and hence the former
appear in the excited vibrational state. Therefore, photo-
ionization measurements of an initially cold cluster give the
vertical rather than adiabatic ionization potential. For large
clusters, differences in the geometry of neutral clusters and
ions are insignificant, accounting for the actually identical
adiabatic and vertical the potentials. For small clusters, the
difference between the potentials may be appreciably large.

Practical measurements are frequently made on hot
clusters, which accounts for the relatively smooth ionization
threshold. It requires a thorough analysis of the measure-
ments in order to determine vertical and adiabatic ionization
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Figure 4. Diagram of the photoionization process Nag — Nag +¢. The
total cluster energy in the ground state was measured using the ellipsoid
shell model; the ionization state is presented as a function of the long
cluster axis R.. Temperature fluctuations in the shape in the ground state
account for the widened band of excited vibrational states; hence, wide
temperature ‘tails’ in the photoionization spectra. AIP, adiabatic ioniza-
tion potential; VIP, vertical ionization potential [30].

potentials (see, e.g., [30]). For example, the process of
ionization of cluster Nag is illustrated in Fig. 4, where all
energy parameters for a neutral cluster and its ion are
presented with respect to the shape of the potential. The
large difference between the shapes of potentials is typical of
small clusters [30]. In accordance with the Franck — Condon
principle, the most probable electron transitions are those
that occur without a change of geometry. These are vertical
transitions, and the energy needed for them is also shown in
Fig. 4. On the other hand, the AIP corresponds to transitions
from the ground state of a neutral cluster to that of its ion.
Such transitions are unlikely when the difference between the
potentials is large and the cluster is cold.

The minimal photon energy necessary for cluster ioniza-
tion decreases at nonzero initial temperatures, leading to the
appearance of temperature ‘tails’ in the curves (spectra)
describing the effectiveness of photoionization. Hot clusters
produce oscillating efficiency curves. The magnitude of
oscillations depends on the location of the points of return
of a neutral cluster at a given temperature at which the cluster
potential energy equals kg7 [30]. The temperature width of
the ionization transition is estimated as the difference between
the energies of vertical ionization transitions at two return
points. For example, the width of the temperature ‘tail’ in the
case of cluster Nag (see Fig. 4) is around 0.3 eV for
kgT = 0.03 eV (= 300 K). We note that this value is approxi-
mately one order of magnitude higher than kg7. Such a
substantial increase is due to the large difference in the
potential shape between neutral clusters and ions, as well as
to the ‘friability’ of the clusters, which leads to marked

oscillations even at relatively low temperatures. Although
this picture is only a broad outline, it allows sound estimation
of the above effect. Other temperature effects include thermal
smearing of electron states, most pronounced when the
energy gaps are comparable with kg7, as is the case with
large clusters. We note that in the general case, the difference
between the VIP and AIP decreases as the cluster size
increases. To conclude, hot clusters produce temperature
tails in ionization spectra that are much wider than kgT,
while the shape of the spectra near the threshold strongly
depends on the cluster temperature.

2.5 Temperature effects on cluster optical properties

The temperature dependence of cluster optical properties
[265—274] is largely due to two main factors, changes of the
cluster structure and the phase state. Monte Carlo calcula-
tions of absorption cross sections of sodium clusters Nag [265]
indicate that the equilibrium cluster structure corresponds to
the symmetry group D»4. The photoabsorption cross section
for this geometry is characterized by two peaks separated by
an energy gap of approximately 200 meV (Fig. 5a). The
absorption cross section is strongly dependent on the cluster
vibrational temperature. The two-peak structure is retained
up to 100 K. It changes at higher temperatures, as the new
phase space gradually opens, and turns into a spectrum
showing a single broad asymmetric peak above the melting
point. This situation is in excellent agreement with experi-
mental data obtained at the same temperature (Fig. 5b). The
melting temperature of small clusters is much lower than that
of a bulk solid [275—277] (see Section 4.7).

A strong temperature dependence of a photoabsorption
cross section was also reported for cluster ions Na}, in [266]
(N=4,7,11)and [267] (N =9, 21, 41). The authors of [266]
observed six separate absorption bands produced by cold
cluster ions Na/, (7'~ 35 K). They interpreted these lines as
individual transitions between electron states of the Naf
molecule. At high temperatures (7" > 380 K), when clusters
become liquid, the spectrum contains two broad peaks. Their
energy position for clusters with N > 7 is fairly well explained
in the framework of a model in which almost all free electrons
oscillate in a spherical container. In Ref. [267], wide single
peaks were found at a high cluster temperature (7 > 300 K);
much narrower lines were recorded at 7= 130 K. At low
temperatures, molecules of Nag" produced two absorption
peaks separated by the energy interval 275 meV.

The solid-to-liquid phase transition was deduced from the
optical spectra of C¢Dg-doped argon clusters in [268]. Tt was
shown that clusters of solid and liquid phases coexisted in the
beam within a certain temperature range; some clusters were
solid and others liquid. This conclusion was drawn from the
presence of two differently shaped lines corresponding to the
absorption by solid and liquid phases at 257.7—258.0 nm in
the spectrum of dopant C¢Dg molecules. The integral line
intensity was used to determine the relative amount of clusters
in liquid and solid states. We emphasize that experiments of
this type directly confirm theoretical predictions (based on the
quantum-statistical analysis of cluster properties) of two
different temperatures, the melting and crystallization tem-
peratures, with a well apparent region between them where the
two phases coexist [69, 278 —280]; in this respect, clusters differ
from macroscopic substances. This phenomenon is underlain
by configuration (structural) transitions in clusters [69, 280].

Temperature-dependent variations of cluster absorption
spectra may be used to determine the temperature of
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Figure 5. Photoionization cross section of Nag clusters (a) at three different vibrational temperatures indicated in the figure and (b) at 7= 300 K: the
theoretical curve and experimental data (circles) obtained at the same temperature in [274]; the theoretical curve is normalized for the computation results
to correlate with experimental findings (from [265]). (c) Optical spectra of cluster ion Naf; at different temperatures [266].

structural transitions. Analysis of vibrational predissocia-
tion spectra of protonated methanol clusters H*(CH3O0H),
and H*(CH30H); in [270] and their comparison with ab
initio computed spectra allowed determining the tempera-
ture of cluster transition (7 = 190 K) from one isomeric
configuration to another. The clusters formed in a mole-
cular beam; their vibrational temperature was 200 + 20 K
[271]. Calculations showed that the redundant proton in these
clusters was either localized on one methanol molecule (in the
case of cyclic tetramer and linear pentamer) or delocalized
between two neighbor molecules, to either of which it was
bound with equal probability (in the case of a linear tetramer
and a cyclic pentamer). Both cyclic and linear configurations
were documented for protonated pentamers of methanol; the
isomeric transition between these two structures via a
rearrangement of hydrogen bonds occurred at the cluster
temperature 190 K. Such a unique behavior of proton
delocalization was deduced from vibrational predissocia-
tion spectra of a cyclic methanol pentamer in the absorp-
tion region for a free OH-stretch (frequency near
3647 cm™!) and hydrogen-linked OH-stretches (3448 and
3461 cm™!). The authors hypothesized [271] that the proton
transfer mechanism included sequential breakage and
transformation of hydrogen bonds inside the cluster. This
mechanism might be closely related to the unusually high
proton mobility in liquid methanol. A similar effect of
proton delocalization was observed in water clusters [272]
when analyzing vibrational predissociation spectra of
protonated H" (H,O),_.

2.6 The effect of internal temperature on other cluster
properties

Internal temperature affects many other properties of clusters
and processes with their participation [281, 282]. In particu-
lar, it plays an important role in charge transfer during
collisions of metal cluster ions with atoms of metals [283,
284]. Charge transfer is known to underlie many chemical
reactions. As the charge is transferred between a cluster and
an atom, the former passes to an excited electronic state
owing to the collision energy; this leads to evaporation
(monomolecular dissociation) of the cluster. It was shown in
[283, 284] that results of collision experiments using Li%l+
clusters and Cs atoms agreed with the calculated cross
sections of charge transfer only when account was taken of
the internal temperature of the clusters, which ranged from
400 to 600 K.

The internal temperature of clusters and cluster ions also
influences their fragmentation channels in collisions with
both atoms and solid surfaces [70]. Calculated molecular
dynamics in [285, 286] indicates that the ‘population’ of
fragmentation channels of cluster ions Naj (N < 35) (ie.,
fragment distribution) during collisions with He atoms
strongly depends on the cluster temperature. Similar results
are obtained for clusters NagJ [287] and Naj [288]. These
effects can be accounted for by the fact that an increase in
temperature leads to an increase in both the probability of
electron excitation of clusters and its energy relaxation rate,
followed by the intramolecular vibrational relaxation with a
marked effect on cluster fragmentation. Eventually, both
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processes strongly affect the population of fragmentation
channels of cluster ions. The probability of the fragmentation
of ‘hot’ cluster ions NaJ with the internal energy 0.38 eV via
the Naj + 2Na channel increases almost 1.5-fold compared
with ‘cold’ clusters with the energy 0.04 eV; conversely, the
probability of fragmentation via the Naj + Na channel
decreases almost 2.5-fold [286]. A hot cluster is easier to
excite, first because a lower energy is needed for the purpose
(see Section 2.4) and second because the probability of its
collision with helium atoms is higher due to its larger size.

The internal temperature influences the mechanisms of
energy relaxation, i.e., fragmentation, emission of electrons,
charged particles, and light [70]. Studies with carbon clusters
[219, 221] demonstrated that fragmentation and thermoelec-
tron emission are the main energy relaxation channels for
clusters at temperatures above 3000 K, while cooling by
emission of equilibrium radiation predominates at lower
temperatures (see Section 4.2).

The cluster temperature has an appreciable effect on the
rate of cluster reactions with other reagents [289, 290] and the
rates and channels of chemical reactions at the surface and
inside large van der Waals clusters (N > 10%) (see, e.g., [291 —
294]). Of special interest in this context are chemical reactions
inside nanodroplets (clusters) of superfluid helium [62, 67,
293], providing a unique isolated reaction medium. Such
nanodroplets may be regarded as small-size reactors having
catalytic activity [62, 67, 293]. Low-temperature reactions
provide a new avenue into selective chemistry and may open
up prospects for the production of previously unavailable
substances.

One more interesting and practically important aspect of
temperature dependence emerges in the formation of nano-
structures on solid surfaces and film deposition from clusters
[295, 296]. Large clusters (N > 10%) with a high internal
temperature readily deform upon deposition on a hot sur-
face, giving rise to two-dimensional structures. Studies with
the use of the molecular dynamics method [295] showed that
clusters YBa,Cu3;07_, (N = 10°) with the internal tempera-
ture 7 = 2400 K formed a film of not more than two atomic
layers when deposited on the surface of pyrolytic graphite.
Also, it was found that hot nanometer clusters were easily
deformed on a solid surface due to their high internal energy,
undergoing transformation from three- to two-dimensional
structures. Such a transformation of hot clusters occurred
even at room temperature [296]. High cluster energy makes it
easier for atoms to overcome local barriers and be reoriented
at the surface with the formation of a high-quality uniformly
thick film. This technology opens up prospects for growing
homogeneous films from superconducting refractory materi-
als [295, 296].

3. Relation between cluster temperature, cluster
structure, and binding energy of atoms
(molecules) inside clusters

3.1 Inner phase and phase transitions in clusters

The results of structural studies by the electron diffraction
method using clusters of inert gases (except helium) and other
van der Waals clusters produced in nozzle sources indicate
that all of them occur in the solid state, even if in a different
crystalline phase than that characteristic of bulk matter.
However, the internal temperature of clusters in a beam is
significantly lower than the melting temperature Ty, of the

corresponding bulk solid [224] (see also Section 2.1 and
Fig. 1). The simple correlation between the cluster internal
temperature and the corresponding latent heat of sublimation
fairly well describes experimental data [226]. This situation is
illustrated in Fig. 1, showing melting temperatures of bulk
matter (white circles) and clusters of 1000 atoms (dashed line),
which are much higher than the cluster internal temperatures.
Estimated [297] and calculated values, together with experi-
mental findings [275-277], suggest (see also Section 4.7) that
the melting temperatures of clusters depend on their size and
are substantially lower than in bulk substances.

Because the basic assumption underlying the above
correspondence for van der Waals clusters is that the internal
temperature of free clusters in a vacuum depends on
evaporative cooling (see Section 5), a similar correlation
must be true of metal clusters. Therefore, it is hypothesized
[225] that all metal clusters formed during expansion of pure
vapor in the absence of a carrier gas have a liquid phase that
distinguishes them from van der Waals clusters.

Figure 6 shows the dependence for several typical metals
analogous to that presented in Fig. 1. Evidently, the internal
cluster temperatures (solid line) given by relation (2.6) are
always higher than the melting temperatures of bulk sub-
stances. Therefore, they are even higher than the melting
temperatures of 1000-atom clusters (dashed lines). Based on
the data for gold particles, the melting temperatures of metal
clusters are assumed to be 75% of their values for bulk solids
[298]. Bearing in mind that the melting temperatures of
clusters are lower than those of bulk matter, it is safe to
argue that the clusters of all metals included in Fig. 6 must be
liquid by virtue of their finite size. We recall, however, that
this assertion refers only to clusters formed during the
expansion of pure vapor. When clusters form during aggrega-
tion in a buffer gas or expansion of a carrier gas, their cooling
in collisions may from the very beginning lead to condensa-
tion and solidification [226, 299].

It might be assumed that the high internal temperatures
predicted by relation (2.6) should result in intense radiative
cooling and solidification of clusters. It was shown, however,
[225] that radiative cooling is negligibly small compared with
evaporative cooling. The reason is that the spectral radiation
power of a black body given by the Planck law for small
particles (including clusters) is low because the factor of the
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Figure 6. Internal temperatures of metal clusters formed during expansion
of pure (undoped) vapor as a function of evaporation heat computed from
relation (2.6) (solid line). Circles denote melting temperatures of bulk
substances; dashed lines are lowered melting temperatures for clusters of
1000 atoms [225].
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spectral efficiency of absorption equals the ratio of the
spectral absorption cross section to the cluster geometric
cross section (see Section 4.2).

According to [225], the total radiation power in the
spectral range 0.5—0.7 um for silver clusters of 1000 atoms
approximately 32 A in diameter at 1500 K is roughly
2.67 x 107* of the corresponding radiation power for bulk
matter. The energy loss during emission from the cluster
surface for the flight time 1073 s is 2.5 x 1072° J. This energy
is an order of magnitude lower than the latent heat of
evaporation of a single atom from the cluster surface, which
equals roughly 4.5 x 10712 J at 1500 K [225]. In other words,
the size of clusters smaller than the IR radiation wavelength
prevents their radiative cooling (see also Section 4.2).

3.2 Size and temperature dependence

of the cluster structure

3.2.1 Van der Waals clusters. Variations in the cluster size and
temperature lead to phase transitions and structural changes.
Numerous experiments with van der Waals clusters (Ar [224,
300-307], Kr [307], Xe [307], SF¢ [308 —310], N2 [307, 311—
314], and CO; [315, 316]) formed during supersonic expan-
sion of gases in nozzle sources were carried out with the use of
the electron diffraction method. Their results taken together
with model calculations [303 —310] unambiguously indicate
that the cluster structure strongly depends on the internal
temperature. Structural changes at varying temperature also
occur in metal [317, 318] and carbon [319, 320] clusters.
Structural transitions in van der Waals clusters are most
often investigated by the electron diffraction method [224,
300-310].

Collectively, experiments and calculations for clusters of
inert gases [224, 300 —307] demonstrated a common sequence
of structural changes (amorphous, icosahedral, crystalline)
with increasing the cluster size. Structural transitions occur at
an approximately equal number of atoms in a cluster,
regardless of the nature of the gas under study. This means
that the cluster structure of any inert gas depends only on the
number of atoms. In contrast, the cluster temperature is
independent of the number of atoms. In other words, the
cluster temperature is a specific characteristic of individual
gases that varies with the depth of the interatomic potential
well (see Section 3.3).

A detailed study of argon clusters [224] showed that an
increase in their size was accompanied by two transitions in
the local order, at N =~ 50 and N = 800. Clusters differ in
terms of structure depending on their size; it may be
amorphous (polyicosahedral) at N < 50 [321], multilayered
icosahedral at 50 < N < 800 [322], or crystalline face-cen-
tered at N > 800 [301]. Such transitions occur as a result of
the high cluster temperature in a beam. Due to the relatively
high temperature, a cluster with a given number of atoms N
traveling in a beam changes structure so as to minimize its free
energy. Calculations by the electron dynamics method
indicate that the effective cluster temperature is only slightly
lower than their melting temperature. This is a serious
argument in favor of the thermodynamic stability of clusters
being formed in such experiments.

Because clusters of N > 103 atoms have a crystalline face-
centered structure, the available diffraction picture [224]
permits determining their average size (from the line width),
the lattice parameter a (from the diameter of the Debye—
Scherer rings), and the mean quadratic displacement of atoms
(u?) (from the decrease in the line intensity with increasing the

diffraction angle). Therefore, measurements of these para-
meters provide a basis for two independent estimates of the
cluster temperature, one from the crystal lattice constant a
with the use of temperature expansion coefficients, and the
other from the quantity (u?) using the Debye—Scherer
temperature 6. In the case of clusters, it should be borne in
mind that both estimates depend on N, which should be taken
into account in determining the cluster temperature. For
argon clusters in &224], T4 =38+4 K was obtained at
0 =85 K and (12)'/? = 0.25+0.01 A, to be compared with
T =37+ 5 K for a macroscopic substance. This value is in
excellent agreement with the temperature T of large argon
clusters. Therefore, the authors of [224] used their electron
diffraction data to estimate the temperatures of large clusters
of other noble gases (see Section 3.3). We note once again that
this approach is inapplicable to small clusters with a
noncrystalline structure.

The same approach in conjunction with experimental
studies was used in [304, 305] to investigate structural
transitions in large argon clusters formed during supersonic
expansion of a gas at a nozzle outlet. It was found in [304] that
clusters of 1000 or fewer atoms have an icosahedral config-
uration corresponding to the minimal energy, whereas
clusters with N > 3000 have a face-centered cubic configura-
tion. Transition from the icosahedral to the face-centered
cubic configuration occurs smoothly in the range of N from
1500 to 3500. An interesting result was obtained in [305]. The
authors found that the structure of very large argon clusters
(10* < N < 10%) deviates from the face-centered cubic struc-
ture characteristic of bulk matter; rather, it is a kind of
mixture of face-centered cubic and close-packed hexagonal
structures with randomly distributed densely packed regions,
implying that large clusters are not monocrystals but consist
of numerous domains of different structure. The face-
centered structure does not seem to have any advantage over
the close-packed hexagonal one.

It is worthy of note that many experimental data on
structural transitions in argon clusters depending on the
number of atoms are at variance with theoretical results
[305, 323, 324] that predict the possibility of a transition
from the icosahedral to crystalline structure only at N > 10*
(taking the binding energy of atoms in the cluster into
account). However, direct transition from one close-packed
structure to another in such large clusters without their
passing into an intermediate liquid state is hardly possible.
From this standpoint, experimental results obtained in [305]
are in better agreement with theoretical ones. To summarize,
the results of the above studies show how diverse and
complicated structural (phasic) changes in argon clusters
may be (see also [69, 280] and the references therein).

Structural transitions were examined in clusters SFg, SeF,
TeF¢[308], and SF6[310] formed in supersonic jets carrying an
inert carrier gas. The authors observed differences in the
structure of these clusters depending on the carrier being
used and the conditions of its expansion (concentration and
total pressure at the nozzle outlet). Cubic crystals of SFg
measuring 50—180 A were formed in a wide range of
expansion conditions. Measurement of the lattice constant
revealed the dependence of the crystal temperature and size on
the conditions of expansion. Crystals with the temperature
100—-130 K formed in the presence of helium or neon as carrier
gases. In argon, the crystal temperature was about 94 K, i.e.,
close to the phase transition temperature of the bulk substance
(94.5 K [325]), even at a relatively high (=3%) level of SFe.
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The process of concentration slowed down at a low concen-
tration of SFg in the expanding gas, while the condensation
temperature decreased, giving rise to colder clusters.

The low-temperature phase of SF¢ with a triclinic
structure was obtained using a heavier carrier gas (argon)
and a lower concentration of SF¢ [308]. However, the
formation of cubic crystals prevailed even under these
conditions. The phase transition temperature for SeF¢ and
TeF¢ was higher than for SFg, and their low-temperature
phases arose under more moderate conditions. It was also
found in [308] that the use of argon as a carrier gas at small
SF¢ concentrations produced such a low temperature that
SF¢ crystals were not the sole crystals formed in the jet.
Concomitantly, cubic face-centered crystals of Ar were
identified, having the diameter about 50 A and temperature
45-70 K, i.e., much lower than the temperature of
coexisting SF¢ crystals. This finding explained the forma-
tion of a low-temperature phase of SFe in the presence of
argon. At higher SF¢ concentrations in the jet, oversatura-
tion occurred at earlier expansion stages, i.e., at higher
temperatures. As a result, the high-temperature phase of
SFs was formed [308, 310].

Similar phase transition studies by the electron diffraction
method involved clusters of Kr and Xe [307], CO, [315, 316],
03 [326], and N> [311-314]. Experiments with CO» showed
that the majority of clusters with N < 25 had an icosahedral
structure and clusters with N > 32 had a cubic crystalline
structure. Clusters of noble gases exhibited a common trend
toward transformation of the icosahedral structure into the
crystalline one in the course of formation of van der Waals
clusters from small molecules. It was shown in [311 —314] that
small nitrogen clusters (N < 50) have an amorphous struc-
ture. As the size of the clusters increased, they underwent
structural transformations in the following order: quasicrystal
(icosahedron) — a-phase of N3 (cubic) with packing defects —
B-phase of N> (hexagonal densely packed, HDP, phase).
Transition from the cubic to icosahedral phase occurred via
a mechanism characteristic of inert gases, whereas the o — 3
transition was associated with an increase in the cluster
temperature accompanying their increase in size.

3.2.2 Water clusters. We now consider the results of recent
studies on structural and temperature changes in water
clusters, bearing in mind the key role of water in the origin
and maintenance of life on Earth, which accounts for the
great interest shown in the properties of its different forms,
including clusters. It was found in experiments [327, 328] that
water clusters remain in the liquid overcooled state at
temperatures close to 200 K when they exist in the form of
crystalline ice having a cubic, rather than hexagonal,
structure. Thermodynamic studies revealed the dependence
of crystallization on the cluster size. Small clusters with the
radius < 15 nm crystallized into ice with a cubic structure at
160—200 K, whereas larger ones gave rise to ice crystals of a
hexagonal structure [329].

Investigations into the effects of cluster size and tempera-
ture on the behavior of water molecules by the molecular
dynamics method [330] allowed two (inner and outer) regions
to be distinguished in each cluster, in accordance with
variations in the local density profile. The region in which
molecules behave as they do in a bulk liquid may be regarded
as the inner region. Molecules in this region being randomly
oriented, their distribution is virtually independent of the
cluster size. This, however, has a marked effect on the

location of individual molecules outside this region. Surface
water molecules in large clusters on the average have many
more hydrogen bonds than in small clusters, accounting for
the enhanced surface tension in the former. The mean number
of hydrogen bonds per molecule in either region decreases
and the fraction of surface molecules increases with increasing
the temperature.

The molecular dynamics method was used in [331]
to observe evaporation of water clusters containing
125 < N < 4096 molecules in a vacuum within a time range
from 20 nsto 3 ps. Cooling experiments involved clusters with
the initial temperatures 250, 275, and 300 K. The following
cluster parameters were measured: temperature, structure,
size, number of hydrogen bonds, and cooling rate. The cluster
temperature decreased during evaporation, tending toward a
common limit ~ 215 K regardless of size. The mean number
of molecules evaporated from a unit surface of around 0.9—
1.0 nm~2, equivalent to a decrease in the cluster radius by
0.16—0.22 nm. Evaporation slowed down appreciably after
the cluster temperature reached some 240 K.

To conclude this section, we note that the molecular
dynamics method was used in [332] to evaluate the effects of
temperature on the structure of protonated water clusters
H"(H,Op) (N =5-22) at 25-330 K. A general tendency
was revealed, suggesting the predominance of tree-like
structures at high temperatures and the appearance of
single-ring structures at low temperatures. Moreover, clus-
ters with NV > 7 underwent a transition from mono- to multi-
ring structures as the temperature decreased. Polyhedral
structures started to prevail at low temperatures only in
clusters with N > 16. Thus, a high temperature sensitivity of
protonated water clusters was demonstrated in [332]. Struc-
tural changes in water clusters were also investigated in [333 —
338]. Experiments with water clusters of different sizes [333 —
335] yielded results similar to those considered above.

3.2.3 Carbon clusters. Structural transitions in carbon clusters
(Ceo) y induced by changes in temperature were considered in
[319, 320] using neutral and charged (Cg), (N =1-150)
clusters. The clusters were heated to a certain temperature in
helium-filled cells and thereafter analyzed in a time-of-flight
mass spectrometer. Anomalously intense lines corresponded
to the most stable structures that underwent only slight
evaporation.

The number and character of peaks in the mass spectra
depended on temperature. Clusters heated to a moderate
temperature (490 K) had mass spectra indicative of their
icosahedral structure responsible for highly intense peaks at
N =13,19,23,26,35,39,43, 46,49, 55,55 + 3m (m = 1 — 14),
116, 125, 131, 137, and 147 (Fig. 7).

Calculations of molecular dynamics allowed concluding
[319, 320] that these icosahedrons were metastable structures
that failed to reach thermal equilibrium when heated
(approximately 0.5 ms). They proved to be in thermody-
namic equilibrium only after heating at much higher
temperatures, when they underwent structural modification
[319, 320]. Their structure became densely packed (tetra-
hedral and decahedral) at about 600 K and mass spectra
were characterized by a new set of magic numbers, N = 38,
48, 58, 61, 64, 68, 71, 75, 77, 84, 91, 96, and 98 (see Fig. 7).
Also, it was found [320] that the structure of large (Ceo)y
clusters was insensitive to a change in the charge. In other
words, the long-standing hypothesis of charge dependence of
(Ceo) y clusters failed to be confirmed.
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Figure 7. Mass spectra of (Ceo), clusters obtained at the heating cell
temperatures 100 K (a), 490 K (b), 585 K (c), and 610 K (d). Characteristic
structures of the clusters are shown in Figs (b, ¢), where molecules of Cgo
are depicted as small balls. After heating at 490 K, the clusters had an
icosahedral structure (b); more intense heating resulted in densely packed
decahedral or tetrahedral structures (c,d) [320].

3.3 Relation between cluster temperature

and intermolecular interaction potential

The measurement of crystal lattice parameters in [224] and the
use of the known thermal expansion coefficients [339] yielded
the following temperatures for van der Waals clusters:
Ta(Ne)=10+4 K, Ty(Ar) =37+ 5K, T4(Kr)=53 + 6K,
and Ty(Xe) =79+ 8 K.

It was found that the stronger the attraction between
atoms, the higher is the cluster temperature. This means that
the cluster temperature is related to the intermolecular
potential, in conformity with condensation and evaporation
processes in cluster beams [340]. During cluster growth in an
expanding jet, the condensation heat must be absorbed by the
gas and the cluster temperature remain increased and almost
constant throughout the growth period. The process of
expansion being completed, the clusters fly freely in the
vacuum, and their condensation stops but evaporation
continues. Thus, the cluster temperature decreases until not
a single atom can further evaporate. In other words, the
smaller the binding energy of atoms in a cluster, the lower its
final temperature.

Assuming that the binding energy of atoms in a cluster is
proportional to the depth ¢ of the Lennard —Jones potential
well for the inert gas, it can be shown that the cluster
temperature T is proportional to ¢ (Fig. 8), suggesting a
constant thermal-to-binding-energy ratio for clusters of inert
gases in a beam.

We note that condensation—evaporation processes may
lead to even lower temperatures for small clusters. The value
T =27 + 3 K was obtained in [321] for small amorphous
argon clusters (N < 50); this is significantly smaller than the
temperature of crystal clusters. The relation between Ty and ¢
may be extrapolated to clusters of other types. Analysis of
diffraction patterns in [341] yielded the temperatures of N,
0,, and CO; clusters. These results, together with the data for
clusters of inert gases, are shown in Fig. 8. There is excellent
agreement between them, indicating that the method for
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Figure 8. The depth ¢ of the interatomic or intermolecular potential well as
a function of the estimated cluster temperature in a beam. Experimental
results suggest a linear dependence (solid line) [224].
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measuring the temperature of argon clusters is equally
applicable to molecular clusters.

4. Methods of cluster excitation.
Measurement and stabilization of cluster
temperature

4.1. Excitation of clusters. Determination of cluster
temperature from emission spectra

Clusters of metals, carbon, and other refractory elements are
characterized by intrinsically strong bonding (1—10eV). This
makes them stable, unlike loosely bound van der Waals
clusters or clusters with weak hydrogen bonds; they do not
dissociate even after strong excitation, when the energy per
atom amounts to > 1 eV (see, e.g., [70] and the references
therein). It is worth noting that most methods used to form
strongly bound clusters (laser irradiation, spraying, pulsed
discharge, hot vapor expansion) produce hot clusters unless
they are cooled by collisions. Additional excitation by intense
laser light [220—223, 342 —344], electron impact [214—-218],
or high-energy ions [219, 345], or as a result of collision with a
solid surface [43, 70] and chemical reactions [346] brings
clusters to a highly excited state. Due to the high state
density, the excitation energy rapidly turns into heat and the
clusters become very hot. Such clusters emit light like any
‘black body.” Equilibrium emission from excited clusters was
observed and investigated in refractory metals [223, 342] and
carbon [220-222, 343, 344]. The internal temperature of
excited clusters, as well as heating and cooling rates, can be
accurately determined from their emission spectra. In what
follows, we consider concrete examples of excitation and
radiative cooling of different clusters observed in experiment
and treated theoretically.

Processes of radiative cooling and laser-induced excita-
tion of clusters Wy, Nby, and Hfy are described in [223] and
of Nby in [342]. Radiation cooling of clusters Nby excited in a
reaction of oxidation by oxygen is reported in [346]. In all
these works, clusters were generated by laser-induced eva-
poration of the target material. Either the fourth harmonic of
an Nd:YAG laser (1 = 266 nm) [223, 342, 346] or an eximer
KrF laser (4 = 308 nm) [223] was used for the purpose.

Many researchers have studied carbon clusters [220 —222,
343, 344]. One of the earliest works [220] dealt with particles
produced by laser evaporation of graphite in a pulsed helium
flow. When the helium stream containing graphite particles
passed through a rather long (35 mm) channel prior to
expansion, clusters 50— 100 nm in size were generated. The
second harmonic of an Nd:YAG laser (532 nm) was used to
evaporate the target and the second, third, or fourth
harmonic of another Nd:YAG laser to additionally excite
the clusters. Emission of fullerenes Cgp and C7 excited by an
eximer KrF laser (4 = 193 nm) was investigated in [222] and
optical emission spectra of Cgo clusters desorbed by an eximer
XeCl laser (4 = 308 nm, pulse length 20 ns) depending on
laser energy density was studied in [221, 344]. In these
experiments, laser energy densities were estimated to vary
from 10 to 400 mJ cm~2 at the pulse length 10—20 ns. The
equilibrium emission spectra were analyzed in the wavelength
range from 350—400 to 800—850 nm.

Emission spectra (300—800 nm) of fullerenes Cgq excited
by a beam with the energy of electrons up to 100 eV were
reported in [214—217]. The fullerenes were produced by an
effusive molecular beam. The authors observed a quasi-

continuous emission spectrum (spectral resolution 3 nm)
resembling the Planck emission spectrum of a heated body.
Both neutral and charged clusters were found to emit
radiation. The maximum contribution to radiation was
made by charged ions Cg generated after emission of
electrons by neutral clusters.

The above studies demonstrated that optical radiation
from hot clusters largely consists of broad structureless
emission intrinsic to a black body. Analysis of this emission
gives the particle temperature. The intensity of emission from
a heated particle of radius a (isotropic at a wavelength 1) in
the range A/ is described by the relation

I1(2,a) = e(2,a) P,(T)(4ma®) AJ, 4.1)

where P;(T) is the Planck distribution function for the black-
body emission,

)= 2ne2h
2 {explhe/(2kpT)] — 1}

Py(T (4.2)

Relation (4.1) is actually the expression for the intensity of
black-body radiation modified by the introduction of spectral
emittance ¢ of a small particle. This emittance is identical with
the absorption efficiency Qs equal to the ratio of the
absorption cross section Cy,s to the particle cross section,
i.e., Cabs = Quns(na?). The quantity Q,ps for a given radiation
wavelength and particle size can be obtained from the Mie
theory of small-particle radiation [347]. In the approximation
of Rayleigh criterion 2na < A (usually, 2na < 0.34), Qaps 1S
given by the expression

8na m? —1
Qabs:TIm<m2—+2)’

(4.3)
where m = n—ik is the complex refraction index. If m is a
weak function of the radiation wavelength in the chosen
range, then Qups o 1/4. This assumption leads to a modified
formula (4.1) with the factor A° in the denominator, which
may be used to determine the temperature of small emitting
particles. This relation was used in [214—223, 343-346] to
estimate the temperature of emitting metal and carbon
clusters.

The shape of the enveloping emission spectra was found
to depend on the temperature of emitting particles. For
example, all calculations of a ‘hot’ spectrum (Fig. 9a)
indicate [220] that the carbon cluster temperature falls into
the range 3800—4000 K. Time evolution of the emission
spectra gives an idea of the cooling kinetics of hot clusters.
The spectra obtained with a delay relative to the end of the
laser pulse are much ‘colder’ than those obtained immediately
after the completion of excitation. Similar results are reported
for carbon [220—-222, 343, 344] and metal [223, 346] clusters
(Fig. 9b). The emission spectra and their evolution in time
appear to be independent of the mode of cluster excitation
[346]. Similar spectra were obtained for clusters excited by
laser radiation [220-222, 342-344] and electron impact
[214—-217], and in a chemical reaction [346].

Experiments [221, 222] demonstrated a weak dependence
of the cluster temperature on the energy density of the exciting
laser (close to saturation) in the range > 30—40 mJ cm™2, in
agreement with model calculations [221]. The model predicts
that the laser rapidly heats the cluster to a temperature at
which cooling by fragmentation (evaporation) competes with
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Figure 9. (a) Emission spectrum of carbon clusters (normalized to the
sensitivity of the spectrometer) excited by laser radiation (266 nm) at the
energy density about 40 mJ cm~2. The clusters were excited at the distance
8.6 cm from the beam source and the emission was detected from the
excitation zone. The thick line shows the emission spectrum of a black
body calculated from expression (4.1). Experimental and theoretical
spectra are normalized at their maxima [220]. (b) The equilibrium
emission from niobium clusters (N =~ 13000) following excitation by laser
radiation (266 nm) at the energy density 37 mJ cm~2. At is the time delay
between the onset of excitation and the detection of emission. Theoretical
spectra are obtained from (4.1). Experimental and theoretical spectra are
normalized at their maxima. The dashed line shows the displacement of
the spectra according to Wien’s law [223].

laser heating, making it difficult to reach a particle tempera-
ture above 4000 K. At a moderate energy density of laser
radiation, it is possible to heat carbon clusters to the
evaporation temperature (approximately 3000 K) [221].
Collisions of clusters with atoms of the cooling gas [348 —
351] further contribute to the decrease in their temperature.
However, equilibrium emission remains the dominant
mechanism of energy loss by clusters produced by laser
evaporation in nozzle sources.

4.2 Energy relaxation channels in excited clusters

We consider different cooling mechanisms for hot particles
(Ceo clusters) based on the data in [221] (see also [219]). This
must give an idea of their importance and provide informa-

tion about the cooling rates to be expected under concrete
experimental conditions. The collisional mechanism of
cluster cooling considered in Section 4.3 manifests itself only
at high laser energy densities and a high density of particles in
a desorbed cloud.

The radiation cooling rate at equilibrium emission can be
deduced from the Stefan — Boltzmann law

I(T)=c¢, ﬂ = —4na’eosp T,
ds
where ¢, is the heat capacity of a molecule in Ce, a is its radius
(3.5 A), ¢ is the emittance integrated over the spectrum, and
osp 1s the Stefan—Boltzmann constant. Integrating relation
(4.4) gives the expression for the time-dependent cluster
temperature [221]:

(4.4)

121‘[6120'338[)1/3. (45)

1
T=(—«
<T3+ Co

The cluster thermal capacity ¢, =dE,/dT (¢,=0.0138eVK™)
[352] and the integral emittance ¢ must be known in order to
estimate the temperature decrease due to radiative cooling.
We use the value ¢ = 4.5 x 103 obtained in [352]. It follows
from (4.5) that the initial cluster temperature 3000 K
decreases only by 1.5 K for 10 ps.

Another cooling mechanism for Cgo clusters is thermo-
electron emission [353]. The rate constant for thermoelectron
emission can be found using the expression [354]

U.
kion = 1.9 x 10 - L
9 x 10" exp ( kBT) ,

where Uj is the ionization potential for Ceo (7.68 eV [353]).The
cooling rate is computed by multiplying the rate constant by
the ionization potential. Such an assessment is valid because
the concentration of ionized Cgo remains low compared with
that of neutral molecules [221].

An important cooling mechanism for Ceq clusters is the
evaporation or monomolecular dissociation (the loss of C;
molecules). The rate of this process can be evaluated using the
Arrhenius equation with the semi-empiric constant 4 derived
in [356]:

E
kfrag =4 eXp (__0) )

where 4 = 3 x 103N exp (6/N'/3)[s~'] with N = 60.

A broad range of experimentally obtained values of the
dissociation energy E, can be borrowed from the literature for
neutral Cg clusters and positive-charged ions Cg, (from
4.6 eV in [357] to 7.64 eV [218]). For example, the authors of
[221] quote the values Ey = 5.77 eV (Cep) from [358] and
Ey =17.1¢eV (Cf) from [218].

Finally, light emission in the IR range by IR-active cluster
modes must be taken into consideration. The intensity of this
radiation can be estimated from the expression obtained in
[359]:

I(E) IZ Zhvi”Ai(S -1)¢& g {1 - {a (2E) + n} éi,E}Sza
o (4.8)

where & g= hv;/(E + aEy), a(E)=0.87 +0.0791n (E/Ey), E
is the total vibrational energy, Ej is the total zero-point
energy, v; are normal mode frequencies, n are vibrational

(4.6)

(4.7)
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quantum numbers, A; are Einstein coefficients for sponta-
neous radiation, and s is the number of vibrational degrees of
freedom.

Only four IR-active modes (526 cm~!, 576 cm~!,
1185 cm™!, and 1448 cm™!) must be taken into account,
owing to the high symmetry of Ceo molecules. The Einstein
coefficients [221] were found from the IR absorption spectra
of a 200-nm-thick film sprayed over a substrate of KBr
crystals. Relation (4.8) gives only the lower limit of intensity
of the emitted IR radiation because a large number of Cgo
molecules undergo thermoionic emission and/or fragmenta-
tion, which leads to the formation of hot fragments with a
lower symmetry and a higher number of IR-active modes.

Figure 10a presents the calculated rate constants for
different cooling mechanisms in the temperature range
2000—4000 K. The temperature dependence of energy loss
rates is illustrated in Fig. 10b. It can be seen that clusters are
rapidly cooled at temperatures above 3000 K due to thermal
ionization and the loss of the C; fragment. But the energy loss
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Figure 10. Parameters of the cooling process in superhot Ceo clusters.
The rate (a) and energy loss rate (b) constants for Cgy molecules
depending on temperature. IP1 and IP2 are the first and the second
ionization potentials [221].

rate changes dramatically as soon as the system cools to
2500—3000 K, when equilibrium emission becomes the
dominant cooling mechanism. These data explain why
clusters with temperatures 2000 —3000 K predominate under
experimental conditions regardless of the laser radiation
density and why the cooling rates of Ceo clusters are so low.

Thus, studies of optic radiation provide information on
the cluster temperature and cooling mechanisms. They show
that the electron temperature of desorbed fullerenes varies
from 2300 to 3000 K in a rather broad range of energy
densities of desorbing laser radiation (20400 mJ cm~2), in
good agreement with the cluster vibrational temperature.
Analysis of feasible cooling rates via mechanisms such as the
thermoelectron emission, fragmentation due to the loss of C,,
and radiation in the IR region leads to the conclusion that the
cluster cooling rate at temperatures below 3000 K is low and
related to equilibrium emission. At higher temperatures,
molecules (clusters) of Ceo are very rapidly cooled by virtue
of thermoelectron emission and/or fragmentation of C,.

4.3 Stabilization of the metal cluster temperature

in an inert gas

In Section 4.1, we considered cluster heating by laser light
absorption. The final cluster temperature, dependent on
many parameters (e.g., the photon energy, laser power,
absorption cross section), is typically unknown. Neverthe-
less, this method allows obtaining a very high temperature,
sufficient for the complete fragmentation of even highly
stable clusters. On the other hand, cluster thermalization in
an inert gas flow allows varying cluster temperature to a high
degree of accuracy. In this method, clusters leaving a nozzle
source and the carrier gas (usually helium) undergo heating
within several milliseconds. The cluster temperature at this
stage amounts to that of the carrier gas due to collisions with
its atoms. The main advantage of the collisional thermaliza-
tion technique over cluster heating by laser light lies in the fact
that it permits accurately determining the cluster temperature
in a wide range of its values.

4.3.1 Collisional cluster heating and cooling. We consider a
heating and cooling technique for (Ce), clusters [361] (see
also [319, 320]). The method allows heating a cluster beam to
a well-defined temperature between 100 and 800 K. The
device has heating and cooling modules (Fig. 11a). Its main
partis a 120-mm-long copper tube / with an inner diameter of
6 mm attached directly to the nozzle outlet of the cluster
source 2. Clusters enter the heating module immediately after
escape from the nozzle. The tube is thermally insulated from
the condensation cell by Teflon washer 3 and is heated by
virtue of coiled wire resistance 4. The device is protected by an
insulating jacket of thick copper wire 5 in order to stabilize the
temperature. The jacket is thermally connected with a
condensation cell cooled by liquid nitrogen. The heating
module is covered by a stainless steel shield. Cooling the
thick copper wire that serves as a cooling line is used to vary
the temperature of the heating module in the range 100 to
800 K. Hot clusters leaving the heating module immediately
enter the cooling zone. The two modules are mechanically
connected by quartz adapter 7 and spring 8. This flexible
connection prevents the beam intensity loss associated with
the temperature variation. The central part of the cooling
module consists of a stainless-steel tube 9 with the inner
diameter 4 mm placed in cryostat /0 cooled by a flux of liquid
nitrogen or helium.
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Figure 11. (a) Diagram of the experimental setup. Clusters escaping from
the condensation cell consecutively pass through the heating and cooling
modules. The scale at the top shows the position of the thermocouplel
during measurement of the temperature profile. (b) Temperature profile of
the carrier gas (helium) in the heating and cooling regions [361].

The carrier gas temperature is measured by a thermo-
couple at different points of the heating and cooling regions.
Temperature profiles for different heating outputs are
presented in Fig. 11b. The positions of the thermocouple on
the x axis are shown in Fig. 11a. It was found in experiment
that cold helium leaving the source is heated to 840 K over a
length of only 3 cm, while the cooling of helium from
T = 840 K to below 100 K occurs within 4 cm.

We note that the cluster temperature equals the tempera-
ture of the carrier gas only if the clusters undergo a large
number of collisions with helium atoms. This number depends
on the helium pressure, collision cross section, and time spent
by the clusters in the collision zone. It was shown in [361] that
(Ceo) y clusters undergo 10° —10° collisions with helium atoms
when the gas pressure inside the cluster source is 1 mbar and
the temperature in the heating module is 300 K [362]. Also, it
was calculated in [361] that the length of the heating cell is
sufficient for clusters to undergo the necessary number of
collisions and reach the helium temperature. In contrast, in the
general case, the cluster temperature in the cooling module
exceeds the carrier gas temperature. The authors of [361]
ascribe this to a lower helium pressure in the cooling module
and its smaller length. This disadvantage is of little importance
and can probably be corrected by modifying the device.

4.3.2 Results of calculations. We consider the influence of
various parameters on the energy exchange between clusters
and an inert gas. The process of energy transfer from Pd;;
clusters to inert gas atoms was studied by the molecular
dynamics method in [348] (see also [349]) depending on
(1) the collision parameter, (2) the cluster temperature,
(3) the inert gas temperature, (4) the gas—metal interaction
force, (5) the metal potential, and (6) the inert gas mass. The
results permit evaluating the number of collisions necessary to

reach the equilibrium temperature between the clusters and
the inert gas.

Without going into the details of computation, we
consider data on energy transmission from clusters to atoms.
We note at the outset that calculations were performed in the
case where all the kinetic energy of the clusters is concentrated
in vibrational degrees of freedom, i.e., where the translational
and rotational degrees of freedom are not initially activated.
This approach facilitates the investigation of energy transfer
from the vibrational degrees of freedom to the rotational and
translational ones. The total cluster temperature is related to
the kinetic energy as

3N N m,-viz
TkBTCI_<Z 2 >7

i=1

(4.9)

where m; is the mass of metal atoms (106.4 a.m.u. for Pd), v; is
the atom velocity, and N is the number of atoms in a cluster
(N = 13 in the case under consideration).

The amount of energy transmitted during collision differs
for different degrees of freedom. This inference ensues from
the dependence of the energy transmitted into different
degrees of freedom of a cluster on the atomic gas temperature
as shown in Fig. 12a for Pd,3 clusters colliding with helium
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Figure 12. (a) Collisions of helium atoms with Pd ;3 clusters at Tg; = 500 K.
Top: the total transferred energy as a function of the gas temperature.
Bottom: the energy transmitted into the cluster rotational and transla-
tional degrees of freedom [348]. (b) Cooling of Pd;3 clusters as a result of
collisions with helium atoms [348].
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atoms. The cluster temperature is 500 K. The total trans-
mitted energy is zero when the buffer gas temperature is
500 K. The energy transfer from vibrational degrees of
freedom is zero at 600 K. This is because all the kinetic
energy of the cluster is initially located in vibrational modes.
The same fact explains why the energy transmitted into the
rotational and translational degrees of freedom is positive.
The energy is most effectively transferred into translational
degrees of freedom (as is apparent from the slightly sloping
curve) and with a roughly equal efficiency into rotational and
vibrational ones, although their numbers are significantly
different (3 and 33, respectively).

Helium is most frequently used as the carrier gas in cluster
sources. However, there is reason to believe that energy
transfer would be more efficacious with a heavier inert gas.
The authors of [348] examined energy transmission from
helium, neon, and argon atoms to Pd;3; clusters at cluster
temperatures of 100 and 500 K. It was found [348 —351] that
the amount of energy transferred to the clusters increased
with an increase in the mass of the buffer gas. For example,
the energy transferred from argon atoms to Pd;3 clusters at
Tg =100 K and T, =900 K was approximately 4 times
higher than that transferred from helium atoms.

A study of cluster cooling during collisions with inert gas
atoms [348] revealed the linear dependence of the amount of
energy transferred during the collisions on the buffer gas
temperature T,. Moreover, the dependences for different
cluster temperatures 7, had similar slopes. Therefore, the
mean transmitted energy can be represented as

&mean = K(Tg — Ta), (4.10)
where k is the slope of a given dependence (the energy
exchange constant). It is a function of the atom and cluster
masses and of the interaction potentials. Studies of the effect
of collisions on the cluster temperature in [348] showed that
roughly half of the energy transmitted to a cluster was used to
increase its internal potential energy, and the other half to
increase the cluster temperature. Hence, the increment of
cluster temperature AT per collision can be obtained from the
relation

3N k
7 kBAT: E (Tg - TC]) 5

(4.11)
where N is the number of atoms in the cluster.

The authors of [348] used relation (4.11) to derive a
difference equation for the cluster temperature after »
collisions:

Tal) = (10 - 1) (1- 55 ) + T @12)

For example, Eqn (4.12) predicts that some 2500 collisions are
needed to cool a Pd;s cluster from 7,4 =600K to
Ta = 100 K. We recall that the buffer gas pressure is usually
known in such experiments. An equation taking it into
account was also derived in [348].

The authors verified Eqn (4.12) by calculating changes in
the cluster Pd;3 temperature depending on the number of
collisions [348]. The results for these clusters and helium
atoms are shown in Fig. 12b. The lower curve illustrates the
case where the initial cluster temperature is 600 K. At the
beginning, all the cluster degrees of freedom have equal
temperature. The upper part of the figure shows data for the

initial cluster temperature 1500 K, i.e., almost 500 K higher
than the melting point of Pd;3. Rotational and vibrational
degrees of freedom have zero temperature. In this case, the
cluster temperature also changes in good agreement with
(4.12), albeit with a somewhat lower convergence near 1000 K
due to the liquid-to-solid phase transition.

To summarize, the results in [348 —351] permit evaluating
the number of collisions necessary to reach the desired cluster
temperature in an inert gas. The difference equation obtained
with the use of an energy exchange constant allowed
determining the cluster temperature. The initially liquid Pd,3
clusters were found to cool down to 100 K after approxi-
mately 3000 collisions (Fig. 12b).

4.4 Cluster temperature in a cluster light source
It was shown in Sections 4.1 and 4.2 that highly heated
clusters emit light. This property is used to create cluster
light sources. Their key component is cluster plasma, i.e., gas-
discharge plasma containing cluster ions. Cluster ions having
a positive charge travel from the anode to the cathode in an
electric discharge. Such a system has technical implications; in
particular, it forms the basis of principally new light sources,
‘cluster lamps’ [363 —370]. Thus far, the most widespread light
sources have been incandescent bulbs, whose glowing fila-
ment emits light, and gas-discharge bulbs, in which light is
emitted by excited atoms or in the course of electron—ion
photorecombination. Hot filaments have the temperature up
to 3000 K, while the plasma temperature in gas-discharge
bulbs amounts to 8000 K. Therefore, gas-discharge light
sources are more efficacious than conventional electric lamps.
A cluster light source based on tungsten and ruthenium
clusters is described in [363—365]. In these works, a wave
discharge and a regenerative chemical cycle were used to
replenish the cluster material, i.e., tungsten or rhenium
compounds (WO,Br; and Re,O7). The chemical cycle was
realized by introducing M X chemicals in the gas discharge,
with M = Li, Na, K, Rb, or Cs and X = Cl, Br, or I. The
charge was ignited in an inert gas (Ne, Ar, or Xe). Later, a
different design of cluster lamps was proposed [366], with
cluster ions being driven by the external electric field into a
hot ionized gas produced in a low-power plasma generator.
This scheme was shown to have a number of advantages
[366—368]. Cluster light sources are described at greater
length in many original papers [363—370] and reviews [41,
51]. Here, we briefly consider some of their specific features
and the cluster temperatures realized in these devices.
Cluster plasma employed in cluster light sources is usually
described in terms of a spherical liquid droplet model where
the number of atoms in a cluster is given by

:41tr3p

N : (4.13)

3m

where r is the cluster radius, m is the atomic mass, and p is the
bulk liquid volume.

Thermal equilibrium between clusters and discharge
plasma is maintained by cluster collisions with atoms and
electrons. If the gas temperature T, the cluster temperature
T, and the electron temperature T, are expressed in energy
units, it can be assumed [51, 367] that the mean energies of an
atom and an electron change after collision with a cluster
from 37,/2 to 37 /2 and from 37, /2 to 3T /2, respectively.
Such a situation occurs in the case of strong interaction
between colliding atomic particles and clusters, especially
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when the atoms are trapped at the cluster surface. In the
framework of the liquid droplet model for a cluster of radius r
and charge Z, the following relations hold for the atom—
cluster (k,) and electron—cluster (k.) collision velocity
constants [51, 367]:

ky = (vamr?) = o
a

Ze? 8T, Ze?
_ 2 (1 _ _  [8Le 2 Ze”
ke = <'UeTU" ><1 e > pr— r (1 + I"Tc > (414)

Here, v, and v, are the atom and electron velocities, ¢, is the
electron energy averaged over the atom and electron velocity
distribution, and Z is the cluster charge. The cluster radius is
assumed to be large enough to ensure that collisions obey the
classical theory but rather small compared with the free paths
of atoms and electrons. For this reason, the cluster interacts
with a single particle at any given moment.

The above analysis yields an equation for the cluster
temperature [367]:

(Ty — To) kanty + (Te — Ter) kente =0, (4.15)

where n, and n. are the atom and electron densities. Hence,
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Relation (4.16) gives the cluster temperature in plasma. Its
value, close to 3600 K, is considered most suitable for a
tungsten-based cluster light source when the gas temperature
in the discharge tube is about 2000 K and the electron
temperature is of the order of 6000 K [51, 367].

Xenon is most frequently used as a discharge gas in cluster
light sources by virtue of its small ionization potential
(approximately 12.1 eV [371]). It ensures the necessary
degree of ionization at a relatively low electron temperature.
The data reported in [365—369] indicate that a cluster lamp
may be an effective light source because clusters emit light
more effectively than plasma electrons. For the same reason,
cluster light sources are characterized by a smaller thermal
load than gas-discharge sources. In other words, cluster light
sources have an advantage of being as efficient as gas-
discharge ones at lower temperatures and discharge powers.

4.5 Stabilization of cluster temperature on a surface

Methods of cluster temperature stabilization include deposi-
tion (condensation) of clusters an the surface [295, 317, 372 —
380]. This approach is based on the dependence of the cluster
temperature on the temperature of the surface (7 = T5) at
which they condensate. A cold surface also supports cluster
formation and growth of cluster layers [374—381]. The
surface temperature (hence, cluster temperature) may be
varied in a broad range depending on the type (composition)
of clusters to be formed and stabilized. Atomic or molecular
beams and fluxes of laser-sprayed substances, as well as a
rarified gas in a low-pressure chamber, can be used to form
clusters on a cold surface. These methods produce not only
metal clusters but also carbon clusters, clusters of super-
conducting elements with strong binding energies in the range
1-10eV [295, 373, 374], and molecular and noble gas clusters

[375—381] having much weaker hydrogen and van der Waals
bonds (from 1073 to 0.5 eV).

When clusters with strong bonds are to be formed and
stabilized, the surface temperature may be varied from dozens
to thousands of degrees Kelvin. Such conditions are fre-
quently realized when clusters of metals and superconduct-
ing elements are deposited on the surface to produce
nanostructures, thin layers, and new materials [295, 373,
374] (see Section 6.4).

The formation of cluster layers on a cold surface was
recently undertaken using molecular beams in [377-381] to
study interactions between SF¢ and CF3I molecules vibra-
tionally excited by intense laser IR radiation in a beam with
surface molecular (cluster) layers. The authors studied the
reflection of excited and unexcited molecules from a cold
surface (75 ~ 80—85 K) covered with molecules (clusters)
and their passage through cooled multichannel plates and
hollow convergent truncated cones with condensed clusters.
The study revealed a much higher probability of reflection of
highly vibrationally excited molecules from a cold surface
with cluster layers compared to nonexcited molecules. Also,
the excited molecules more readily passed through multi-
channel plates and cones. In all likelihood, this method can be
used to select molecules in a beam based on their isotopic and/
or component composition.

4.6 Determination of cluster temperature from infrared
absorption spectra of intercalated molecules

Cluster temperature is most straightforwardly and precisely
determined from the absorption spectra of intercalated
molecules. The value of this method was confirmed experi-
mentally using IR spectroscopy of molecules embedded into
nanodroplets (clusters) of superfluid helium. Results of these
experiments are briefly discussed below. Spectroscopic
studies of molecules and clusters inside nanodroplets of
superfluid helium are overviewed in [61 - 63, 66, 67, 72].

In these studies, nanodroplets (clusters) of superfluid
helium formed upon gas-dynamic expansion of the gas from
the nozzle into a vacuum. The gas pressure over the nozzle
usually varied from 1-2 to 50—60 atm. A nozzle with the
outlet diameter 5 to 50 um was cooled to 4—20 K. The cluster
beam isolated from the stream passed through a 5—10 cm
long scattering chamber containing a molecular gas at the
pressure 10~4—10~> Torr. On their way through the cham-
ber, the clusters captured the ‘guest’ molecule of interest. As
the clusters moved further toward the mass spectrometer
analyzing the beam, they were affected by laser radiation of
varying frequencies. When radiation was in resonance with
the ‘guest’” molecule, the absorbed energy promoted the
evaporation of helium atoms from the clusters; it thereby
the beam and attenuated mass spectrometry signals. This
means that the IR spectrum of the molecule of interest inside
superfluid helium droplets can be obtained by retuning the
laser frequency.

Spectra obtained by this method show a well apparent
rotational structure, which can be used to determine the
population of the molecule rotational levels and hence the
molecule temperature inside the cluster. Comparison of
experimental and theoretical spectra allows more precise
measurement of the temperature. Figure 13a shows the
vibrational absorption spectrum v3 of SF¢ molecules inside
droplets of “He and Fig. 13b shows the vibrational absorption
spectrum v3 of OCS molecules. The well-resolved rotational
structure permits determining the cluster temperature [212,
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Figure 13. (a) The vibrational IR absorption spectrum v; of SFs molecules
inside a droplet of “He (N = 2700) (solid curve). The calculated spectrum
of a freely rotating molecule is shown for comparison (dashed curve) [63,
382]. (b) The vibrational IR absorption spectrum v3 of OCS molecules
inside an “He droplet [383].

382, 383]. The spectra in Figs 13a,b correspond to the
molecule temperature around 0.38 K inside the helium
droplets. The total width of the vibrational IR absorption
spectrum v3 of the SFs molecules does not exceed 0.5 cm™!,
i.e., is significantly smaller than the isotopic shift in the above
vibration (=~ 8.5 cm~! [384]). This opens the possibility of
selectively exciting molecules inside nanodroplets of super-
fluid helium by high-power IR lasers and using this process to
select intercalated molecules in terms of isotopic (component)
composition [72, 385—387).

4.7 Methods for measuring cluster melting temperature

4.7.1. General remarks and a brief overview of early methods.
Macroscopic matter has a well-defined melting temperature
T at a given pressure. The melting is manifest as a visually
apparent change in the sample shape. Unlike macroscopic
substances, clusters have no definite melting temperature;
solid and liquid phases coexist in them within a certain
temperature range. Melting of clusters reveals a number of
their characteristic properties. Measurements of melting
temperature and heat in clusters encounter great difficulty.
Diffraction methods are applicable to sufficiently large
particles with N = 103 —10° (see Section 3.2). As the particle

size decreases, the measurement of the particle temperature
becomes progressively more difficult. However, the cluster
melting temperature is one of the most important physical
parameters, having both scientific and practical implications.

Small particles have a lower melting temperature than
bulk matter, as was first predicted in [388] and later confirmed
experimentally in [389]. In conformity with the known
Lindeman criterion [390, 391], melting starts when the
atomic vibration amplitude reaches 10— 15% of the mean
distance between the atoms. Taking this value as the melting
criterion, the physical basis of the above phenomenon can be
qualitatively described as follows. The fraction of surface
atoms in small particles is significantly greater than in
macroscopic objects. These atoms have fewer neighbors,
and therefore they are weakly bound and less restricted in
their thermal motion [392]. At the same time, there are more
exact criteria for cluster melting [393, 394], such as Berry’s
criterion [395, 396]. They are based on the correlation
between atom pair distribution functions. When a cluster
melts, the corresponding parameters change jump-like, as is
the case with the Lindeman criterion, and reflect changes in
the thermal motion of melting atoms. At the same time, phase
transitions in clusters are related to their configuration
excitation. Melting corresponds to the transition to the
lowest configuration-excited state of a cluster (see, e.g., [69]
and the references therein; see also Section 2.1).

The melting of clusters has been investigated in many
experimental [209—-211, 275-277, 397—-408] and theoretical
[204—-208, 278 —280, 409—-420] studies. They have demon-
strated that solid—liquid phase transitions in clusters (i.e.,
systems of limited size) differ from those in macroscopic
bodies in three main features: (1) the cluster melting
temperature decreases as the particle size decreases, (2) the
phase transitions occur in a narrow temperature range, (3) the
particle melting heat is lower than that of macroscopic
matter. It was also shown that the melting temperature of
small clusters (N < 200) varies considerably, depending on
their size [277, 404]. The melting heat of certain clusters
exceeds that of bulk matter, suggesting their unusually
strong structure [421, 422]. Phase transition starts from the
melting of the cluster surface layers [412, 419]. Both
experimental data [209—211] and calculations [69, 204 —208]
indicate that clusters may have negative thermal capacity near
the phase transition, meaning that melting at which solid and
liquid phases coexist is associated with partial conversion of
the cluster kinetic energy into potential energy. The cluster
cools as its total energy increases. The essence of this
phenomenon is that the energy increases is not an extensive
quantity in such complicated systems. Interaction between
the cluster subsystems should not be disregarded, bearing in
mind its great importance [69, 412, 416].

The first experimental studies of cluster melting tempera-
ture [389] were carried out with a transmission electron
microscope. The method recorded changes in the diffraction
picture at the melting point due to the structural disorder in
the clusters. The melting temperature decreased with decreas-
ing the cluster size. It should be noted, however, that the
electron diffraction method is inapplicable to small clusters
because they produce broadening low-intensity lines (see
Section 3.2). Moreover, because this method is sensitive to
the cluster structure alone, its use for measuring the melting
heat is impracticable.

The melting temperature of lead clusters with a radius
100—150 A was determined in [397] from the measurements
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of the reflectivity R of particles inserted into a transparent
matrix. This material has different reflectivities in the solid
and liquid phases. Therefore, the phase transition tempera-
ture can be found from the temperature dependence of
reflectivity. The authors of [397] observed a jump in the
dependence R(T) for clusters of different types as the
temperature increased in the range 390 to 460 K. Analysis of
their data gave the cluster melting temperature. It was found
[397] that this temperature decreased with a decrease in the
radius of the particles. However, the results of the measure-
ments were probably influenced by the surface melting of the
clusters.

A colorimetric method for the measurement of melting
temperature in large clusters was proposed in [398]. The
authors examined the melting of tin particles with the radius
50—500 A (containing up to 107 atoms). The particles were
deposited on the surface of a thin-film SiN calorimeter.
Measurements were made by delivering an electric pulse to a
heater made of a thin Ni film. The pulse heated the system
composed of the heater, the SiN membrane, and an Sn
sample. Current and voltage across the system were mea-
sured in real time. The energy consumption rate increased
abruptly as soon as the tin particles began to melt. Subsequent
analysis of variations in the heater resistance in time gave
exact temperatures of the system and the total energy put into
it. The melting temperature was found to decrease sharply
(from approximately 220 °C to 150 °C) with a decrease in the
mean cluster radius from 500 A to 50 A. For bulk matter,
T = 232°C. The melting heat of the clusters also decreased
significantly from the bulk value 58.9J g~ 'to~ 16 J g7, i.e.,
by roughly 70%.

The solid-to-liquid phase transition can be detected from
the structure of cluster fragmentation [399]. When dissociat-
ing clusters are in the liquid phase, magic numbers are not
apparent in their fragmentation structure because cluster
stability depends on the structure and liquids have no
ordered structure. Conversely, the presence of well-apparent
magic numbers in the fragmentation structure suggests a solid
structure of the cluster undergoing fragmentation. Dissocia-
tion of a solid particle is regarded here as an analog of
sublimation. The melting of clusters was also recorded in
[400, 401] from the altered spectral characteristics of free
combined clusters composed of a large molecule embedded
into an inert gas cluster (see also Section 2.5). In Sections 4.7.2
and 4.7.3, we consider the recently developed methods in
which clusters themselves serve as energy-measuring instru-
ments (‘ultrasensitive calorimeters’). These methods use two
mass spectrometers, one for the selection of clusters of the
desired size and the other for the analysis of their fragmenta-
tion.

4.7.2 Measuring the caloric curve from the photofragmentation
of clusters. The most straightforward method for the diag-
nostics of phase transitions in clusters consists of the
elucidation of characteristic features of their heat capacity
¢(T), defined as the partial derivative of the internal energy
with respect to temperature:

_OE
TorT
The temperature—energy relation £ = E(T) is called the
caloric curve. Caloric curves for mass-selected sodium

clusters were obtained in studies of cluster thermal properties
[209, 277, 402, 404, 405].
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Figure 14. (a) Schematic representation of a cluster laser heating experi-
ment. (b) Temperature dependences of the thermal capacity and melting
heat for positive-charged sodium clusters of 192 atoms. Black dots are the
experimental data. The melting point of the cluster, 7},, can be obtained
from the maximum of the dependence ¢(7") and the latent melting point ¢
from the jump on the caloric curve. The solid line is the caloric curve for
bulk matter (normalized to 192 atoms) [276].

The idea behind experiments in [209, 277, 402] designed to
measure £ = E(T) is as follows (Fig. 14). A cluster with a
temperature 7 is heated to 7, when it absorbs a photon with
the energy 6 E = hv. The steady-state cluster temperature 75 is
determined from the temperature of the cluster source at
which the photon-heated clusters have fragmentation pat-
terns (mass spectra) similar to those of laser-heated structures.

The clusters’ thermal capacity is measured in four stages.

1. Preparation of mass-selected cluster ions with the
temperature 77 in a vacuum.

2. Irradiation of the clusters by laser photons. The
absorbed energy (hv = 3.1 eV ~ 107!8 J) relaxes and heats
the clusters to the temperature 7> at which they do not yet
emit atoms within the experimental time scale (for approxi-
mately 100 ps). The cluster temperature increases so as to
trigger evaporation of atoms only after each cluster absorbs
several additional photons from the same laser pulse (two in
the case shown in Fig. 14a).

3. Evaluation of the distribution of cluster ions by size
after fragmentation with the help of the second mass spectro-
meter. This distribution is highly susceptible to the cluster
internal energy.
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4. Increasing the cluster temperature to 73, at which the
absorption of only two laser photons induces evaporation of
the same number of cluster atoms. In other words, an increase
in energy by OF results in a temperature increase by
8T =T, — T,. For relatively small 87, the ratio 8E/3T
equals the heat capacity ¢(T'). The melting point of a cluster
is the temperature at which the function ¢(7") has a maximum
(Fig. 14b).

This method was used in [209, 277, 402, 404, 405] for in-
depth studies of the heat capacity and melting temperature of
sodium cluster ions. As shown in [402], the melting tempera-
ture of NaT39 ions is Ty, = 267 K compared with 371 K for
bulk matter. The width of the phase transition is 12.6 K, and
the latent melting temperature is 1.98 eV, i.e., significantly
lower than the latent melting temperature of bulk matter
(3.69 eV).

4.7.3 Ionic colorimetry. We consider the ion colorimetry
technique recently developed [407, 408] for the measurement
of cluster temperature and melting heat. The method is based
on the dissociation of cluster ions induced by their multiple
collisions with inert gas (helium) atoms. The method consists
of reproducing a similar degree of cluster ion dissociation
(similar internal energy) by modulating the cluster thermal
energy (as a result of heating in the source) and the energy
generated by collisions with buffer gas atoms. Measurements
were made for cluster cations of aluminum with the number
of particles N =49—-63 [407] and N = 63—83 [408]. The
cluster thermal capacity was assessed in the temperature
range 150—1050 K.

The clusters were generated by the laser evaporation
method using a liquid metal sample in an atmosphere of the
buffer gas (helium). The cluster ions thus formed entered an
expansion chamber, where their temperature could be modu-
lated and stabilized as a result of collisions with the buffer gas
(see Section 4.2). Thereafter, the clusters were mass-selected
using a quadrupole mass spectrometer and driven to a
collisional cell containing helium at the pressure 1 Torr,
where multiple collisions between the clusters and helium
atoms occurred. Each collision caused the transformation of
a small translational energy fraction of a cluster into the
internal energy. Given a sufficiently high translational energy
of cluster ions entering the cell, some of them were heated to a
temperature that induced their dissociation. Intact parental
ions and ion fragments formed in subsequent collisions were
cooled to the helium temperature, extracted from the cell by a
weak electric field, and directed to the second quadrupole mass
spectrometer for analysis. The resulting mass spectra were
used to determine the fraction of the dissociated cluster ions.

The energy needed to dissociate clusters decreased with
increasing the temperature as a result of their increasing
thermal energy. When the temperature increased to
Te1 = Ty, the energy necessary for cluster dissociation
dropped sharply due to the latent melting heat [407, 408].
The translational energy Et<r50%> at which 50% of the ions
dissociated was measured experimentally depending on the
cluster temperature in the expansion chamber. It gradually
decreased as the cluster temperature increased and fell
dramatically at the melting temperature. The derivative of
Et(rSO%)(T) with respect to the temperature was proportional
to the cluster thermal capacity with a high degree of accuracy.
It was shown using this method that the cluster melting
temperature was approximately 40% lower than the bulk
value. It underwent marked fluctuations depending on the

cluster size; for the majority of clusters, it was significantly
smaller than in the bulk. For example, 7, = 586 K for the
Alj, cluster ion compared with 934 K for a macroscopic
substance. The width of the peak in the temperature
dependence of heat capacity for Alj, was 150 K [408]. This
suggests the co-existence of the liquid and solid phases in a
rather wide (150 K) vicinity of the melting point.

To summarize, the above method is applicable only to
clusters that dissociate in the liquid phase. It cannot be used to
measure the melting temperature if clusters dissociate
(sublimate) in the solid phase at T < T}, (such behavior is
characteristic of tin clusters).

5. Stabilization of cluster temperature
by evaporation

5.1 Association between canonical and microcanonical
reaction rates

As a rule, the available methods for cluster generation (see
[1-3, 12, 24, 26, 30, 54, 70]) cannot be used to obtain large
clusters with a desired energy and temperature. Evaporation
is one of the methods to stabilize the cluster temperature
(internal energy). The process of evaporation of atoms or
molecules from clusters is usually described [354, 423 —428] in
terms of the theory of monomolecular reactions [429, 430],
which allows deriving the microcanonical and canonical
reaction rate constants. There are two strategies for the
computation of the microcanonical rate constants of mono-
molecular reactions. One takes the properties of the transient
state into account [431] and the other is based on microscopic
reversibility [432]. A third approach, proposed in [423], is a
combination of these two methods. It assumes the following
relation between microcanonical and canonical rate con-

stants:
CU*(E — E()) ex Eo
o (E) P \keT) ]’

where k(T') is the canonical rate constant at the temperature
at which the system undergoing fragmentation has the mean
energy E(kgT) equal to the specific energy E of interest. In
Eqn (5.1), the terms in square brackets describe the relation
between the canonical and microcanonical rate constants:
o*(E — Ey) and o*(E) are the sums over the states of the
transient complex at energies £ — Ey and F, and Ej is the
activation energy at zero temperature. Equation (5.1) relates
the microcanonical and canonical rate constants and permits
deriving the former from the latter [423 —428].

k(E) = k(T) (5.1)

5.2 ‘Evaporative ensemble.” Relation between cluster
temperature and evaporation heat

To characterize clusters produced in nozzle sources, Gspann
[226] hypothesized that they should evaporate intensively
with the evaporation rate constant given by the inverse time
interval between consecutive events in the evaporation
process. This hypothesis looks valid, assuming that each
cluster undergoes at least a single evaporation act and each
step requires more time than the preceding one to be
completed. Gspann also suggested [226] that the expression
for the evaporation rate constant ke, has a form similar to the
Arrhenius formula:

key = A exp <— kAT) , (5.2)
B
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where 4 is the evaporation energy (heat). Equation (5.2)
relates the energy 4 to the temperature under the assumption
that the preexponential factor A4 is a universal constant. The
temperature of clusters being evaporated can be determined
based on this formal relation. Its values obtained by this
method are in excellent agreement with experimental data (see
Section 2.1).

It is necessary, however, to describe clusters obtained by
spraying, laser ablation, photoexcitation, and ionization,
besides those produced in nozzle sources. The properties of
these small aggregates (clusters) are also controlled by
evaporation. The above procedure was further developed
and improved in [423—428]. Simulation of the evolution of
small systems such as clusters requires different (more
general) approaches [424]. (It is worth noting that investiga-
tions into cluster evolution were motivated by the necessity to
obtain detailed information on the cluster structure). One of
such approaches applied in [423] was the ‘evaporative
ensemble’ model. The notion of ‘evaporative ensemble’ and
its properties are defined below.

Cluster temperature was considered on the basis of the
theory of monomolecular reactions in [429, 430]. Monomo-
lecular reaction rates are known to be strongly temperature-
dependent. This dependence can be used to determine the
activation energy, usually interpreted as the minimal amount
of energy to be located on the reaction coordinate. In the case
of clusters, dissociation (evaporation) processes are consid-
ered using energy instead of temperature to describe the
system. In particular, it is assumed that the energy E of the
medium under consideration is not very high compared with
the minimal energy E, that must be accumulated to support
the reaction. In this context, the use of the notion of
‘temperature’ appears more justified. Furthermore, the
event of interest must always be taken as a monomolecular
reaction in the given medium, regardless of the approach
chosen to describe the evaporation process [428].

Exact calculations of the evaporation rate constants are
reported in [424, 427]. They include estimation of temperature
(canonical) rate constants used to obtain microcanonical
constants. Computation of microcanonical rate constants is
not described here; we only quote the final result directly
related to the problem considered in this review. It is shown
that the temperature of the evaporating aggregate (cluster)
can be extracted from the equation

RT
AE

where R is the gas constant and AE is the molar vaporization
energy. Generally speaking, the ‘constant’ in the right-hand
side of (5.3) is independent of the cluster material; it is actually
a slowly descending time constant (because clusters cool).
Within a time scale of a few dozen microseconds, calculations
give a typical value of the constant ~ 4 x 1072 [427].
Equation (5.3) can also be represented in the form [428]

A
kpTq

= const,

(5.3)

~y(k), (5.4)
where 4 is the evaporation (vaporization) energy per particle.
The parameter y(k) in Eqn (5.4) is equal to the inverse
constant value in (5.3) and referred to as the Gspann
parameter. As mentioned above, y(k) is virtually indepen-
dent of the cluster size and material. The Gspann parameter
shows a weak dependence on time and equals roughly 25
within a typical time scale of several dozen microseconds. A
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Figure 15. Comparison of cluster evaporation temperatures measured in
[434—436] and predicted based on Eqn (5.4) (dashed line) [428].

detailed analysis reported recently in [433] showed that the
Gspann parameter may be approximately 1.5-fold larger or
smaller than the above value, depending on the cluster size,
the state density, and the kinetic energy realized during
evaporation.

The above relations can be used to predict the temperature
of large clusters, such as those studied by the diffraction
method. The thermodynamic data in Eqns (5.3) and (5.4) can
be borrowed from standard sources (e.g., [371]).

In Fig. 15, we compare the cluster temperature predicted
in [427, 428] and experimental values for large van der Waals
clusters obtained by the electron diffraction methods in [434 —
435]. The dashed line has a unit slope and is far from being the
best fit to the experimental data. It can be seen that the
predicted results fairly well agree with experimental ones.

One more method to measure the temperature of small
clusters was proposed in [427, 428]. According to the authors,
the mean kinetic energy of an atom or a molecule leaving the
cluster surface may be a measure of the transient state
temperature. If the cluster fragmentation process is described
in terms of the hard-sphere model, this relation is given by

& = kpT, (5.5)

where T} is the temperature of the aggregate transient state.
We note, however, that the temperature of small clusters
measured in this way is lower than the temperature of the
parent cluster undergoing fragmentation because part of the
cluster energy is spent to maintain monomer evaporation
[427, 428]. This method, measuring the cluster temperature
from the kinetic energy of the released fragments, is not
infrequently used in experiments on cluster excitation by
laser irradiation [437] or by collision with a surface [70], and
in model calculations [438].

Equations (5.3) and (5.4) are general relations for
estimating the temperature in clusters by a variety of
methods (gas expansion in nozzle sources, sputtering, laser
ablation). They are equally suitable in the case of metastable
clusters [424]. Evaporation of at least one atom (molecule)
from a cluster is the sole indispensable precondition for the
derivation and application of Eqns (5.3) and (5.4). This
condition, i.e., the occurrence of a single evaporation act,
determines the existence of the ‘evaporative ensemble.’
However, it cannot be realized in such cases as supersonic
gas expansion in nozzle sources when the condensed gas is
diluted with an uncondensed one. In this situation, the
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resulting clusters have a very low temperature (7 < 1—35 K),
and evaporation kinetics establishes only an upper boundary
of the available temperature range.

5.3 Relevant remarks

Several remarks are in order as regards the ‘evaporative
ensemble’ and the temperature of evaporating clusters
[423-428].

1. It is assumed for the purpose of derivation of the
microcanonical rate constant in the evaporative ensemble
[423] that evaporation is accompanied by the loss of
monomers. But in certain cases (e.g., with carbon clusters),
the loss of several atoms predominates [218, 439—-442]. A
redefinition of the monomer unit and generalization of the
theory are then needed.

2. Emission of radiation in the IR range competes with
evaporation at large times [225]. Hence, the necessity to take
this energy relaxation channel into account.

3. The principal concept of the microcanonical rate
constant k(E ) suggests that the equilibrium energy distribu-
tion in the system undergoes dissociation (fragmentation).
This is not always the case, however. For example, high-
frequency molecular oscillations in molecular clusters may
long (for several microseconds) remain in disequilibrium with
van der Waals vibrations [443]. The temperature given by
Eqn (5.5) refers to low-frequency van der Waals modes alone.

4. Tt is assumed in the derivation of Eqn (5.3) that the
evaporation energy is a weakly varying monotonic function
of the cluster size. It should be borne in mind, however, that
‘magic’ clusters, if they exist, have a higher evaporation
energy [424, 426, 428].

The evaporative ensemble cannot be characterized by a
single fixed temperature because it decreases during evapora-
tion. This fact is of little importance for relatively large
clusters (N > 10%) having rather high heat capacity. For
small clusters (N < 10), the notion of ‘temperature’ should
be used only to denote energy, especially the high-energy wing
of cluster ensembles from which atoms (molecules) evaporate.

To conclude this section, we note that the concept of the
evaporative ensemble allows determining evaporation rates
of both neutral and charged clusters [331, 356, 423, 424, 444].
Evaporation rate constants of neutral and ionized water
clusters (N = 10 and N = 100) as functions of temperature
in the range 170—-250 K were reported in [423]. It is shown
that they strongly depend on temperature, especially near the
limiting temperature (7 < 190 K), where rate constants of
small clusters (N =10) become vanishingly small
(< 10° s71). Evaporation rates for small ion water clusters
(N = 10) are approximately two orders of magnitude smaller
than for neutral clusters. Conversely, evaporation rates of
neutral and charged clusters containing N = 100 molecules
differ by less than 25%. This can be accounted for by the fact
that the evaporation process becomes increasingly endother-
mal with decreasing the cluster ion size due to the enhanced
binding energy of cluster molecules.

6. Excitation of clusters upon collision
with a solid surface

6.1 General remarks

Collision of accelerated cluster beams and cluster ions with
a solid surface is an efficacious method for the rapid and
strong excitation of clusters (see [43, 70] and the references

therein). Collisions of large (N = 10>—10°) high-energy
(Ecol = 10—103 eV per particle) clusters with a solid surface
within a short span of < 50—500 fs produce a medium with
unusually high temperature (> 10*—10° K), density (4—
5 times that of a solid body), and pressure ( = 1—10 Mbar).
The cluster heating rate amounts to 10'°—10'® K s~!. The
physicochemical process induced under such extreme condi-
tions and in the collision zone do not occur in thermal
equilibrium (ionization, emission of light and charged
particles, fragmentation, breakup and formation of chemical
bonds, generation of microshock waves, nuclear synthesis,
surface bombardment). These processes result from a strong
excitation of clusters colliding with the surface; their char-
acteristics are strongly influenced by the cluster velocity, size,
and composition, as well as the material and temperature of
the surface [70].

When high-energy clusters hit a surface, a large number
of atoms are simultaneously incident on its small portion,
leading to energy concentration in the collision zone.
Indeed, collision of a high-energy cluster with the surface
provides a unique opportunity to realize high energy
concentration within a small ( < 5—10 nm?) area and to
obtain a very high power density (> 10'® W cm~2). The
collision of a cluster or multiatomic ion with the surface
results in the superposition in time of the same processes
that arise from the collision of a single atomic ion with a
similar surface. These interactions are accompanied by
space—time cooperative and/or coherent effects, account-
ing for the process rates and outputs unobservable in
collisions of single atomic ions. The characteristics and
mechanisms of cluster excitation (strong heating) by
collisions with surfaces, the resulting cluster temperatures,
energy transfer processes, and their outcomes and implica-
tions are briefly discussed in Sections 6.2—6.4. The same
issues are considered at length in recent review [70].

6.2 Energy transfer in cluster/surface collisions

An important aspect in the description of collisions of high-
energy clusters and cluster ions with surfaces is the amount of
energy transmitted from a cluster to the surface, which
determines the internal temperature of the reflected cluster.
This energy can be measured from the recoil energy of intact
cluster ions scattered on the surface [43].

The energy of cluster collisions with the surface was
controlled in [43] by varying the target potential. If the
potential Ureer applied to the target exceeded the kinetic
energy of incident ions, they were elastically reflected without
touching the surface. Ion—surface collisions can be initiated
when the applied voltage is lower than the kinetic energy of
the ions. In other words, the collision energy E., depends on
the difference between the mean kinetic energy of incident
ions and the target potential Uarget,

Eco = E; — EUtargetv (6])

where e is the elementary charge. Negative collision energies
suggest reflection. The recoil energy E. is given by the

difference between the mean kinetic energy of scattered ions
E and the potential Uygrger:

Erec = Es — EUtarget . (62)

Figure 16 presents the elastic collision coefficient e,
defined as the ratio of the recoil energy E.. to the collisional
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Figure 16. The elastic collision coefficient ¢ = Ey.c/Eco for protonated
cluster ions of ammonia (NH;)yH™ depending on the collision energy 1.2
[43].
1.0
energy Ecol (¢ = Erec/Ecol) for protonated ammonia clusters
(NH3)yH" (N=1, 2, 4, 5, 7), depending on the collision v: 0.8
energy. Evidently, cluster ions scattered from the target =
surface lose a substantial part of their kinetic energy at small < 0.6
collision energies (< 2.5 eV per molecule). At higher collision
energies, only a small fraction of the kinetic energy (20—30%) 0.4
is lost, which suggests substantial elasticity of cluster —surface
collisions at high E,. Normally, some 75% of the kinetic 0.2
energy is retained in the initial cluster ions scattered on the
surface. This result is not unexpected for hard-surface 0
materials, e.g., diamond, and agrees with the data obtained
by the molecular dynamics method [136, 137, 153]. Thus, the 300
temperature of a scattered cluster depends on the collision
energy. 250
. . - 200
6.3 Formation of microshock waves inside clusters >
The collision of clusters and cluster beams with a solid surface : 150
at super- and hypersonic velocities produces a microshock 7
wave inside the clusters and in the collision zone, as shown in “ 100
[445, 446] by computer simulation of molecular dynamics (see
also [135]). In Ref. [445], this process was studied using 50
krypton clusters Kry (N = 8—512) colliding with a platinum
surface at the speed v =75 x 10*—10” cm s~! and energy 0
E,?m =10—10% eV. Argon clusters Ary (N = 55-555) in _50 [ [ [ [
[446] collided with a platinum surface at the speed 100 200 300 400 500 600

v=103-10° cm s~!. Cluster-surface interactions were
described either by the Lennard —Jones potential [445] or by
two potentials, the Lennard —Jones and exp-6 [446] (see also
[70]). The collision speed did not exceed v = 10 km s~! in
order to avoid the necessity of taking effects associated with
electron excitation of clusters into account and in order to
consider processes in the ground electron state alone. At this
speed, the kinetic energy was Eyi, /N < 26 eV per particle.

6.3.1 Energy acquisition in cluster —surface collisions. The
evolution of the potential energy of E,, clusters, the tempera-
ture T, and the cluster —surface interaction energy (CSIE)
was examined in [445, 446] (Fig. 17). References [445, 446]
report the most characteristic features of the evolution of
these parameters. Specifically, their time dependences for the
two potentials used in these studies differed by less than 20%.
The parameters E,, E., and CSIE began to increase at the
moment of collision 79. £, and CSIE maxima practically
coincided. The temperature T increased to a maximum and

Time, fs

Figure 17. Time evolution of the cluster potential energy (CPE) (a), the
cluster temperature 7 (b), and the cluster—surface interaction energy
(CSIE) (c) for a collision of cluster Arsss with a platinum surface at the
speed 10 km s~ for two model potentials: exp-6 (solid line) and the
Lennard —Jones potential (dashed line) [446].

reached the saturation level. The time t during which a cluster
remained near the surface was given by the width of the £,
curve, which was very close to the width of the CSIE curve.
The time tmax corresponding to the maximum FE, value
determined the cluster energy acquisition time tcpa =

Tmax — T0-

6.3.2 Formation and propagation of a microshock wave. A
cluster excited by a collision with a surface is a small-size
system existing at extreme temperature and pressure. The
cluster temperature may be very high, e.g., as high as
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Figure 18. The maximum temperature of Ary clusters (N = 141, 321, 555)
colliding with a Pt surface plotted vs the collision energy. Inset: maximum
kinetic energies of the clusters [446].

T,y = 1.2 x 10° K at the speed v =~ 10 km s~! (Eyin/N=21¢V)
of Ary clusters (N = 555) at time moments when the clusters
have the maximum potential energy (Fig. 18). The tempera-
ture T increases linearly as Eyj, increases and satisfies the
relation Ty=o(Exn/N), where a=(540.5)x 10°eV~'K;
the parameter o is independent of the cluster size for
Ekin/N =0.2-22¢V.

The propagation of a microshock wave inside a cluster
was studied in [445, 446], where it was assumed to be
composed of many spatial layers, in analogy with continuous
media [447]. Immediately before the collision with the surface
(t < 0), the energy was evenly distributed inside the cluster. It
was found (see also [70]) that the collision was followed by the
spreading of the high-energy region over the outer layers of
the cluster; this process reflects propagation of the micro-
shock wave inside the cluster as it shrinks at the moment of
collision. Before E, reached a maximum value (e.g., up to
t ~ 200 fsfor Arsssatv = 10 kms~'), the compression shock
wave propagated toward the cluster as a single wave. There-
after, the primary wave was overlapped by the secondary one
that originated near the Pt surface and moved away from it.
Eventually, the two waves diverged locally. Collisions of these
waves with the surface gave rise to the tertiary and higher-
order shock waves whose propagation and reflection resulted
in cluster degradation.

The velocity us of a shock wave in clusters appears to be
linearly dependent on the collision speed v at which the
clusters and cluster ions hit a solid surface [446]: us = n.
The parameter n depends on the cluster size. Analysis of the
results obtained in [446] shows that the relation us/v =
1 £0.15 is satisfied for relatively large clusters (N = 321);
this means that the velocity of propagation of a microshock
wave inside a cluster roughly equals its collision velocity.

6.4 Other processes in clusters upon their collision

with a surface

Collisions of high-energy clusters and cluster ions with solid
surfaces that occur at extremely high temperature, density,
and pressure are accompanied by a variety of other

physicochemical processes, such as the ionization of atoms
and molecules [448 —456], the electron emission [457 —474],
the fragmentation of clusters [136, 137, 475—492], the break-
age and formation of chemical bonds [127 — 146], initiation of
reactions with high-energy barriers [138 — 146], nuclear synth-
esis [119—126], light emission [493], the formation of films [7,
147—175] and nanostructures with specific properties [159 —
177], and surface bombardment [178 —196]. All these pro-
cesses have been considered at some length in recent review
[70]. They have important fundamental and practical implica-
tions. Investigations into extreme processes inside clusters
provide information on homogeneous and heterogeneous
processes of energy input and distribution with an ultrashort
time scale of the molecular motion.

The ultrafast energy redistribution inside cluster ions
during their collisions with a surface provides a basis for the
formation of ‘superhot’ clusters with an energy sufficient to
break almost all intermolecular bonds. The method based on
the collision of high-energy clusters with a solid surface allows
realizing a new regime with the input of 1 — 50 eV of energy per
molecule for 10—100 fs. This allows inducing intracluster
reactions with a high energy barrier, even such as air burning
[139, 141, 142]. It may be argued that chemical reactions
induced by cluster —surface collisions represent a novel and
rather general mechanism in femtosecond chemistry.

The interaction of neutral and ionized cluster beams with
a surface is used in macro- and nanotechnologies. Studies on
the interaction of metal and superconductor cluster beams
with solid surfaces demonstrated [41, 54, 70] that such beams
can be used to treat the surfaces, produce thin films, and
create essentially new materials.

Metal clusters formed by pure vapor expansion are hot
liquid droplets. Due to this, deposition of high-energy cluster
beams on the surface yields high-quality films (see, e.g., [7, 54,
68, 70, 295] and Section 2.6). Droplet fluidity accounts for the
high cluster mobility at the surface, while the heat brought in
with the clusters ensures efficacious, even if locally restricted,
annealing. Moreover, deposition of low-energy cluster beams
[162—175] produces thin films with intercalated solid clusters
known as ‘materials assembled from clusters’ [170—173].
Nanonstructures formed by cluster beams, thin films, and
other cluster materials have very specific structures and
properties of importance for modern technologies.

7. Strong heating of clusters by superpower
ultrashort laser pulses

Excitation by superstrong ultrashort laser pulses is the most
efficient way to ‘instantaneously’ and heavily heat clusters
[52—-57, 85—111, 494, 495]. Such experiments became
possible owing to the creation of superpower laser systems
emitting ultrashort pulses [496, 497]. The excitation of
clusters by ultrashort laser pulses in the IR range
(2~ 800 nm) is known fairly well (see, e.g., [52—57]). In
what follows, we briefly mention the main processes asso-
ciated with this excitation mode and the resulting cluster
temperatures. The peculiarities of cluster excitation by
vacuum UV radiation of a free-electron laser is considered
at a somewhat greater length.

We recall that the excitation of clusters by femtosecond
laser pulses generates a strongly nonequilibrium plasma.
Therefore, temperature may be introduced only for indivi-
dual plasma components at selected stages of its evolution.
On the other hand, consideration of cluster excitation by
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ultrashort laser pulses is useful in that it gives a better idea of
the methods to reach a high cluster temperature.

Irradiation of large clusters containing thousands of
atoms or molecules by an intense ultrashort laser pulse gives
rise to strongly excited matter [52—54]. Fast excitation of a
cluster in the absence of heat extraction leads to considerable
heating of its electron subsystem (to several kiloelectron-
volts). Atomic ions are not heated at the onset of laser pulse
impact. After a rapid initial multiple ionization by the main
pulse component, the cluster ion is an ideal plasma composed
of electrons and multicharged atomic ions. A variety of
nonequilibrium extreme processes develop in such strongly
excited clusters during and after the action of the laser pulse
[52—-57], e.g., internal and external photoionization, Cou-
lomb and hydrodynamic explosions, generation of high
harmonics and X-ray radiation, nuclear synthesis, and
production of neutrons.

7.1 Cluster ionization
Typical fluxes of laser energy in experiments on cluster
excitation by superstrong ultrashort pulses (see [52—57,
495]) are 10'°—10* W cm~? at the pulse length 1, ~
30—300 fs. The electric field strength in a laser wave is much
higher than that in a hydrogen atom (approximately
10° W cm™!). Therefore, a laser pulse can ionize cluster
atoms due to the above-threshold ionization process. The
same is true of the ions being formed. Excitation of clusters by
a laser pulse induces a series of processes including (1) internal
ionization of cluster atoms giving rise to nanoplasma, (2)
heating of quasi-free electrons inside the clusters, (3) external
ionization as a result of electron emission by highly ionized
clusters, (4) complete fragmentation of the clusters following
the Coulomb and/or hydrodynamic explosion. For this
reason, the total amount of the absorbed energy strongly
depends on the internal ionization rate, which determines the
plasma density and, therefore, the plasma heating rate.
Thus, clusters interacting with a laser pulse are trans-
formed into a system of multicharged ions and free electrons
[52—54]. Some electrons leave the cluster, which then acquires
a positive charge, while others are retained by the cluster self-
consistent field. The resultant system of multicharged ions
and electrons is unstable and dissociates as a result of ion
dispersion. The characteristic time of its disintegration is
expressed as [55]

12 1/3
m; gy
Texp r0<ZkBTe) (ne> )

where r( is the initial cluster radius, Z is the charge of the
cluster ion, T, is the cluster electron temperature, m; is the ion
mass, and ny and n. are the initial and current electron
concentration, respectively. Because the system degrades
with ion velocities, its disruption time may be much greater
than the laser pulse duration. This stage of plasma develop-
ment affects the pulse properties [52—54]. The character of
plasma beam interaction with superstrong ultrashort laser
pulses allows the input of large specific energy into the
electron subsystem (1—10 keV). In this way, absorption of
the laser pulse energy by the cluster beam leads to the
formation of specific hot plasma [52 —54].

(7.1)

7.2 Coulomb and hydrodynamic explosions
The formation of homogeneous cluster plasma, nuclear
synthesis, and generation of neutrons result from the

explosion (expansion) of clusters. We consider the mechan-
ism of explosion [55, 91, 498, 499]. A cluster is subject to two
forces that cause its expansion during and after the action of
the exciting pulse. One of them is the pressure of hot electrons
that expand and push cold and heavy ions outside. The
characteristic expansion rate is equivalent to the speed of
sound in the plasma:

<ZkBTe)1/2
Vexp ~ .

mi

(7.2)

The other force arises from the formation of an electric charge
in the cluster. Cluster atoms undergo rapid ionization under
the effect of a laser field, while electrons and ions concomi-
tantly formed inside the cluster generate a self-consistent
field; its interaction with the laser field leads to the ejection
of some electrons outside the cluster. The developing charge
of the cluster creates an electric field that allows the dispersion
of the cluster internal atomic ions, i.e., causes its Coulomb
explosion [52—57].
The electron pressure is given by

De = nekpTe, (73)

where n. is the concentration of electrons. Hence, the
temperature reduction rate of the expanding cluster [55, 91] is

oT. ) T. 6_1

ot T

exp

(7.4)

where r is the cluster radius.

To evaluate the force responsible for cluster expansion
under the effect of the accumulated charge, the cluster plasma
sphere is regarded [55] as an ideal conductor and the
accumulated charge Q. is considered to be concentrated on
the cluster surface. The energy accumulated in the spherical
‘capacitor’ is expressed as

Q 262
Ep, == 7.5
Qe 2,2 0 ( )
and therefore the force acting on the unit surface is
Q 282
PcCoul = sS4 (76)

Because of the 1/r* dependence of pcoul, the Coulomb force
predominates in the case of small clusters. But as the
clusters expand, it is replaced by the hydrodynamic force,
with the hydrodynamic pressure being proportional to 1/r3
(due to ne).

We emphasize that a cluster rapidly expands as soon as it
is heated to a very high temperature, irrespective of the
explosion mechanism [55]. For example, a deuterium cluster
measuring 100 A at the electron temperature 1 keV expands
two-fold after a Coulomb explosion for < 20 fs. It is shown
[55, 91] that large clusters expand more slowly than small
ones. Larger clusters are preferred in the general case for laser
excitation because they remain intact during the subsequent
heating by a laser pulse and can absorb more of its energy.
The expansion affects cluster dynamics due to the decrease in
the electron temperature described by Eqn (7.4). Another
mechanism of electron cooling is associated with the energy
transition from hot to cold electrons in the course of
collisional thermalization [52— 56].
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7.3 Generation of X-ray radiation and neutrons

The excitation of clusters by strong ultrashort laser pulses was
used to create an efficacious compact source of X-ray
radiation [92—103, 495, 500—503]. The inhomogeneous hot
plasma produced by the absorption of laser light by clusters is
composed of multicharged ions and electrons captured by
them [52—57]. Further plasma evolution gives rise to excited
multicharged ions and other excited states and to the emission
of shortwave photons. We recall that any hot plasma can emit
shortwave radiation [54]. The plasma formed by laser
radiation ensures a highly efficient transformation of the
laser pulse energy into the X-ray radiation energy (from one
to several percent) [52—57, 495].

Similar processes occur when the same plasma is used as a
source of neutrons [54—57, 104—111]. In this case, a beam of
deuterium clusters is irradiated by a laser pulse. The plasma
formed in each cluster has a high electric potential, which
accounts for its rapid dispersion under the effect of the cluster
self-consistent field, leading to the appearance of energetic
ions. The energy of such ions may be as high as dozens of
kiloelectronvolts. Collisions of deuterium energetic ions at
the next stage of plasma development when it becomes
homogeneous after cluster dispersion may cause a thermo-
nuclear reaction with the participation of these ions. Such a
scheme cannot be used to construct a fusion reactor because
the Lawson criterion for plasma parameters is four to five
orders of magnitude smaller than its threshold value for a self-
supporting fusion reaction. Nevertheless, it permits creating a
source of neutrons based on a beam of deuterium clusters or
deuterium-containing molecules [54, 57, 104 —111].

High-energy ions were for the first time used to generate
neutrons from the DD synthesis in [104]. In the experiments,
large deuterium clusters formed in a gas-dynamic jet as the gas
outflowed from the nozzle. An intense (=>10'® W cm™?)
ultrashort (35 ps) laser pulse with the energy 120 mJ (at the
pulse repetition rate 10 Hz) was focused into the jet carrying
deuterium clusters and rapidly heated them. The resulting
cluster explosion gave rise to ions with the energy of several
kiloelectronvolts. The plasma filament thus formed had a
diameter roughly equal to that of the laser spot in the focus
(approximately 200 pm) and a width identical with the width
of the deuterium cluster beam (=~ 2 mm). Fast deuterium ions
outflowing from exploded clusters collided with ions released
from other clusters in the plasma. With the ion energy being
sufficiently high (at least several kiloelectronvolts), there is a
high probability of DD reactions. A good indicator of this
process is one of the channels of DD synthesis, D+ D —
He® + n, in which neutrons with the energy 2.45 MeV are
generated.

The energy of the neutrons was measured by the time-of-
flight method. It was found that the time of flight of the
neutrons was 46 ns m~!, in agreement with their energy
2.45 MeV. The output was some 1 x 10* neutrons per pulse
[104, 105]. Such efficiency (approximately 10° neutrons per J
of the laser energy) is comparable with that in large-scale
installations (see, e.g., [104] and the references therein).

Time-of-flight measurements in [104, 105] were used to
determine the burst period in the neutron source (approxi-
mately 500 ps) and neutron energy spread (roughly 10%)
(Fig. 19). The plasma temperature derived from the broad-
ening of plasma temperature spectra was about 8 keV, in
excellent agreement with the results of time-of-flight measure-
ments in experiments with deuterium ions. Thus, studies [104,
105] demonstrated the possibility of obtaining a rather high
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Figure 19. (a) The measured width of a neutron pulse at the distance
r=9cm from the target. The estimated width is #, = 650 ps. The
response of the detector shown on the left-hand side of the figure is
deduced from the measurement of a hard X-ray radiation pulse from the
target. (b) The measured width of a neutron pulse #, at the distance
r =56 cm from the target. The pulse width is #, = 1.5 ns. The detector
time resolution is 1.1. ns [106].

neutron output in synthetic reactions induced by the interac-
tion of femtosecond laser pulses with deuterium clusters.

We emphasize that the generation of neutrons by strong
ultrashort laser pulses has recently attracted the close
attention of researchers (see, e.g., [57, 104—111] and the
reference therein). There is every reason to believe that the
combined use of cluster beams and intense ultrashort laser
pulses will be instrumental in creating compact sources of
X-ray radiation and neutrons.

7.4 Characteristics of cluster excitation by vacuum
ultraviolet radiation

7.4.1. Results of observations. Studies on cluster excitation by
UV radiation of free electron lasers (FELs) have recently been
initiated [504—509]. Two large-scale FEL projects are
currently being implemented based on particle accelerators
at Stanford, USA, and near Hamburg, Germany. The FEL of
the latter facility was used to excite clusters in the far UV
spectral region. These results are discussed below.

The first experiments were performed in [504] to study
interactions between intense FEL radiation (wavelength
A =98 nm) and atoms or clusters of xenon chosen because
they can be ionized by individual photons with the energy
12.7 eV at the given wavelength (the ionization energy of
xenon atoms is 12.1 eV [371]). The atoms and clusters were
irradiated by laser pulses with the duration about 100 fs at the
power density up to 7 x 10> W cm~2. The ions being formed
were detected with a time-of-flight mass spectrometer.

Very broad ion mass peaks were recorded in these
experiments (Fig. 20), suggesting a high kinetic energy of the
ions, attributable to Coulomb explosions of clusters. Both the
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Figure 20. Time-of-flight mass spectra of Xe clusters (N = 1500) after their
laser UV irradiation by a free electron laser at the wavelength 98 nm and
varying laser power density [504].

number of differently charged ions and their kinetic energy
strongly depend on the power density of the exciting
radiation, as is well apparent from Fig. 20, showing the mass
spectra of the ions after excitation of xenon clusters of
1500 molecules. At the highest power density used in the
experiment (7 x 101> W cm~2), ions with the charge up to +8
are detected. The intensity of ion peaks corresponding to
multicharged ions sharply decreases with decreasing the
power density of exciting radiation. For example, only
monocharged Xe™ ions with a rather high kinetic energy can
be seen at 2 x 101" W cm™2,

The strong dependence of the signals on the power density
of the exciting radiation unequivocally suggests the preva-
lence of nonlinear optical processes at the power levels used in
the experiments. The average charge increases from 1 to
approximately 2.5 as the power density increases from
2x 10" Wem™ to 7 x 10* W ecm™2. This means that each
atom in a cluster of 1500 xenon atoms loses 2 —3 electrons on
the average at the highest power density.

The mean kinetic energy of ions estimated from time-of-
flight measurements (see Fig. 20) strongly depends on the
cluster size and charge. Xe”* ions have a kinetic energy in
excess of 2 keV. In small clusters, it increases with increasing
the charge. Such a behavior confirms disintegration of
clusters as a result of Coulomb explosion [510]. The data in

Fig. 20 allow concluding that the energy of a few hundred
electronvolts is absorbed from the laser pulse field.

The effects in clusters associated with their excitation by a
shortwave UV radiation [504] are surprising because the
Coulomb explosions first occur at the power density
10" W cm~2, which is much smaller than the power
necessary for a Coulomb explosion in the IR region. More-
over, the frequency of the exciting radiation is so high that the
direct effect of the laser field on electron motion is negligibly
small [511]. The experiments being discussed revealed that
field-induced ionization prevailing in the overall process of
cluster ionization by IR radiation does not substantially
contribute to FEL radiation at the wavelength 98 nm, nor
does the electron motion induced by the electric field play a
key role in these experiments. Therefore, there must be no
direct laser-induced ejection of electrons from the clusters.
Hence, additional processes and mechanisms of cluster
ionization should be taken into consideration to explain
absorption, ionization, and the dynamics of cluster explo-
sion under the effect of IR radiation from FEL.

7.4.2. Interpretation of results. The authors of [504] describe
cluster ionization as a two-stage process in analogy with the
cluster ionization by IR radiation [512, 513]. At the first stage,
atoms inside clusters lose electrons (at least one electron
each), which thereafter travel freely inside the clusters
(internal ionization). At the second stage, these electrons
move away from the clusters to infinity (external ionization).
Internal ionization is easy to explain, bearing in mind that the
energy of FEL photons exceeds the ionization energy of Xe
atoms. It appears that valence electrons in the clusters are
transferred into excited states (conductivity band). At the
power density in excess of 1013 W cm™2, this process occurs
within the first several femtoseconds after the onset of the
FEL pulse impact due to a very large absorption cross section
(30—-50 Mbarn) [514].

To better understand the radiation absorption processes
and mechanisms of cluster ionization, the authors of [504]
calculated electron motions in Xe;3 and Xess clusters
accounting for both the forces acting on electrons from
ions and cluster electrons and the laser pulse field. It turned
out that clusters emit electrons isotropically at the wave-
length 98 nm and the power density 10" W cm=2 or
10'°W cm~2. In contrast, most of them are emitted in the
direction of polarization of the pulse field under typical
conditions of experiments using optical-range lasers (800 nm,
10' W cm~2). This observation confirms the field-induced
ionization of clusters in the second situation. A similar result
was obtained in [506] (Fig. 21). The isotropic emission of
electrons from a cluster excited by an FEL at 98 nm provides a
strong argument in favor of the absence of field-induced
ionization. The authors of [504, 506] conclude that electrons
undergo multiple scattering inside the cluster and thereby
strongly heat it prior to escape.

It was hypothesized in [504] that multicharged ions arise
on the cluster surface due to field-induced ionization in the
strong Coulomb field of ions contained inside the cluster [515,
516]. The electric field at the surface of a large high-charge
cluster is usually 10—50 V A ,1.e., almost 20 times as strong
as the FEL pulse field at the power density 10'* W cm—2. A
field of some 30 V A~ is sufficient for Xe** ions to form
[517]. These observations explain the formation of multi-
charged ions in clusters excited by UV radiation from an FEL
(see also [506—509]).
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Figure 21. Calculated electron motions and Xe;; cluster ionization after IR
and soft X-ray irradiation. The trajectories of electrons are computed for
100-fs-long pulses of equal energy at the two irradiation modalities.
Positions of electrons are shown at 10, 20, and 100 fs after the onset of
laser radiation, whose polarization is parallel to the x axis [506].

Later studies demonstrated the Boltzmann energy dis-
tribution of electrons emitted by clusters. The mean tempera-
ture of electrons emitted under the effect of UV radiation was
only 30—40 eV compared to 1—-10 keV in electrons for IR
radiation with the wavelength 800 nm. These data suggest
different mechanisms of cluster ionization by IR and UV
radiation and confirm that the UV radiation of FELs is a
highly efficient tool for cluster excitation.

8. Conclusion

The results of the reviewed studies indicate that the cluster
internal temperature is an important characteristic determin-
ing many cluster properties, including polarizability, mag-
netic moment, ionization potential, optical response, struc-
ture, configuration, and phasic state. Cluster temperature has
a marked effect on physicochemical processes and phenom-
ena involving clusters and cluster beams, such as fragmenta-
tion (evaporation) and chemical reaction rates, fragmenta-
tion channels, energy relaxation rates, and channels.

There is a variety of methods allowing the cluster
temperature to be determined with a rather high degree of
accuracy: recording electron diffraction and equilibrium
radiation, vibrational —rotational spectroscopy of intraclus-

ter molecules, evaporative cooling, measurements of the
kinetic energy of fragments resulting from cluster degrada-
tion, energy transfer in cluster —atom collisions, and the recoil
energy of cluster —surface collisions.

The available methods of cluster excitation (laser excita-
tion, electron impact, cluster heating in a buffer gas discharge,
collision of high-energy clusters and cluster ions with a solid
surface or between themselves in crossed beams, interaction
of clusters with superstrong ultrashort laser pulses) are
employed to obtain clusters with very high internal tempera-
tures (up to 103 —10® K). On the other hand, low-temperature
clusters of noble gases and molecular clusters (with the
temperature 1073 —10%> K) can be produced in nozzle sources
and with the use of evaporative stabilization.

It was shown that the upper limiting temperature of large
van der Waals clusters from nozzle sources achieved during
evaporative stabilization depends on the binding energy of
atoms (molecules) inside the clusters. At the same time, nozzle
sources in which a carrier gas with a low binding energy is
used produce clusters having a significantly lower tempera-
ture than that depending on the binding energy.

Fragmentation, emission of charge particles (electrons
and ions), and emission in the visible and infrared spectral
regions are the main energy relaxation channels in strongly
heated clusters. Fragmentation and the emission of electrons
greatly contribute to the first stage of cluster cooling, whereas
its final stage largely depends on the emission of radiation.

Strong heating of clusters and cluster ions colliding with a
surface initiate a variety of extreme processes both in
themselves and in the collision zone (emission of light and
charged particles, fragmentation, the breakage and formation
of chemical bonds, nuclear synthesis, surface bombardment)
that do not occur in thermal equilibrium. These processes
develop due to strong cluster heating upon their collisions
with a surface, which generates a microshock wave both
inside the clusters and in the collision zone within a very
short time (<1 ps). Interactions between cluster beams and
surfaces may be used to obtain thin films, synthesize new
nanostructural materials, and treat their surfaces. As shown
in the reviewed publications (see also [70] and the references
therein), a major component in many of these processes is the
collision energy, a large fraction of which is converted to the
cluster internal energy (temperature) during an act of
collision.

The excitation of clusters by superstrong ultrashort laser
pulses results in a substantial heating of their electron and ion
subsystems (to 1-100 keV), a Coulomb or hydrodynamic
explosion, and the generation of X-ray radiation and
neutrons. The available data (see also [70]) indicate that
excitations of clusters by ultrashort laser pulses and by
collisions with a surface at high velocities (v~ 10°—
107 cm s~!) have much in common. Specifically, energy
inputs, excitation rates (~ 1013 -10'% s7!), and cluster life-
times relative to the degradation time (~ 10713s) are
comparable. In either case, clusters emit light and charged
particles (electrons and ions), undergo fragmentation, with
excitation accompanied by excitation, and give rise to nuclear
synthesis and the generation of neutrons. It appears, however,
that laser excitation permits realizing greater specific energy
inputs per particle [57] and yields larger amounts of denser
cluster plasma. For this reason, the excitation of clusters by
laser pulses is the method of choice for the production of high-
temperature plasma and generation of X-ray radiation and
the neutrons.
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Experiments on resonance excitation of clusters contain-
ing intercalated molecules by strong ultrashort IR laser pulses
are important for the investigation of their interaction with
intense laser radiation. This inference refers first and foremost
to clusters with a low binding energy, such as superfluid
helium clusters. Chromophors located in the center of such
clusters are efficacious sorbents of laser radiation. Rapid
energy acquisition by a cluster due to its absorption by the
chromophor and fast relaxation of the vibrational excitation
energy may cause strong heating and ‘instantaneous’ frag-
mentation (explosion) of the cluster. Small clusters (N < 10%)
may totally disintegrate, giving rise to ‘stripped’ molecules in
the beam. This fact can be used to study the thermal
(hydrodynamic) explosion of laser-excited clusters. Selective
laser excitation of clusters in a beam permits separating
intercalated molecules of different isotopic (component)
compositions [72, 385—387].
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