
Abstract. Magnetron plasma processes involving metal atoms
and clusters are reviewed. The formation of metal atoms near
the cathode and their nucleation in a buffer gas flow are dis-
cussed. The flow of a buffer gas with metal clusters through a
magnetron chamber disturbs the equilibrium between the buffer
gas flow and clusters near the exit orifice and is accompanied by
cluster attachment to the chamber walls. Cluster charging far
off the cathode, the disturbance of equilibrium between the
buffer gas flow and cluster drift, and the attachment of charged
clusters to the chamber walls Ð the factors determining the
output parameters of the cluster beam escaping the magnetron
chamber Ð are analyzed. Cluster deposition on a solid surface
and on dusty plasma particles is considered.

1. Introduction

A concept of the magnetron discharge (MD) was suggested
by F M Penning seventy years ago [1]. Subsequently, this
scheme was modified [2 ± 5], improving the use of magne-

tron discharge for applications. The specifics of a magne-
tron discharge are such that electrons are magnetized and
therefore they are locked in a cathode region, while the
Larmor radius for ions is large compared to the dimensions
of the cathode region; therefore, electrons do not participate
in the maintenance of this gas discharge near the cathode,
and the discharge current is supported by the emission of
electrons from the cathode surface under the action of ion
bombardment. This requires a high energy of ions for
cathode bombardment, amounting to a few hundred of
electron-volts near the cathode. As a result of the cathode
bombardment, fast metal atoms are formed along with the
secondary electrons. Hence, due to effective cathode
erosion, magnetron discharge finds various applications
[7 ± 12] where sputtered atoms are used for the preparation
of films, coverings of microelectronics elements, and
manufacturing new materials [13 ± 18]. The effective genera-
tion of fast metal atoms is stimulating interest in magnetron
discharge and leading to its study.

According to its regime, magnetron discharge can be
compared with glow discharge [19, 20]. In both cases,
discharge is supported by ion collisions with the cathode,
and the cathode drop in glow discharge is comparable to the
voltage of magnetron discharge, which is a few hundred volts.
But the buffer gas pressure in glow discharge is higher than
that in magnetron discharge, and this provides an ion kinetic
energy near the cathode in magnetron discharge approxi-
mately one order of magnitude higher than that in glow
discharge. This leads to a decrease in the secondary electron
yield in the glow discharge that is compensated by ionization
processes in the cathode region of the glow discharge with the
participation of electrons and buffer gas atoms. Inmagnetron
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discharge, electrons are locked in the magnetic field region
and do not partake in ionization processes near the cathode.
Because of the need to maintain the balance between the
electrons being produced and ions which leave the discharge,
the probability of sputtering the secondary electron (taking
into account subsequent ionization) is close to one.

Thus, an ion is subjected to collisions in the cathode
region of glow discharge, its energy decreases resulting in a
decline in probability of the secondary electron generation.
This scattering is compensated for by ionization processes
with the participation of the buffer gas electrons and atoms,
and a discharge glowing is sustained through their proceed-
ing.. In magnetron discharge, the trapped electrons are of
minor importance in sustaining the discharge because the
total probability of secondary electron generation in the
processes of ion scattering from the cathode is close to
unity. Evidently, interaction between fast ions and the
cathode leads not only to the generation of secondary
electrons, but also to the emission of fast metal atoms
from the cathode, which is of importance for the processes
under consideration.

In a simple scheme of applying magnetron discharge, a
target is placed near the cathode and is then covered by
cathode atoms, so that sputtered atoms come directly towards
the target with a partial scattering on buffer gas atoms. Such a
scheme is the most widespread for magnetron discharge,
when cathode atoms are used for covering a target with
metal atoms. Below, we consider a more complex version of
magnetron discharge, where sputtered metal atoms are
transformed into clusters near the cathode [27 ± 29]. These
nucleation processes proceed in a buffer gas flow, and this
regime of magnetron discharge is accompanied by various
processes involving ions, electrons, atoms, and clusters. The
analysis of these processes and possible applications of the
clusters being formed to fabricating nanostructures and
nanomaterials is the goal of this review.

2. Study of magnetron discharge

2.1 Principles of magnetron discharge
A general concept of standard magnetron discharge is given
in Fig. 1 [6]. Two cylindrical permanent magnets create a
magnetic field above the cathode with the maximum of the
magnetic field strength between the magnets. Electrons are
trapped by the magnetic field and are located in a region of
maximum magnetic field strength, i.e., the Larmor radius of
the electrons is small. This field does not act on ions. Ions
bombard the cathode and produce secondary electrons which
ionize buffer gas atoms. Then, if an electric field is created
perpendicular to the cathode, electrons will drift in the
direction perpendicular to these fields. Indeed, the Newton
equation for the electron velocity ve has the from

me
dve
dt
� eE� e

c
�veH� ; �2:1�

whereme is the electronmass, andE andH are the electric and
magnetic field strengths, respectively. From this it follows
that in the stationary regime an electron drifts in the direction
that is perpendicular to the electric and magnetic fields, i.e., it
is found in a torus depicted in Fig. 2a [6]. If we ignore the
interaction of a probe electron with surrounding electrons
and ions, the electron drift velocity in this cross section is

given by

ve � c
E

H
: �2:2�

Of course, this conclusion is valid not only for the stationary
case but for any case when electron circulation time inside the
torus is less than the typical time of field variation. Note that
the magnetic field strength decreases upon removal from the
cathode, and a region of a strong magnetic field occupies a
small discharge part near the cathode (Fig. 2b) [21]. We give
below a simplified description of magnetron discharge that
allows us to understand its nature.

One can extract three basic regions of magnetic discharge,
namely, the region of ion acceleration, the region of a
heightened magnetic field near the cathode with a high
electron number density, where captured electrons are
located, and the region between the `trap' zone and walls,
where slow ions are formed as a result of atomic ionization by
electron impact. Note that the energy consumed for the
production of one electron ± ion pair as a result of buffer gas
atom ionization by electron impact exceeds by several times
the atomic ionization potential. Therefore, the voltage in the
third region with reproduction of ions is a few dozen volts and
is lower by one order of magnitude than the voltage in the
cathode region where secondary electrons are produced.
Thus, the largest part of the voltage drop relates to the
cathode region. A simple empirical formula that connects
the total discharge voltage U and the voltage of the cathode
region that is equal to the final kinetic energy of ions Ei is
written as [22]

Ei � 0:73U :

In addition, one can expand the region of ion formation by
electron impact, and the number of ions being formed per
secondary electron exceeds one significantly. A region that
resembles the positive column occurs ahead of the anode
region, and the numbers of electrons and ions formed in
ionization processes and attaching to walls are equal in this
region. In this way, a heightened discharge voltage (compared
to glow discharge) provides self-sustained discharge.

Anode

Cathode

Inner magnet

Outer magnet

Electric éeld

Figure 1. A general scheme of magnetron discharge.
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The cathode region of magnetron discharge represents a
gap between the capture region and cathode, and its width is
small compared to the ion mean free path. Ions are
accelerated in this region and bombard the cathode. Note
that switching off the magnetic field would lead to a decrease
in the discharge voltage, in accord with the character of

processes in this region. Assuming all the gap potential to be
used for enhancing the impact ion energy, the gap thickness is
small compared to the mean free path of ions in a buffer gas.
In addition, the voltage of the noncompensated ion charge in
this region is less than the cathode voltage.

Let us analyze the gap parameters from the standpoint of
a noncompensated positive charge due to ions, which creates
an additional voltage in the gap, and this potential increases
the total discharge voltage. We use the Child ± Langmuir law
or three-halves-power law [23, 24] that connects the satura-
tion current density i, the gap voltageU, and the gap thickness
l, having the form

i � 2

9p

���������
e

2mi

r
U 3=2

l 2
; �2:3�

where mi is the ion mass. For typical values of the current
density i � 10mA cmÿ2 and the voltageU � 300 Vwe obtain
the critical gap size l � 0:2 mm in the case of argon. Taking
the gap dimension to be less than this value, the gap voltage is
independent of the discharge current density. Note that such
conditions correspond to high electric field strengths in a gap
in the range of E � 104ÿ105 V cmÿ1.

Thus, based on the first approximation to the above
simple scheme for the cathode region of magnetron dis-
charge, where ions are accelerated, we obtain the important
result that the cathode region is narrow. Then the discharge
voltage is determinedmostly by the voltage of the cathode gap
and its value follows from the condition of reproduction of
electrons. Ignoring the influence of the space charge in this
region, we obtain a discharge voltage U independent of the
discharge current I. In reality, this corresponds to a sharp
dependence of the discharge electric current I on the discharge
voltage U that is usually approximated as [26]

I � kUn ;

and generally n > 5. As a demonstration of this fact, Fig. 3
depicts the current ± voltage characteristics for magnetron
discharge in argon with Al and Cu cathodes.

Most of the discharge voltage relates to a gap near the
cathode where ions are accelerated and bombard the cathode.
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The dimension of this region is determined by an ion charge
due to the ion current and does not exceed that following from
formula (2.3). In addition, this dimension is small compared
to the mean free path of ions in a buffer gas. This fact requires
a low pressure of buffer gas. In the next discharge region of a
high magnetic field strength, electrons are trapped by the
magnetic field, and due to the high space charge of these
electrons the thermal ions are drawn into this region and
compensate the electron charge. As a result, this region is
characterized by a large concentration of charged particles
and, hence, by a high plasma conductivity.

This discharge region is a source of ions which bombard
the cathode. The character of penetration of the discharge
current through a region of captured electrons, which is a
torus in shape, influences the profile of cathode erosion in
magnetron discharge (Fig. 2c). The depth of the potential well
formed by a field that is parallel to the cathode surface is given
by the formula DU � mH, where the magnetic moment m of
captured electrons is equal to

m � JS

c
:

Here, J � eve=2pr is the electric current for an individual
electron, and ve is its drift velocity according to formula (2.2),
r is the torus radius in accordance with the geometry of the
magnetic field, and S � pr 2 is the area of the circle enclosed
by the electron trajectory. As a result, we have on the basis of
formula (2.2) that

DU � mH � eEr

2
: �2:4�

From this it follows that the depth of the potential well for a
captured electron is independent of the magnetic field
strength and is determined by the electric field strength. On
average, the electric field strength for this discharge with the
exclusion of a small region near the cathode amounts to
� 10 V cmÿ1. The electric field strength in the region of
captured electrons is less than this value due to the high
conductivity of this region. Under real conditions, in the
region of captured electrons E > 0:1 V cmÿ1, the potential
well depth is significantly larger than the thermal electron
energy, and therefore electrons are captured in this region.

The electron drift velocity in crossed electric andmagnetic
fields is, according to formula (2.2), given by

ve � E

H
� eE

meoH
: �2:5�

Under typical conditions (H � 100 G, the Larmor
frequency oH � 2� 109 Hz, E � 0:1 V cmÿ1), we have
ve � 105 cm sÿ1 Ð that is, the electron drift velocity is small
compared to the thermal electron velocity equal to
� 107 cm sÿ1. Thus, the Larmor radius for captured electrons
is less than the trajectory radius by one to three orders of
magnitude. Hence, themotion of captured electrons along the
circular trajectories inside the potential well with reflection
from the walls has a random character.

2.2 Scheme of magnetron discharge
Magnetron discharge is used widely for covering a target with
a metal that is sputtered from the cathode. In the simplest
scheme, a target is placed not far from the cathode, and
sputtering atoms attach to the target, forming a thin film on
its surface. As the vapor and gas pressure in the magnetron

discharge increase, new processes occur and the lifetime of the
magnetron plasma increases. The long lifetime of the atoms
leads to their joining in clusters, and a sputtered cathode
material is now used in the form of clusters rather than
individual atoms. We will consider below such a scheme
developed by Haberland et al. [27 ± 34], where sputtering
atoms are converted into clusters. The possibility of running
nucleation processes requires a high number density of metal
atoms in the nucleation region and temperatures that are not
very high, which allows atoms to form chemical bonds.
Experience shows that these conditions may be fulfilled in
reality, and Fig. 4 gives a typical scheme of the magnetron
chamber [35] where this takes place. We now consider the
general peculiarities of this scheme.

Nucleation processes require a high number density of
metal atoms that is fulfilled at discharge currents that are not
small and temperatures that are not high in the nucleation
region. Therefore, the cathode and walls are cooled both by
water and by liquid nitrogen. Next, in order to provide fast
nucleation, it is necessary to increase the buffer gas pressure
as much as possible. A typical pressure of the buffer gas in
contemporary magnetron chambers is on the order of
10ÿ4 atm.

One more peculiarity of this scheme is that a buffer gas
flows through the magnetron chamber. The flow velocity is
small compared to the speed of sound for a buffer gas and,
correspondingly, to a typical thermal velocity of metal or
buffer gas atoms. Therefore, pumping does not influence the
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propagation ofmetal atoms through themagnetron chamber,
being determined by their diffusion and attachment to
clusters. On the contrary, the flow velocity is of importance
for clusters because the cluster diffusion coefficient Dn in a
buffer gas is relatively small. The flow velocity u determines
the dimension of the nucleation region Dx that is estimated as

Dx � Dn

u
:

2.3 Experimental aspects of a magnetron discharge
Principal information about processes in the aggregation
regime of magnetron discharge follows from experimental
studies. In turn, the experimental research is based on a
complex diagnostic technique that is used in contemporary
experiments. Because each device used for measuring certain
parameters of a magnetron plasma and clusters is of
importance for the experiment, we describe separately the
experimental equipment for such measurements, along with
their concepts and possibilities.

2.3.1 Magnetron chamber. The basis of research under
consideration is the magnetron chamber. Since magnetron
discharge is burnt at low gas pressure, this pressure is created
in the chamber where the working gas is argon or helium that
is located inside the liquid nitrogen-cooled aggregation tube,
and a variable diaphragm opens the vacuum chamber. An
NC200 nanocluster source that was produced by Oxford
Applied Research is based on a concept developed by
Haberland et al. [27 ± 34]. Magnetron sputtering results from
the discharge of a direct current using a metal cathode that is
subsequently amaterial for clusters. Cluster size can be varied
by adjusting several parameters, such as power supplied to the
magnetron, the aperture size of the variable diaphragm, the
rate of rare gas flow, the sort of buffer gas used, the distance
between magnets and the variable diaphragm (aggregation
tube length), and the temperature inside the aggregation tube.
A schematic view of the magnetron chamber is shown in
Fig. 4.

As a demonstration of magnetron chamber parameters,
we give a description of this equipment that is used at the
Institute of Physics of Greifswald University. Three gas inlets
using VCR fittings are provided to the magnetron chamber.
The middle VCR fitting is for a buffer gas (Ar) which is
supplied directly over the target through a ring of holes inside
the magnetron cover, the other two gas inlets being used to
introduce gases into the aggregation zone. Liquid nitrogen is
used for cooling down the aggregation tube, and cold water
supply for cooling the magnetron. The target inside the
magnetron is backed up by a planar magnet assembly (a
system of ring magnets) in a balanced mode, with the inner
magnet placed a bit upwards with respect to the outer magnet
(see Figs 1, 2a). This arrangement provides a better field line
confinement around the target racetrack and thus reduces
electron loss and provides a high sputtering yield. But this
arrangement has a drawback: the target material gets
sputtered mainly in the racetrack region, which causes a
significant lose of the target material.

The separation between the magnetron target and the
variable orifice can be adjusted using a linear motion-drive
mounted on a precision ball-screw mechanism. In this
aggregation tube, the formation of clusters from sputtered
atoms takes place. Varying the length of this tube changes the
residence time of sputtered atoms and clusters and this time

influences the typical cluster size. The aggregation tube is
cooled by liquid nitrogen at the temperature of nitrogen
melting (77.4 K).

The cathode has a disk shape of diameter 5.08 cm with
maximum thickness of 5 mm, and is surrounded by a target
holder which is the anode. When a sufficient DC voltage is
applied, a self-sustained discharge is burnt, and argon ions
sputter on the target material. Along with the formation of
secondary electrons, cathode processes include emission of
secondary ions and neutral atoms, emission of radiation, ion
reflection, sputter cascades, and chemical cathode reactions.
Ring magnets under the cathode of the magnetron system
create themaximummagnetic field betweenmagnets, which is
directed parallel to the cathode and is reached near the
cathode. Since the discharge electric field is directed perpen-
dicular to the cathode, the crossed electric andmagnetic fields
cause electron drift along circles which are parallel to the
cathode. As a result, a spatial region with a heightened
electron number density appears. Slow ions are captured in
this region which is characterized by a heightened plasma
conductivity. Therefore, the discharge current goes to a
greater or lesser extent through this region that creates a
specific circular racetrack at the cathode [36, 37]. Just this
cathode part is characterized by a heightened erosion, and
Fig. 2c exhibits the target racetrack in a conventional
balanced mode of magnetron discharge [6].

Having formed inside the aggregation tube, clusters move
in a buffer gas flow towards the variable exit diaphragm that
serves as the exit to the deposition chamber. Moreover, the
diaphragm is responsible for maintaining a respectable
pressure gradient between the magnetron chamber and the
chamber outside. The aperture size of the diaphragm can be
changed externally using a rotary drive. The deposition rate,
as well as the pressure inside the aggregation region, can be
controlled to a great extent by adjusting the aperture of the
diaphragm. The deposition rate is recorded by using a quartz
crystal oscillator.

The deposition chamber, where clusters in a beam of a
buffer gas are deposited on a substrate, consists of an
extracting and focusing units and a substrate holder sepa-
rated by a shutter.When charged clusters move in a beam, the
QMF200 quadrupole mass filter is used to analyze and filter
charged clusters. The NC200 nanocluster source can produce
both positively and negatively charged clusters. To govern
charged clusters, an extracting and focusing unit is installed
inside the deposition chamber, allowing one to separate the
clusters according to their charges. The extraction and
focusing unit includes a set of electric elements which are
arranged at regular distances. The extracting element sepa-
rates the clusters according to its polarity. The two sets of
cylinders arranged behind the extracting element helpmore or
less in focusing the beam (termed the focusing elements). Two
horizontal deflection plates at the exit of the unit serve as an
effective deflector for the cluster beam. In total, the unit acts
like an accelerating unit for clusters according to their
polarity. By applying the voltage of different polarities to
the extracting element (denoted by EV) and focusing element
(denoted by FV), when the deflection plates are grounded,
one canmeasure the cluster ion current at the substrate due to
the clusters deposited. The current is measured with substrate
voltage (SV), both a positive one (collecting negative clusters)
and a negative one (collecting positive clusters).

The effective charge separation of the clusters can also be
done by applying appropriate deflection voltages. But the
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output voltage vanishes more rapidly when a repulsive
deflection voltage is applied (i.e., for negative clusters a
positive deflection voltage on either the upper or lower
deflection plate, while the other is grounded) than when an
attractive deflection voltage is used. A metallic shutter
between the extraction unit and the substrate holder is used.
The substrate (silicon or quartz) is mounted on ametal holder
supported by three metal rods which are isolated from the
chamber body. The substrate can be supported at a certain
voltage by using three supporting rods, which allows one to
choose the appropriate conditions for cluster deposition.

2.3.2 Atomic microscopy. When clusters are deposited on a
substrate, the atomic microscopy technique allows us to find
the size distribution function of deposited solid clusters and
the character of the evolution of deposited clusters in the
course of growth of the deposited film. The diagnostics of
nano-sized particles may be done with a scanning electron
microscope with simultaneous energy dispersive X-ray
analysis (SEM/EDAX). The transmission electron micro-
scope (TEM) was the first type of electron microscopes and
was developed by Max Knoll and Ernst Ruska [38] in
Germany in 1932. The first SEM debuted in 1942, with the
first commercial instruments appearing around 1965. In
particular, such devices are produced now by Netherland
Co. FEI. We illustrate in Fig. 5 an example of such a
measurement made with the model Quanta 200 FEG for
silver cluster deposition on an Si substrate (see also Ref. [39]).
This figure shows the character of film growth when solid
metal clusters are deposited on a surface. In Fig. 5a clusters
are separated particles on the surface, and then (Fig. 5b) some
clusters are joined. As a result, a porous film consisting of
individual cluster domains is formed.

In addition, atomic force microscopy (AFM) allows us to
find the size distribution function for deposited clusters. This
technique was invented in 1986 [40] and gives the possibility of
analyzing a wide variety of samples, such as conductors,
semiconductors, insulators, hard materials (oxides, metals),
and soft materials (biological molecules, polymers, clusters,
nanoparticles) with a wide range of resolution (100 mm±1 A

�
)

[41 ± 48]. Three methods of AFM diagnostics are available: a
contact mode, when the probe has direct physical contact
with the sample, a noncontact mode, when the tip is
oscillating at a constant height above the sample surface,
and a tapping mode, when the oscillating tip touches the
sample with a low force.

In an atomic-force microscope (AFM), the superthin
needle is held in a cantilever placed above the surface under

study (see Fig. 6). The force interaction comes about
between the noncharged needle and the surface, so that the
main contribution to it is made by the repulsion forces
caused by a mechanical contact of the cantilever tip and the
sample, the van der Waals forces, as well as capillary forces
due to the presence of an adsorption (water) film at the
sample's surface. Upon scanning the surface, the balance of
interaction forces between the probe and the sample results
in elastic cantilever bending whose magnitude is usually
measured by a fiber-optic Fabry ± Perot interferometer. The
elastic cantilever with a needle is subjected to bends retracing
a surface relief for the sample. Tip displacements are
monitored through variations of the spacing between
interferometer reflectors Ð that is, the cantilever surface
and the interferometer sensor end.

The last two methods are illustrated in Fig. 6. A piezo-
electric tripod scanner is used to provide sub-angstr�om
motion measurements with one stationary pivot point and
three discrete piezoelectric mounted orthogonal for indivi-
dual X, Y, Z control that provides a large scanning area. X
and Y piezo scan across the sample surface, while vertical
motion is done by Z piezo, where the probe tip is mounted on
a cantilever (Fig. 6). Usually, the cantilever tip is made from
silicon nitride and the elastic constant of the cantilever is less
than the interatomic bond strength. The probe motion sensor
senses the spacing between the probe and the cantilever and
provides a correction signal to the piezo scanner to keep the
height constant. The optic lever system consists of a diode
laser and a position-sensitive photodetector. Figure 6
represents a schematic operation of the position-sensitive
photodetector. In the contact mode of AFM, the tip touches
the sample while a scanning, and constant force is applied to
the sample. The interatomic force between the tip and the
sample is repulsive. The deflection varies as the tip scans the
sample and this deflection is measured by laser beam shift and
fed back to the scanner. The scanner readjusts its height to
keep the distance constant. But in this measurement mode
capillary forces arise if thin water layers are present on a
sample surface. Therefore, a large class of samples can obtain
an electrostatic charge that screens charges causing additional
pull and creating frictional forces which may damage the
sample.

a b

400 nm 400 nm

Figure 5. The scanning electron microscope and energy dispersive X-ray

analysis (SEM/EDAX) for a film formed from silver clusters deposited on

an Si substrate [35].

Fluid layer
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Reduced
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Figure 6. Methods using atomic force microscopy (AFM): (a) a noncon-

tact mode with a probe tip located at a constant height above the sample

surface; (b) a tapping mode, when an oscillating tip touches the sample

with a low force [6].
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In the noncontact mode of AFM, the tip is held above the
sample. Then interatomic forces between the tip and sample
are attractive and the distance between the tip and surface is
kept constant. The cantilever oscillates at the resonant
frequency, oscillation amplitude and phase are measured by
a laser detection system, and this information is transferred to
a scanner. The oscillation amplitude varies due to the van der
Waals interaction, and the scanner adjusts height to keep a
constant amplitude. This mode of AFM is characterized by a
low resolution because the fluid contaminant layer is thicker
than the range of van der Waals forces. This mode is used
mainly for imaging the magnetic sample surfaces.

In a tapping regime, forced oscillations of a console are
excited at a resonant frequency far from the sample surface.
The approach of the probe to the sample causes an additional
gradient of forces that leads to a shift in the resonant
frequency, resulting in a partial exit from the resonance and
a decrease in the oscillation amplitude. Scanning in the
resonant regime maintains the oscillation amplitude at a
given level. Because of a strong dependence of the oscillation
amplitude on the distance between the probe and surface this
method allows one to measure the surface topology with a
high accuracy. This method is applied to the analysis of large
samples with remarkable variations in the sample's topology
and is used for obtaining high-resolution topological images
of samples that are loosely held to the substrate. Also, this
method overcomes the problems associated with friction,
adhesion, and electrostatic forces. Thus, the tapping mode is
suitable for soft samples like biomolecules, polymers, and
hard samples such as a silicon wafer. Figure 7 gives an
example of the height analysis of a typical tapping mode for
Ti clusters deposited on an Si(100) wafer. The measurements
are made by AFM in the tapping regime.

The AFM tapping mode image leads to an error in
measuring the width of nonspherical clusters as a result of
the tip interaction with a nonspherical (flattened) structure on
the surface. Then, the width measured Wmeas is given by

Wmeas �W� 2d ; �2:6�

whereW is the actual width, and the distance d depends on the
radius of the tip used. The width obtained in this case reflects
a convoluted geometry between the tip geometry and the
cluster geometry. In order to solve this problem, the
calibration measurements are made with spherical nanopar-
ticles of a known radius and Au colloidal particles of 4 ± 5 nm
for determining the deconvolution factor.

2.3.3 X-ray methods for characterization of thin films. X-ray
photoelectron spectroscopy (XPS), which is also known as
electron spectroscopy for chemical analysis (ESCA), was
developed in the 1960s by Kai Siegbahn and his research
group [49] and is the basis for a powerful and valuablemethod
of surface analysis. Surface analysis by X-ray photoelectron
spectroscopy (XPS) is accomplished by irradiating a sample
with monoenergetic soft X-rays and analyzing the energy of
the emitted electrons. The X-ray line MgKa (1253.6 eV) or
AlKa (1486.6 eV) is usually used (Table 1). The X-ray
photons interact with the surface atoms causing the emission
of electrons. These emitted electrons are guided to the
detector behind a hemispherical mirror system, where the
energy of the electrons is measured. A typical result of the
XPS-method is given in Fig. 8, where XPS spectra are
displayed for titanium clusters deposited on a silicon sur-
face. As can be seen, after 30 min a deposited film changes its
chemical composition.

Because each element has a unique set of binding energies,
XPS can be applied to identify and determine chemical
compositions and the concentration of elements on the
sample surface. Variations in the elemental binding energies
or chemical shifts result from differences in the chemical
potential and polarizability of compounds. These chemical
shifts can be used to identify the chemical state of the
materials being analyzed.

An ideal photon source must be sufficiently powerful in
order to resolve core levels, its intensity must be high enough
to produce a detectable electron flux, which is characterized
by a narrow line width, and it must be simple for using and
maintaining. Listed in Table 1 are the parameter ofMg andAl
sources together with their energies and line widths. The full-
width-half-maximum (FWHM) of an XPS peak depends on
several factors, but the major contribution comes from the
line width of the X-ray line.

In surface studies, the origin of the energy scale is taken as
the Fermi level �EF� of the solid. The sample is electrically
connected with the spectrometer, so that their Fermi energies
are at the same level. Accordingly, the kinetic energy of an
emitted photoelectron is given by the relationship

Ekin � hnÿ Eb ÿ Fsp ; �2:7�
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Figure 7.The height analysis for a titanium film when titanium clusters are

deposited onto a silicon substrate [35].

Table 1. Energy and line width of Mg and Al X-ray sources.

X-ray line Energy, eV Line width, eV

Mg Ka
Al Ka

1253.6
1486.6

0.70
0.85
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where hn is the photon energy, Eb is the binding energy of a
released electron, and Fsp is the spectrometer work function.
The binding energy is the energy difference between the initial
and final states after a photoelectron leaves the atom. Because
there is a variety of possible final states of ions for each atom,
there is a corresponding variety of kinetic energies of the
emitted electrons.

Measurement of the X-ray reflectivity around the critical
angle for total reflection allows one to accurately determine
the film thickness, mass density of the surface, and interface
roughness irrespective of the crystalline structure [50 ± 55].
The grazing incidence X-ray reflectometry (GIXR) method
[56 ± 59] is equally well applicable to crystalline, polycrystal-
line, and amorphous materials; it only requires a sufficient
sample flatness. The basic principle of such measurements is
illustrated in Fig. 9a. If a thin film is located on a substrate, a
constructional interference occurs between the beam reflected
from the surface and the beams reflected from the interfaces.
Constructional interference results in intensity maxima
(Kiessig fringes), whose angular distribution is a character-
istic of the layer thickness.

We now consider the GIXR setup that is employed at the
Institute of Physics of Greifswald University (Germany) [6]
Ð a Seifert XRD3003TT with a Cu anode (wavelength
l � 1:54 A

�
). In reflectivity experiments, the deviation

d � nÿ 1 of the index of refraction n from unity depends
linearly on a material constant which is directly connected
with the constituting molecules. For X-rays, this material
constant is the electron density �r�:

d � rr0
l2

2p
; �2:8�

where r0 is the Thomson radius. According to this formula, a
typical deviation for the refraction coefficient n is on the order
of 10ÿ5 in reality. This allows introducing an approximation
when possible and the measured reflectivity R is described by
the Fresnel reflectivity RF of an infinitely sharp interface,
modulated by interference effects from the thin surface layer.
Then, two critical angles for the total external reflection
acr �

�����
2d
p

can be found from the kinematic approximation
to the reflectivity:

R

RF
�
���� 1

rsub

�
r 0�z� exp �ÿiQzz� dz

����2 : �2:9�

Here, rsub is the electron density of the substrate, r 0�z� is the
gradient of the electron density,Qz is the transfer wave vector,
and z is the direction along the surface normal. The electron
density profiles may be calculated by an indirect Fourier
transform of the master formula (2.9) [60, 61]. Then, the exact
matrix formalism may be used to quantify the molecular
parameters.

In the treatment of experimental data it is convenient to
divide the surface layer into many homogeneous layers.
Within the framework of this model, measurements allow
one to determine the thickness distribution for the electron
density [62]. In any case, the simulated reflectivity is
connected with the angular divergence of the spectrometer.
The electron density profiles obtained in this manner coincide
within the accuracy of the analysis with the profiles obtained
by indirect Fourier transformation. Correlation analysis can
give more perfect information for the electron distribution in
the surface layer. Usually, the relaxation processes change
this distribution, because the duration of these processes is
roughly 30 min, whereas reflectivity measurements typically
take eight hours.

At the same time, the method of grazing incidence X-ray
diffractometry (GIXD) [63 ± 67] allows one to obtain infor-
mation about the chemical state of the surface. Therefore,
X-ray diffraction is a versatile, nondestructive technique that
provides detailed information about the chemical composi-
tion and crystallographic structure of natural and manufac-
tured materials [68 ± 79]. A crystal lattice constitutes a regular
three-dimensional distribution (cubic, rhombic, etc.) of atoms
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in space. Atoms are arranged in such amanner that they form
a series of parallel planes separated from one another by a
distance d that follows from the nature of the material. For
any crystal, planes exist in a number of different orientations,
each with its own specific d-spacing.

When a monochromatic X-ray beam with wavelength l is
projected onto a crystalline material at an angle y, diffraction
occurs only when the distance travelled by the rays reflected
from successive planes differs by a complete number n of
wavelengths. By varying the angle y, Bragg's law conditions
are satisfied by different d-spacing in polycrystalline materi-
als. Plotting the angular positions and intensities of the
resultant diffracted peaks of radiation produces a pattern,
which is a characteristic of the sample. In the case of amixture
of different phases, the resultant diffractogram is formed by
the addition of the individual patterns. The general character
of such measurements is illustrated in Fig. 9b.

X-rays interact primarily with electrons inside the atoms.
Therefore, in diffraction experiments elastically scattered
X-rays are detected, and the scattered X-rays carry informa-
tion about the electron distribution in the materials. Dif-
fracted waves from different atoms can interfere with each
other and the resultant intensity distribution is strongly
modulated by this interaction. If the atoms are arranged in a
periodic fashion as in crystals, the diffracted waves will
consist of sharp interference maxima (peaks) with the same
symmetry as in the distribution of atoms. Measuring the
diffraction pattern therefore allows one to deduce the
distribution of atoms in a material.

The peaks in an X-ray diffraction pattern are directly
related to the interatomic distances. Let us consider an
incident X-ray beam interacting with atoms arranged in a
periodic manner. Atoms modelled by hard spheres can be
viewed as forming different sets of planes in the crystal. For a
given set of lattice planes with an interplanar distance d, the
condition for a diffraction peak can be simplified to the form
of Bragg's law:

2d sin y � nl : �2:10�

Here, l is theX-raywavelength, y is the scattering angle, and n
is an integer representing the order of the diffraction peak.
Bragg's law is of importance for the treatment of the X-ray
diffraction data.

Observation of X-ray diffraction from very thin films is
often hampered by weak diffraction intensities due to the
smallness of the diffraction volume. Thin polycrystalline films
can be studied advantageously in a highly asymmetric Bragg
case. In this technique, the diffraction volume can be
increased by decreasing the angle of incidence [80]. One can
perform GIXD measurements on a Siemens D5000 diffract-
ometer equipped with a thin-film attachment. The angle
range measured was 0:4�=2y to 3:0�=2y with a step width of
0:01�=2y and a time of 30 s for each step. Another
diffractometer, an XRD3000 (Seifert), is equipped with
special parallel beam optics for grazing incidence measure-
ments of small-angle scattering. An integrated high-tempera-
ture chamber (BuÈ hler HDK2.4) enables in situ diffractometry
measurements at temperatures up to 1000 �C.

Interplanar distances may be determined from peak
positions, and the cluster size follows from the integral peak
width. There is more detailed information about the methods
under consideration and comparisons with each other in
Ref. [80].

2.3.4 Visible, UV, and IR spectroscopy. Various standard
spectroscopy methods [81 ± 84] are utilized in cluster and
cluster plasma experiments. Absorbtion spectroscopy is
based on the absorption of monochromatic (laser) radiation.
If the intensity of incident monochromatic radiation is I0 and
this radiation passes through a sample of thickness l, the
intensity of radiation after passing through the sample is
given by

I � I0 exp �ÿkl� ; �2:11�

where k is the absorption coefficient of the sample material.
The absorption spectrum of molecules exhibits a number

of absorption bands corresponding to structural groups
within the molecule. For example, absorption in the UV-
spectrum range for the carbonyl group of acetone is similar to
absorption for the carbonyl group in diethyl ketone. In
studies by the Institute of Physics of Greifswald University,
at which we are based, a UV-vis Lambda 900 (Perkin-Elmer)
spectrometer is used for UV±visible absorption experiments.
The imaginary part of the refraction index is measured, which
gives the absorption spectrum of an atomic system. In this
method, a light beam from a visible and/or UV light source is
decomposed into its component wavelengths by a prism or
diffraction grating. Eachmonochromatic (single-wavelength)
beam in turn is split into two equal-intensity beams by a half-
mirrored device. One beam, the sample beam, passes through
the sample to be analyzed. The other beam, the reference
beam, passes through a reference material. The intensities of
these light beams are then measured by electronic detectors
and are compared. The spectrometer automatically scans all
the component wavelengths in the range used. Usually, the
ultraviolet (UV) range of the wavelengths is concentrated
from 200 to 400 nm, and the visible range varies from 400 to
800 nm. In particular, a typical absorption spectrum of Ag
colloidal nanoparticles of an average size of 15 nm (nano-
particles adsorbed on quartz substrate from Ag colloidal
solution) has a maximum corresponding approximately to
400 nm, which is typical for Ag nanoparticles resided on the
substrates.

TDLAS, an acronym for tunable diode laser absorption
spectroscopy, is a technique for measuring the concentration
of certain species, such as methane and water vapor, in a
gaseous mixture. Moreover, TDLAS is being used in wide
spectral region, for example, in the IR range between 3 and
20 mm for measuring the concentrations of free radicals,
transient molecules, and stable products in their electronic
ground states. TDLAS can also be applied tomeasure neutral
gas temperatures [85] and to investigate dissociation pro-
cesses in molecular low-temperature plasmas [85 ± 91]. The
advantage of TDLAS over other techniques for concentra-
tion measurement is its ability to achieve very low detection
limits (of the order of ppbv). Along with the concentration,
the absorption method allows one to determine the tempera-
ture, pressure, molecular velocity, and mass flux of the gas
under observation. Sometimes TDLAS may refer to tunable
diode laser atomic absorption spectroscopy, a technique that
is used in plasma diagnostics. Here, the TDLAS technique is
used formeasuringmetastable atom densities or neutral atom
temperature and for identifying small amounts of impurities
in plasmas. It is also possible to correlate the metastable
atomic densities with the partial pressure of a basic gas in
various gases or plasmas. The main advantage of this method
compared to optical emission methods is the possibility of
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obtaining strong spectral lines with small widths compared to
the Doppler width Ð their width has the same order of
magnitude as the natural width of spectral lines (about
1 MHz).

A basic TDLAS setup consists of a tunable diode laser as a
light source, transmitting (i.e., beam shaping) optics, an
optically accessible absorbing medium, receiving optics, and
a detector. The emissionwavelength of the tunable diode laser
is tuned to the characteristic absorption lines of a species in
the gas. This causes a reduction in the measured signal
intensity that can be detected by a photodiode, and then
allows one to determine the gas concentration and other
properties as described later.

Different diode lasers are employed as radiation sources,
depending on the sphere of applications and the required
range of tuning. In particular, a heterostructure
InGaAsP=InP laser provides a wavelength range 0.9 ±
1:6 mm, while InGaAsP=InAsP allows one to work in a
range from 1.6 to 2.2 mm, etc. These lasers can be tuned by
either adjusting their temperature or by changing injection
current density into the gain medium. While temperature
changes allow tuning over a range of� 100 cmÿ1, it is limited
by slow tuning rates of around a few Hz due to the thermal
inertia of the system. On the other hand, adjusting the
injection current can provide tuning at rates as high as
� 10 GHz, but it is restricted to a smaller range
(� 1ÿ2 cmÿ1) over which the tuning can be performed. The
typical laser linewidth is on the order of 10ÿ3 cmÿ1 or less.

The basic principle behind the TDLAS technique is
simple. The focus here is on a single absorption line in the
absorption spectrum of a particular species of interest. The
wavelength of a diode laser is tuned over a particular
absorption line of interest and the intensity of the trans-
mitted radiation is measured. This intensity can be related to
the concentration of the species according to the Beer ±
Lambert law (2.11) which connects the intensity of trans-
mitted radiation I�n� for a given frequency n with the passing
path L by the relation

I�n� � I�n0� exp
�ÿa�n�L� ; �2:12�

where the frequency n0 corresponds to the line center, I�n0� is
the intensity of the incident radiation, a�n� � s�n�N �
S�T �f�nÿ n0� is the absorbance of the medium, s�n� is the
absorption cross section of the absorbing species, N is the
number density of the absorbing species, S�T � is the line
strength (i.e., the total number of absorptions per molecule)
of the absorbing species at the temperatureT, andf�nÿ n0� is
the frequency distribution function for the particular absorp-
tion line.

There are various ways to measure the temperature T of
an absorbed component simultaneously with other para-
meters under the assumption that the line strength S�T � is a
temperature function only. Two different absorption lines for
the same species are probed while sweeping the laser across
the absorption spectrum. Evidently, the ratio of the inte-
grated absorbtion intensities is then a temperature function
only and is given by

R �
�
S1

S2

�
T

�
�
S1

S2

�
T0

exp

�
ÿhc�E1 ÿ E2�

�
1

T
ÿ 1

T0

��
;

�2:13�

where T0 is some reference temperature at which the line
strengths are known, and DE � E1 ÿ E2 is the difference in

the lower energy levels involved in the transitions for the lines
under consideration.

Another way to measure the temperature is based on
measurements of the Doppler line width of the species at a
given temperature that is defined by the following expression:

FWHM �DnD� � n0

���������������
8T ln 2

mc 2

r
� 7:1623� 10ÿ7n0

������
T

M

r
;

�2:14�

where m is the molecular mass of the species, and M is the
molecular weight taken in g molÿ1 if the temperature T is
measured in kelvins. This method is valid at low gas pressures
(on the order of a few mbar), which holds true for a
magnetron plasma. At higher pressures (� dozens of mbar
or more) broadening of spectral lines is determined by
collision processes and this approximation is not valid. One
can find all the characteristics of absorbtion spectroscopy
methods which are in use for plasma diagnostics in Ref. [92].

2.3.5 Diagnostics of electrons and ions in a plasma. A
magnetron plasma is rarefied enough and it allows one to
use a standard Langmuir probe in order to measure the
number density of electrons, their temperature, and the
electric potential (voltage) of the plasma. The Langmuir
probe constitutes a small conductive electrode whose dimen-
sions are small compared to the mean free path of electrons in
a buffer gas. The Langmuir probe allows one to diagnose the
electron energy distribution functions in a plasma by
measuring the probe current as a function of its voltage.

The measurements with electric probes belong to the
oldest, as well as to the most often employed procedures of
diagnostics of rarefied low-temperature plasma. Originally
developed in the 1920s by Langmuir and his co-workers [93],
the method has been the subject of many extensions and
further developments in order to widen its applicability to
more general conditions [94 ± 96].

Among various methods of plasma detection, the Lang-
muir probe diagnostics is probably the simplest one, since it
consists in sticking a wire into the plasma and measuring the
current to it at various applied voltages. However, the wire
must be carefully designed in order to not perturb the plasma
or not be destroyed by it. Unfortunately, the interpretation of
the current ± voltage �IÿV � curves may be ambiguous and
requires a special analysis. Nevertheless, various versions of
probe diagnostics are used, including emissive probes, double
probes, capacitive probes, oscillation probes, probes in
flowing or high-pressure plasmas, and probes in a magnetic
field. On the other hand, the most widespread use of
Langmuir probes at present is in the semiconductor indus-
try, where radio-frequency (rf) or direct current (DC) sources
are used to produce plasmas for etching and film deposition.
These partially ionized plasmas require special techniques in
probe construction and theory. Figure 10 [151] presents an
example of probe measurements and gives the electron
number density and the average electron energy as functions
of the magnetron power for an aluminiummagnetron plasma
far from the cathode where the magnetic field is absent.

In various technological applications of a low-tempera-
ture plasma, like magnetron sputtering, a magnetic field is
applied to confine the plasma and to increase the growth or
etching rate. The magnetic field in these systems can be either
inhomogeneous, usually created by permanent magnets and
taking place in a planar unbalanced magnetron discharge, or
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almost homogeneous, being created by coils with a magnetic
field whose strength is not very high. In using the Langmuir
probe as a diagnostic tool in these systems, the question arises
as to what the limiting parameter b � H=p is for such
measurements, where H is the magnetic field strength, and p
is the gas pressure. The analysis performed on the Langmuir
probe data [96] allows one to consider separately four cases. If
b5 1, and H is small, the influence of the magnetic field can
be ignored. If b � 1, one can use formulas without the
magnetic field and invoke some corrections. In the case
b > 1, a general method of treatment may be employed for
the qualitative analysis. If b4 1, i.e., H is very strong, the
probe characteristics are no longer interpretable. Neverthe-
less, the probe characteristics may be treated, taking into
account plasmamagnetization. The case of a strong magnetic
field and a very strong negative voltage of the probe with
respect to the plasma is of importance [97, 98]. These
problems are the subject of various speculations [99], and
the analysis of various aspects of the influence of the magnetic
field on the probe measurements [100 ± 105] has been carried
out. In particular, Langmuir probe measurements for
cylindrical magnetron discharge are discussed in Refs [106,
107].

The mass-spectrometric method, consisting in measuring
currents for different mass-to-charge ratios of ions, allows
one to solve various problems of gas and plasma diagnostics,
including the mass distribution of atomic particles in a
gaseous mixture, determination of the isotopic composition
of one or more elements in a compound, obtaining the
number densities of various gaseous components, studying
the fundamentals of gas-phase ion chemistry (the chemistry of
ions and neutral atomic particles in a vacuum), determining
the structure of compounds by observing the fragmentation
of the compound, and determining other physical, chemical,
or even biological properties of compounds.

A mass spectrometer is a device used for obtaining the
mass spectrum of ions in order to determine a sample
composition. A typical mass spectrometer contains three
main parts: an ion source, a mass analyzer, and a detector.
The ion source is the part of the mass spectrometer that
ionizes the material, and ions formed are analyzed in the mass

analyzer where the ions are transported using magnetic or
electrical fields. Techniques for ionization have been the key
to determining what types of samples can be analyzed by this
mass spectrometer. For example, electron ionization and
chemical ionization are utilized for gases and vapors. In
chemical ionization sources, ionization results from chemical
ion-molecular reactions during collisions in the source.
Inductively coupled plasma sources are employed primarily
for metal analysis on a wide array of sample types. Others
include fast atom bombardment (FAB), thermospray, atmo-
spheric pressure chemical ionization (APCI), secondary ion
mass spectrometry (SIMS), thermal ionization, and so forth.

Mass analyzers separate the ions according to their mass-
to-charge ratio. Operation of all the mass spectrometers is
based on the dynamics of charged particles in electric and
magnetic fields in a vacuum, where the following relation is
applied:

m

q
a � E� 1

c
�vH� ; �2:15�

where m is the ion mass, a is the acceleration, q is the ionic
charge, E is the electric field strength, and �vH� is the vector
cross product of the ion velocity and the magnetic field
strength. Together with the particles' initial and boundary
conditions, equation (2.15) completely determines the parti-
cles' motion in space and time and therefore is the basis of the
mass-spectrometry theory. It immediately reveals that two
particles with the same charge-to-mass ratio behave exactly
the same.

There are some modifications of mass analyzers, but they
can be divided into two types: static, and dynamic. In the first
type of the analyzer, static magnetic and electric fields are
used for separating ions with different masses. Dynamic mass
analyzers are characterized by a higher accuracy and better
resolution, and themass separation proceeds in them by using
a time dependence for electromagnetic field strengths.
Various types of dynamic mass spectrometers have been
developed [108], for instance, time-of-flight, omegatrons, rf,
and quadrupole spectrometers. In spite of the different
character of electromagnetic fields used in various types of
dynamic mass spectrometers, all of them are operated
according to this same law (2.15). We will consider below
the quadrupole mass spectrometer that is employed for the
analysis of parameters and processes in a low-temperature
plasma. The quadrupole mass spectrometer was invented by
Paul and Steinwedel in 1953 [108]. Reviews of this diagnostic
method were given in several papers in the past [109 ± 112].
Note that the wide application of exactly this type of mass
spectrometer is connected with its small size, ease of assembly
and usability, and comprehensive setup.

In particular, the QMF200 quadrupole mass filter is used
to analyze and filter charged clusters. Mechanically, the core
of the quadrupole assembly consists of four rods (see Fig. 4b)
and a detector plate on which the cluster ion current can be
measured. The opposite rods are electrically connected to
each other. A positive voltage U� V cos 2p ft having a DC
and AC component (of frequency f ) is applied to one pair of
poles; the negative voltage �ÿUÿ V cos 2p ft� is applied to the
other pair. The cluster ions enter along the axis of the
quadrupole and oscillate due to the electric field. The motion
of ions inside the quadrupole is described by the Mathieu
equation [113]. Clusters can be selected according to their
mass-to-charge ratio by the quadrupole electric field, so that
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ions of a definite mass will be transmitted to the ion detector
plate. The parameters, which can be varied to allow clusters of
a particular mass to pass through the filter, are U, V, and f.

The mass M of the clusters being detected is directly
proportional to the amplitude of the AC voltage V (volts)
applied to the poles and inversely proportional to the square
of the frequency f (kHz) according to the formula [114]

M � 7� 107
�

kV

f 2d 2

�
; �2:16�

where d is the diameter of the poles, and k is the correction
factor. Scanning V, whilst monitoring the ion current from
the quadrupole exit, allows the mass spectrum of the cluster
beam to be acquired. The ratio of U=V (resolution) must be
kept constant throughout. The frequency of voltage applied
to the poles determines the mass range over which it is
scanned. The ratio U=V defines the width of the cluster mass
range transmitted through the filter. This relationship can be
proven by solving the Mathieu equation for particle trajec-
tories along a quadrupole axis. The theoretical resolution can
be expressed as

DM
M
� 7:936

�
0:16784ÿU

V

�
: �2:17�

We now give the parameters of the quadrupole mass
spectrometer that is employed at the Institute of Physics of
Greifswald University [6]. Grounded entrance and exit
apertures shield the cluster beam from the end of the
quadrupole rods and also help to restrict the beam. An
isolated aperture plate beyond the exit aperture is used to
monitor the transmitted cluster ions. This plate can also be
biased (�9 or ÿ9 V) to extract more ions from the beam
during the measurement of the cluster size. Ion steering plates
fitted at the end can be used to separate the ionized mass-
selected cluster beam from the neutral cluster beam. The
quadrupole rods are 25.4mm in diameter and have a length of
25 cm. The voltage range is 1 ± 250 V, and the frequency
ranges between 3 and 100 kHz. These parameters allow
particles to be measured and filtered between � 30 and
� 3� 106 a.m.u. The typical usable cluster size resolution
reaches � 2%. In QMF200 there is one setup mode and two
operational modes. In the scanmode,V (and hence the cluster
mass) can be scanned, which allows one tomonitor the cluster
ion current. During this operation, the U=V ratio is kept
constant, and U cannot be controlled. In the filter mode, V
(mass) can be chosen and the resolutionU=V can be adjusted,
which allows one to extract the clusters of a given mass.

The mass-spectrometric analysis of clusters allows us to
measure the size distribution of charged clusters. This
operation may be performed on the basis of AFM, as
described above in Section 2.3.2. We compare in Fig. 11 the
results obtained by these twomethods. In this case, clusters of
a certain size where extracted by a filter and then were
detected by the quadrupole mass spectrometer and by the
AFM analysis of clusters deposited on the substrate.

The final element of the mass spectrometer is a detector.
The detector records the charge induced or current produced,
when an ion passes by or hits a detector surface. In scanning,
the signal produced in the detector in the course of the scan is
compared with that of a given ratio m=Z for a calibrated
signal. This permits one to determine how many ions with a
givenm=Z are present in the beam. Typically, various types of

electron multipliers may be used with other detectors (such as
Faraday cups). Because the number of ions leaving the mass
analyzer at a particular instant is typically quite small,
significant amplification is often necessary to get a signal.
Microchannel plate detectors are commonly used in modern
commercial instruments. In Fourier transform ion cyclotron
resonance, the detector consists of a pair of metal plates
within themass analyzer region which the ions only pass near.
No DC current is produced, only a weak AC image current is
produced in a circuit between the plates.

3. Processes in a magnetron plasma
involving metal atoms

3.1 Emission of fast metal atoms
by cathode bombardment with ions
The important peculiarities of magnetron discharge are the
generation of fast metal atoms as a result of bombardment of
the cathode by discharge ions and the process of formation of
secondary electrons and ions that supports a self-sustained
discharge. Simultaneously, collisions of ions with the cathode
results in a release of cathode atoms. We consider below
various aspects of this process. Table 2 gives the probabilities
of atom formation per ion (the sputtering yield) according to
evaluations on the basis of the SRIM (Stopping andRange of
Ions in Matter) code [117, 118] and measurements [115, 116]
(in parentheses). In addition, the portion Z of energy that is
consumed upon formation of sputtered atoms is tabulated.
As is seen, the sputtering yield S (the number of sputtering
atoms per incident ion) and the average energy Ea of released
atoms grows with an increase in the discharge voltage U.

The sputtering yield is on the order of unity and is roughly
proportional to the ion energy in the range of typical ion
energies between 200 and 600 eV [123]. The sputtering yield
depends on the type of incident ion and cathodematerial [124,
125]. Atoms released are directed mostly from the cathode,
and the narrower the range of angles for velocities of releasing
atoms with respect to the perpendicular to the cathode, the
higher the ion energy. Furthermore, the more the energy of
an incident ion, the less the typical angle between a released
atom velocity and the perpendicular to the cathode surface.
Figure 12 depicts the angle distribution for sputtering atoms
at different ion energies [126, 127].
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Figure 11. Size of silver clusters obtained bymass-spectrometric and force-

atomic-microscopic methods [235].
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Since the energy of an incident ion exceeds significantly
the binding energy of liberating atoms in solids, one can find
the energy distribution function f �e� for the atoms released as
a result of pair collisions between an incident ion and bound
atoms [128]. Within the framework of elastic ion ± atom
scattering one can use different assumptions which concern
the released atom interaction with an environment [124, 125,
128, 129]. It is convenient to employ the following distribu-
tion function [129], whose correctness increases with an
increase in the ion energy:

f �e� de � C

 
1ÿ

����������������
Ebn � e
gEi

s !
e de

�Ebn � e�3 ; g � 4mima

�mi �ma�2
:

Here, C is the normalization factor, mi and ma are the ionic
and atomic masses,Ebn is the binding energy of a bound atom
on the solid surface, and Ei is the average ion energy that is
connectedwith the voltageU ofmagnetron discharge through
the following expression [22]

Ei � 0:733U : �3:1�

We used above and will use below the results of
calculations on the basis of the SRIM code [117, 118]. This
is a group of programs for calculating the ion stopping in
matter in a wide range of ion energies (up to 2 GeV/a.m.u.)
and for various ions on the basis of the binary collision
approximation model, assuming a randomized or structure-
less target, i.e., each next collision partner can be found by a
random selection process, which is why these simulations are
sometimes called Monte Carlo programs. Also, a quantum
mechanical treatment of ion ± atom collisions (assuming a

moving atom to be an `ion' and all target atoms to be `atoms')
is in use. This calculation is made very efficient by employing
the statistical algorithms, which allow the ion to make jumps
between calculated collisions, and then averaging the collision
results over the intervening gap. During the collisions, the ion
and atom interact through a screened Coulomb potential,
including exchange and correlation interactions between the
overlapping electron shells. The ion experiences long-range
interactions creating electron excitations and plasmons
within the target. These are described by including a
description of the target's collective electronic structure and
interatomic bond structure, when the calculation is set up
(tables of nominal values are supplied). The charge state of
the ion within the target is described using the concept of
effective charge, which includes a velocity-dependent charge
state and long-range screening due to the collective electron
sea of the target. This (Monte Carlo) simulation program has
various versions and modifications, e.g., TRIM [119],
TRIM.SP [120], and TRIDYN [121]. A discussion of the
various simulation programs may be found in Ref. [122].

At some distances from the cathode, the flux of sputtered
atoms includes fast atoms which reach this point without
scattering. The scattering of sputtered atoms in a gas is
expressed on the basis of the dependence of atom deposition
on a target as a function of the target distance. Indeed, if we
assume that deposited atoms have reached the target without
collisions, then the flow of these atoms as a function of the
distance x from the cathode takes the form

j � j0 exp

�
ÿ x

l

�
; �3:2�

where l is the mean free path for fast atoms. This formula is
valid until the contribution of thermalized atoms to deposi-
tion is small, i.e., until the distance x is not large. Note that
because sputtered atoms are distributed over energies and
angles, this mean free path is an averaged quantity.

In reality, this operation is used for applications when a
plate is covered by a cathode metal [115, 116, 130]. In this
case, the covering plate is placed inside the magnetron
chamber at some distance from the cathode. This distance is
on the order of l. Indeed, if this distance is large, fast atoms do
not reach the target and return to the cathode, i.e., the
probability of using a sputtering atom is small. On the
contrary, if this distance is small, fast sputtering atoms
bombard the plate, which can lead to breaking the covering

Table 2. Sputtering yield S for bombardment of a metal cathode by argon ions.

Cathode
material

S, atoms/ion Ea, eV Z � S�Ea=Ei�
U � 300 V U � 500 V U � 300 V U � 500 V U � 300 V U � 500 V

Al
Ti
Fe
Cu
Co
Ni
Zn
Mo
Ag
Pd
Ta
W
Pt
Au

0.33 (0.65)
0.35 (0.33)
0.8 (0.76)
1.3 (1.6)
0.96
1.0
2.9
0.59
1.4
1.3
0.52

0.53 (0.4)
0.86
1.2

0.52
0.51
1.24
2.0
1.4
1.5
4.2
0.86
2.0
1.9
0.79
0.81
1.1
1.9

6.6
21
17
15
17
17
9
26
15
18
23
23
19
15

8.2
25
20
17
20
19
9.3
31
17
20
28
28
22
17

0.01
0.03
0.06
0.09
0.07
0.08
0.12
0.07
0.11
0.12
0.07
0.07
0.09
0.08

0.01
0.03
0.07
0.09
0.08
0.08
0.11
0.07
0.09
0.10
0.06
0.06
0.07
0.09

1

1

2

2

3

3

Figure 12. The angular distribution of atoms released at ion energies of

5 keV (1), 300 eV (2), and 100 eV (3) [126, 127].
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and reduces its quality. Figure 13 presents such an example
where the rate of covering growth is represented at different
discharge powers and distances of the object covered from the
cathode.

We now connect the mean free path l of a fast atom in a
buffer gas with the cross section of scattering of colliding
atoms. Let us take the mean free path as a distance where the
vector of the average atomic momentum is zero. We start
from the kinetic equation for the velocity distribution
function f �v� for fast metal atoms, which has the form

qf �v�
qt
�
��

f �v 0�j�v 01� ÿ f �v�j�v1�
�
ds dv1 : �3:3�

Here, j�v1� is the velocity distribution function for buffer gas
atoms, v, v1 are the velocities of metal and buffer gas atoms
before collision, v 0, v 01 are these velocities after collision, and
ds is the differential cross section of elastic scattering for the
collision of a fast metal atom with a buffer gas atom.

Multiplying this equation by the momentum mv of fast
atoms, where m is the mass of a metal atom, and integrating
over the atomic velocities, we obtain the equation for the
average atomic momentum Px:

N
dPx

dt
�
�
m�v 0x ÿ vx�g ds f �v�j�v1� dv dv1 ;

Px �
�
mvx f �v� dv ;

where x is the initial direction of the atom velocity, N is the
number density of metal atoms, and the distribution func-
tions are normalized to the number densities of corresponding
atoms.We used above the principle of detailed balance, which
assures the equation invariance under time reversal and gives�

v f�v 0�j�v 01� ds dv dv1 �
�
v 0 f �v�j�v1� ds dv dv1 :

We now express the metal atom velocity before �v� and
after �v 0� collision in terms of the relative velocity of colliding
atoms g and the center-of-mass velocity V through the

relationship

v � g� mV

m�M
and v 0 � g 0 � mV

m�M
;

where M is the mass of a buffer gas atom. This gives
m�vÿ v 0� � m�gÿ g 0�, where m � mM=�m�M� is the
reduced mass of colliding atoms. The relative velocity of
atoms after collision can be represented in the form
g 0 � g cos#� kg sin#, where # is the scattering angle, and k
is a unit vector directed perpendicular to g. Because of the
random character of scattering, the second term disappears
after averaging over scattering angles, i.e., the integration
over scattering angles gives�

�gÿ g 0� ds � gs ��g� ;

where

s ��g� �
�
�1ÿ cos#� ds

is the transport cross section for atomic scattering. Thus, we
obtain the following equation for the rate of variation of the
directed velocity of a metal atom:

dPx

dt
� ÿ

�
mgxgs ��g� f �v�j�v1� dv dv1 : �3:4�

We now use peculiarities of the relaxation process under
consideration. The metal atom velocity is large compared to a
thermal velocity of buffer gas atoms, so that we have
j�v1� � Nad�v1�, where Na is the number density of buffer
gas atoms, and g � v. Assuming that the kinetic energy of a
metal atom does not vary remarkably during relaxation, we
take f�v� � Nd�vÿ v0�, where v0 is the initial velocity of a
released metal atom. As a result, the relaxation equation (3.4)
takes the form

dvx
dt
� ÿ vx

tP
; tP �M�m

M

1

Navs ��v� : �3:5�

Here, vx is the component of the mean velocity of a released
atom in the direction of the initial velocity, and during the
relaxation time tP a released metal atom loses its initial
direction of motion. The latter happens after one or two
collisions with buffer gas atoms. Note that thermalization of
released atoms proceeds after many such collisions.

Comparing formulas (3.2) and (3.5), one can connect the
mean free path l of metal atoms with the transport cross
section s ��v� for their collisions with buffer gas atoms
through the formula

l �M�m

M

1

Nas ��v� : �3:6�

This formula was used in the treatment of the experimental
data collected in Table 2. Correspondingly, formula (3.2) can
be represented in the form

j � j0 exp

�
ÿNas ��v�x M

M�m

�
; �3:7�

where s ��v� is the transport cross section of colliding atoms at
an indicated relative velocity, and this transport cross section
is given in Table 3.
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Figure 13. Experimental (symbols) and calculated (curves) results for the

deposition rate of Al at an argon pressure of 5 mTorr (triangles, solid line)

and 10 mTorr (circles, dashed line) for the cathode ± substrate distances of

10.8 cm (a) and 22 cm (b) [127].
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Comparing the generation of free metal atoms in a buffer
gas from the cathode in magnetron discharge and that from a
heated metal surface, one can find the principal difference in
these processes, because in the first case fast atoms are
released, and therefore they move far from the cathode, so
that the probability for their return to the cathode may be
small. In the second case, the probability of an evaporating
atom attaching to the heated surface is close to unity, while
the probability of this atom being removed from the surface is
small compared to unity. In the first case, it is of importance
that the cross section for scattering of metal atoms in
collisions with atoms of a buffer gas be less than that for
thermal metal atoms, so that the mean free path of fast metal
atoms is large compared to that of thermal atoms. To
demonstrate this, we compare in Table 4 the cross section of
the collision of a fast inert gas atom with an atom of thermal
velocity, as well as gas-kinetic cross sections for such
collisions, i.e., the diffusion cross sections for the collisions
of thermal atoms. The interaction potentials for two identical
inert gas atoms at interaction energies of several eV are taken
from Ref. [134]. Table 4 exhibits the significance of a high
energy of releasedmetal atoms inmagnetron discharge for the
conservation and utilization of these atoms in a buffer gas.

3.2 Nucleation processes in a buffer gas
involving metal atoms
Bombardment of the cathode by plasma ions leads to the
emission of metal atoms from the cathode. As a result, the

number density of metal atoms in the buffer gas exceeds the
saturation vapor density, causing nucleation of the vapor.
The growing clusters are located in a restricted aggregation
region where they capture free metal atoms. The clusters leave
the aggregation region as a result of diffusion or flowing of
the buffer gas and trend to spread uniformly over all the space
inside the magnetron chamber.

Ultimately, some clusters depart from the magnetron
chamber through an orifice and are deposited on a sub-
strate. The cluster flux onto the substrate surface, as well as
the cluster size, is restored from the measurement of the
cluster area density on the surface for a given deposition time.
This allows one to estimate the cluster number density in the
magnetron chamber. Below, we analyze the character of the
generation and transport of metal atoms on the basis of the
above experimental results.

The formation and growth of metallic clusters start from
the formation of free metal atoms. We use the following
scheme of the processes of cluster growth in the magnetron
chamber where free metallic atoms are located [135 ± 137,
139]:

2M� A!M2 � A ; Mn �M!Mn�1 : �3:8�

Here, A is the buffer gas atom, M is the metallic atoms, and
the nucleation starts from the three-body process of forma-
tion of a diatomic molecule, and then it is a nuclei of
condensation in pair processes of atomic attachment to a
cluster. The rate constant of the three-body process lies in the
range K � 10ÿ33ÿ10ÿ32 cm6 sÿ1 [135, 140], and the values of
K for some processes are given in Table 5. The first process in
Table 5 proceeds at room temperature, while in the second
and third cases the plasma temperature is approximately
200 K, but these processes take place in a hotter region and
the temperature is higher, though the thermal energy of the
joining atoms is significantly lower than the dissociation
energy of the forming molecule. Note that this character of
cluster formation and growth from an atomic vapor corre-
sponds to a general concept of this process.

The rate constant of atomic attachment to the cluster
surface within the framework of the liquid drop model for a
cluster consisting of n atoms has the form [135, 137, 139]

kn � k0n
2=3 ; k0 �

��������
8T

pm

r
pr 2W : �3:9�

Here,T is the temperature,m is the atomic mass, and rW is the
Wigner ± Seitz radius for a forming cluster that is assumed to
be equal to the Wigner ± Seitz radius of a bulk metal. Table 6
contains the values of the Wigner ± Seitz radius and the
specific rate constant k0 of attachment for some metals [137,
139, 144, 145]. Statistical averaging of these values for the
data of Table 6 gives rW � �1:6� 0:1� A� , k0 �
�2:2� 0:7� � 10ÿ11 cm3 sÿ1 at T � 1000 K.

The character of the nucleation process (3.8) is deter-
mined by the value of the dimensionless parameter [139,

Table 3. Transport cross sections s � for atoms sputtered in argon and
some other parameters characterizing sputtering by ion bombardment of
various cathode materials.

Element P, W U, V s �, A
� 2 s �=s0 Ei, eV S, atom/

ion
Ea,

eV/atom

Al
Cr
Cr
Cu
Ge
Ge
Mo
Mo
Si
Si
W
W

50
500
50

500
500
300
50
20

300
100
100
20

280
480
340
470
440
490
260
280
530
620
270
240

22
0.65
1.3
2.4
2.9
3.1
2.0
2.5
10
12
0.41
2.2

6.7
12
60
29
23
22
34
27
12
9.7
150
30

205
350
250
350
320
360
190
205
390
450
200
180

0.30
1.1
0.83
1.9
0.99
1.1
0.52
0.55
0.39
0.45
0.48
0.43

6.5
19
17
17
23
24
26
26
10
11
23
21

Note. The transport cross sections s � were restored from experimental

data [131, 132]. s �=s0 is the ratio of sputtered atoms scattered by argon

atoms to total atomic cross sections of colliding atoms according to

Ref. [133]. s0 � p�r� rAr�2, where r is an effective radius of a released

atom, and rAr is the argon atom radius. These data relate to a given

voltageU of a DCmagnetron discharge and discharge power P; Ei is the

ion energy according to formula (3.1). Sputtering yield �S� is evaluated
on the basis of the SRIM code, in the sameway asEa, which is an average

energy of released atoms.

Table 4.The diffusion cross sections s � for a collision of two identical inert
gas atoms and gas-kinetic cross sections sgas at room temperatures,
expressed in 10ÿ15 cm2. The indicated energy E is the energy of a fast
atom in the laboratory frame of reference.

Element s � (E � 10 eV) s � (E � 1 eV) sgas

Ne
Ar
Kr
Xe

0.43
0.66
0.71
1.3

0.97
1.6
2.0
2.7

1.8
3.8
4.8
6.6

Table 5. The rate constant K (in 10ÿ33 cm6 sÿ1) of a three-body process
2M�Ar!M2 �Ar.

M K References

Cu
Ti
Ag

3.0
2.5
5.5

[141]
[142]
[143]
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142, 145 ± 147]

G � k0
KNa

: �3:10�

Usually, G4 1, so that the first nucleation stage with the
formation of diatomicmolecules lasts long compared with the
attachment of subsequent atoms to molecules and clusters.
This leads to large average cluster sizes at any instant of time.

We now consider the character of the transformation of
metal atoms into clusters in a buffer gas if at the beginning
these atoms are free and in the end they are bound in clusters.
Denoting byN the number density of free metal atoms, byNcl

the number density of clusters, by Nb the number density of
atoms bound in clusters, and by Na the number density of
atoms in the buffer gas, we obtain on the basis of the scheme
of processes (3.8) the following set of balance equations for
these number densities and for a cluster size n (the number of
atoms per cluster) [137, 139, 142, 146]:

dNb

dt
� ÿ dN

dt
�
�
Nk0n

2=3fn dn� KN 2Na ;

�3:11�
dNcl

dt
� KN 2Na :

Here, fn is the size distribution function of the clusters, i.e.,
the number density of clusters consisting of n atoms, and the
normalization conditions for this distribution function are
given by

Ncl �
�
fn dn ; Nb �

�
nfn dn :

Note that in the above balance equations (3.11) we ignored
cluster evaporation processes. This corresponds to a rela-

tively small temperature or large current cluster size com-
pared to the critical one.

We consider cluster growth under the condition G4 1,
when the three-body process of scheme (3.8) is slow and
delays the overall process. Then, forming diatomic molecules
are the condensation nuclei, and this is taken into account in
the above balance equations (3.11). Next, the second term on
the right-hand side of the first balance equation (3.11) is small
compared to the first one. Indeed, the ratio between the first
and second terms on the right-hand side of the first balance
equation is on the order of Gn 2=3, and since G4 1 and the
current cluster size n4 1, one can neglect the second term in
the first balance equation. As a result, we arrive at the balance
equation in the form

dNb

dt
� Nk0

�
n 2=3fn dn : �3:12�

One can solve this balance equation taking for simplicity
N�t� � const until Nb reaches the value N. Then the cluster
growth time tcl, i.e., the time of transformation of a gas of free
atoms into a gas of clusters, is defined by

Nb�tcl� � N : �3:13�

Let us determine the size distribution function fn of
clusters, considering an individual cluster whose size n�t�
satisfies the equation

dn

dt
� k0n

2=3N ; �3:14�

where t is the time after the formation of a dimer which is a
condensation nucleus for a given cluster. After the lapse of
time t the cluster size becomes equal to

n �
�
Nk0t

3

�3

:

Taking into account that fn dn, the number density of clusters
with sizes between n and n� dn, is proportional to the time
interval dt during which diatomic metal molecules are
formed, i.e., fn dn � dt, on the basis of the above formulas
we obtain for the cluster size distribution function:

fn � C

n 2=3
; n < nmax : �3:15�

Here, C is a normalization constant, nmax is the maximum
cluster size at a given instant of time, and fn � 0 for n > nmax.
Formula (3.15) may be obtained directly from the kinetic
equation for the distribution function fn, ignoring the cluster
evaporation processes [139]:

qfn
qt
� ÿ q

qn
�Nk0n

2=3fn� ;

and formula (3.15) is the solution to this equation.
Let us determine now the parameters describing the

kinetics of cluster growth. On the basis of the normalization
relations and expression (3.15) for the size distribution
function of clusters we have at the end of the nucleation
process [142, 146] that

C � 4N

3n
4=3
max

; Ncl � 3Cn 1=3
max �

4N

nmax
; n � nmax

4
: �3:16�

Table 6. Parameters of large clusters.

Element Tb, K rW, A
�

k0, 10ÿ11 cm3 sÿ1 e0, eV

Al
Ti
V
Cr
Fe
Co
Ni
Cu
Zn
Zr
Mo
Pd
Ag
Ta
W
Re
Os
Ir
Pt
Au
U

2730
3560
3680
2944
3023
5017
3100
2835
1180
4650
4912
3236
2435
5731
5830
5880
5300
4700
4098
3129
4091

1.65
1.67
1.55
1.41
1.47
1.45
1.44
1.47
1.58
1.85
1.60
1.58
1.66
1.68
1.60
1.58
1.55
1.58
1.60
1.65
1.77

4.3
3.3
2.7
2.2
2.4
2.2
2.2
2.3
2.5
2.9
2.1
2.0
2.2
1.7
1.5
1.5
1.4
1.5
1.5
1.6
1.7

3.09
4.89
5.1
3.79
3.83
4.10
4.13
3.40
1.22
6.12
6.30
3.67
2.87
8.1
8.59
7.62
7.94
6.5
5.4
3.65
4.95

Note. Tb is the boiling point, i.e., the temperature at which the saturated

vapor pressure over a plane surface is 1 atm, rW is the Wigner ± Seitz

radius, k0 is the reduced rate constant of atomic attachment to a cluster

at a temperature of 1000 K [in accordance with formula (3.9)], and e0 is
the atomic binding energy in a bulk metal at the melting point.
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Here, n is the average cluster size. Themaximum cluster size at
the end of the nucleation process is determined from the
solution of the balance equation for a size of an individual
cluster whose diatomic molecule is formed at t � 0 and is
equal to

nmax�tcl� �
�
Nk0tcl

3

�3

�
�
x
3

�3

; �3:17�

with x � Nk0tcl. Integrating the balance equations (3.12) over
time gives

Ncl � KN 2Natcl � N
x
G
;

�3:18�
Nb�tcl� �

�
Nk0Cnmax dt � 1

4
xCnmax � N :

Such a simplified scheme of the nucleation of an atomic
vapor allows us to express the cluster parameters at the end of
the nucleation process through the parameter (3.10). Indeed,
comparing the expressions for Ncl from formulas (3.16) and
(3.18), we find [142]

nmax � 4G

x
; �3:19�

and on the basis of formula (3.17) we obtain the expression
for the reduced nucleation time

x � 3

�
4

3
G

�1=4

� 3:2G 1=4 ; �3:20�

which is large, since G4 1. This also leads to large cluster
sizes at the end of nucleation process (3.8) [142, 146, 147]:

nmax � 1:2G 3=4 ;

n � 0:31G 3=4 ; �3:21�
Ncl � 3:2NGÿ3=4 :

Correspondingly, the total time of nucleation is equal to [142]

tcl � 3:2G 1=4

Nk0
; �3:22�

andN is the initial number density of nucleating atoms which
will become bound at the end of the nucleation process.

Thus, within the framework of a simple scheme (3.8) for
transformation of an atomic vapor into a gas of clusters we
found the dependence of the output parameters for forming
clusters on the parameters of this process [142]. Thoughwe set
such initial conditions that all the nucleating atoms are free at
the beginning, the above results may also be used as estimates
in the case when free atoms are added to the nucleating system
during a certain time. Note that, under certain conditions,
additional processes liable for the dynamics of a gas or the
chemistry of gas components may also be added to this
scheme. Though we considered the formation of pure metal
clusters from their atoms, generation of some compounds of
these metals is also possible. For example, a small oxygen
admixture can give clusters of metal oxides, or the presence of
nitrogen atoms can lead to the formation of clusters of metal
nitrides.

3.3 Processes near a cathode involving
fast sputtered atoms
Sputtered metal atoms can return to the cathode after
multiple scattering from buffer gas atoms, and we now
consider processes of the relaxation of fast atoms and their
transport in a space. We evaluated above a time of relaxation
resulting in isotropization of atomic motion, and the rate of
this process was given by formula (3.5). When atomic motion
becomes isotropic, its energy does not vary significantly
compared to the initial kinetic energy of a sputtered atom,
so that in the course of thermalization of metal atoms in
collisions with buffer gas atoms, and a thermalization time tT
is large compared to an isotropization time tP. We now
determine the relaxation time tE in which the kinetic energy
of a fast atom varies from E0 to E due to collisions with
thermal buffer gas atoms.

In this consideration we assume E4T Ð that is, the
atomic kinetic energy E exceeds significantly the typical
thermal energy T. Hence, one can consider a buffer gas
atom to be motionless before it collides with a fast metal
atom. Expressing the velocity v of a fast atom through the
relative velocity g of colliding atoms and the center-of-mass
velocity V as

v � V� M

M�m
g ;

we obtain for the energy variation as a result of atomic
collisions:

DE � Mm

M�m
V�gÿ g 0� � mVg�1ÿ cos#�

� 2
m

M�m
E�1ÿ cos#� :

Here, M, m are the masses of buffer gas and metal atoms,
respectively, and # is the scattering angle in the center-of-mass
system. Hence, the rate of the energy variation for a fast metal
atom is given by

dE

dt
� 2

m
M�m

EvNas ��v� ; �3:23�

where E is the kinetic energy of a test metal atom, and
s ��v� � � �1ÿ cos#� ds is the transport cross section for the
scattering of a fast metal atom from a motionless buffer gas
atom. From this we obtain a time tE of energy variation from
E0 to E:

tE �
� E0

E

dE

2EvNas ��v�
M�m

m
: �3:24�

Neglecting the energy dependence for the cross section of
atomic collisions, we obtain the following relationship

tE � 4�M�m�2
Mm

1

Nas ��v�
�
1

v
ÿ 1

v0

�
; �3:25�

where v0 is the initial velocity of a fast atom, and v is its final
velocity which is assumed to be large compared to the thermal
velocity. The ratio of the energy relaxation time (3.25) to the
momentum relaxation time (3.5) becomes equal to

tE
tP
� 4�M�m�

m

�
v0
v
ÿ 1

�
; �3:26�
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so that thermalization of fast atoms lasts significantly longer
than isotropization for fast atom motion.

Let us evaluate a typical time tcat of returning sputtered
atoms to the cathode as a result of theirmotion in a buffer gas.
We assume the following inequality between an average
energy E0 of sputtered atoms, the binding energy eb of metal
atoms inside the cathode, and a thermal energy T of
thermalized atoms:

E0 4 eb 4T : �3:27�

Note that if a fast atom collides with the cathode, its
attachment to the cathode is absent, and hence at the first
stage of the thermalization process metal atoms do not attach
to the cathode and the occupied region increases.We first find
the average distance at which an atom is displaced until its
energy does not exceed eb. This distance is determined from
the diffusion equation

qP
qt
� D�t� q

2P

qx 2
; �3:28�

and from this equation it follows that the average distance at
which an atom travels is given by

Dx 2 � 2

�
D�t� dt � 2

�
D�E� dE

dE=dt

�
�
D�E� �M�m�2

mM

l�E� dE
Ev

; �3:29�

with

l�E� � 1

Nas ��E� ;

where Na is the number density of buffer gas atoms, and we
took into account that the diffusion coefficient of a metal
atom in a buffer gas changes with the variation in the atom
energy.

In evaluating the diffusion coefficient of fast atoms in a
buffer gas, when the motion of metal atoms is isotropic, we
use the limiting expressions for the diffusion coefficient [156].
Indeed, in the case m5M, the diffusion coefficient equals

D �
�
v 2

3n

�
;

where the collision rate n is given by

n�E� � v

l�E� ;

and the angle brackets mean averaging over the atom
velocities. In the other limiting case m4M, we have

D � hv
2
x i
hni :

Taking the energy distribution function f �e� of fast atoms to
be Nd�eÿ E�, we obtain the following expression for the
diffusion coefficient of fast metal atoms:

D�E� � v 2

3n�v� �
vl�E�
3

:

This gives for the average distance of fast atom propagation:

Dx 2 � �m�M�2
3mM

�
l2�E� dE

E
: �3:30�

Let us take the dependence of the interaction potential
U�R� on the distance R between metal and buffer gas atoms
in the range U � E as U�R� � Rÿk; we then have
s ��E� � Eÿ2=k, l�E� � E 2=k. For the size of the spreading
region Dx for fast metal atoms, when their energy varies from
the initial valueE0 to the binding energy eb for atoms in a bulk
metal, this gives

Dx 2 � �M�m�2
3mM

� E0

eb

l2�E� dE
E

� l2�E0� k
3

�M�m�2
mM

"
1ÿ

�
eb
E0

�k=4
#
: �3:31�

The quantity Dx characterizes the size of the region that is
occupied by a sputtered atom until it cannot attach to the
cathode, and formula (3.31) includes an uncertain quantity eb.
In order to find the sensitivity to this quantity and,
correspondingly, the accuracy of the above formula, we
apply it to experimental conditions [143] when silver atoms
are sputtered in a buffer argon gas. We take the value k � 8,
as for the interaction of two argon atoms, and under
experimental conditions the average energy of sputtered
silver atoms reaches E0 � 19 eV. Taking eb � 2 eV, we
obtain �Dx 2 �1=2 � 3:0 l�E0�, and for eb � 4 eV, we have
�Dx 2 �1=2 � 2:7 l�E0�. An important conclusion resulting
from formula (3.31) is that the expansion of a region
occupied by relaxing atoms is independent of the final atomic
energy. This means that a sputtered atom attaches to the
cathode after thermalization, so that

tcat > tE ;

where the final atomic energy E corresponds to the thermal
energy.

Thus, at the stage of thermalization, a sputtered atom
propagates through a distance Dx � �Dx 2�1=2:

Dx � l�E0�
�������������������������
k

3

�M�m�2
mM

s
; �3:32�

and then a thermal metal atom is spread over the space where
it can reach the cathode. A typical time of atom attachment to
the cathode in the absence of nucleation processes equals

tcat � Dx 2

2DT
; �3:33�

where DT is the diffusion coefficient of thermal metal
atoms in a buffer gas. Note that the diffusion cross section
of scattering of a thermal metal atom from a buffer gas
atom depends on the sort of metal for a given buffer gas.
Then, based on experimental data [138] for diffusion
coefficients of metal atoms in a buffer gas, one can find
this quantity for various metal atoms. In particular, we
obtain from Ref. [138] the average gas-kinetic cross section
sgas � �4:8� 0:5� � 10ÿ15 cm2 for metal atoms in argon.
From this we find the diffusion coefficient of a titanium
atom in argon: DT � 0:14� 0:01 cm2 sÿ1 at temperature
T � 300 K, and also find the same value for silver atoms in
argon:DT � 0:12� 0:01 cm2 sÿ1. These values are reduced to
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the normal number density of buffer gas atoms Na �
2:69� 1019 cmÿ3. For a reduced time of attachment of a
titanium atom to the cathode in argon under experimental
conditions according to formula (3.33) we get Ntcat �
1:6� 1012 cmÿ3 s, and for silver atoms this value is
Ntcat � 2:0� 1012 cmÿ3 s, if the silver atoms are formed in
magnetron discharge under the above experimental condi-
tions [143]. Next, under experimental conditions [35] for
titanium atoms the dimension of the region where sputtered
titanium atoms are spread in argon is Dx � 0:8 cm.

One can compare the attachment time tcat with the
relaxation time tT of a sputtered metal atom up to thermal
energies, which is given by formula (3.25) in the limit E0 4T:

tT � 4�M�m�2
mM�1� 4=k�

1

Nasgas�E0�
��������
pm
8T

r
; �3:34�

where the transport cross section sgas is taken at the initial
energy of a sputtered atom, and the parameter of an atomic
interaction potential is taken to be k � 8. From this we obtain
under experimental conditions [35] for the relaxation of
titanium atoms in argon: NtT � 2:0� 1011 cmÿ3 s, and for
silver atoms in argon one finds Ntcat � 1:7� 1011 cmÿ3 s. As
is seen, under these conditions the thermalization time of
sputtered atoms is by one order of magnitude less than the
typical time of atom attachment to the cathode.

Note that since Dx � l � 1=Na and DT � 1=Na, from
formula (3.33) it follows that the typical time of atom
attachment to the cathode tcat is inversely proportional to
the number density Na of buffer gas atoms. Therefore, if a
region near the cathode is heated due to relaxation processes
involving fast metal atoms, the attachment rate of metal
atoms to the cathode increases at a constant pressure in the
magnetron chamber.

3.4 Cluster generation in a magnetron plasma
When a sputtered metal atom is thermalized in a buffer gas at
a large distance from the cathode compared to the mean free
path of a thermal atom, it can attach to forming clusters or
return to the cathode and attach to it. In order to find the
probability of each event, it is necessary to compare the rates
of these processes. Formula (3.33) gives a typical time tcat of
attachment of a sputtered atom to the cathode, and the
typical time of nucleation tcl is defined by formula (3.22).
Though the above model of nucleation relates to a way of
insertion of free metal atoms in the nucleation region that
does not take place in reality, this model gives a correct
estimate for nucleation parameters, and we will rely on it.
Correspondingly, the criterion for a sputtered atom not to
return to the cathode, but be a constituent of a cluster, has the
form

tcl 5 tcat : �3:35�
Based on formula (3.22) for the time of cluster growth, one
can rewrite this criterion in the following form for the number
density of nucleating atoms N in a region where the cluster
growth proceeds:

N4
3:2G 1=4

k0tcat
: �3:36�

As follows from the above criteria, the process of cluster
formation has a threshold character and can be realized at not
a small number density of braking sputtered atoms and,

correspondingly, for the specific power of magnetron dis-
charge. Since a typical time tcat of return of a sputtered atom
to the cathode according to formula (3.33) is tcat � 1=Na, this
criterion (3.36) requires that the concentration N=Na of free
metal atoms near the cathode exceed a certain critical value.

The character of equilibrium in this case is similar to that
considered above for applications where a plate is inserted
into amagnetron discharge at some distance from the cathode
[115, 116, 130], so that sputtered atoms can deposit on this
target. Then the final state of sputtered atoms can lead to their
attachment to the cathode or plate, depending on the distance
between the plate and cathode. In the case of generation of
clusters, we also have two channels for the final state of
sputtered atoms, so that they can return to the cathode or
attach to clusters, and then clusters leave the nucleation
region with a buffer gas flow. We considered above the
character of absorption of sputtered atoms by the cathode
that included the stage of thermalization of fast metal atoms
in a buffer gas, and after this the stage of diffusion motion of
thermal metal atoms to the cathode. As a result, thermal
atoms can attach to the cathode. The other channel of
evolution of metal atoms relates to their attachment to
clusters. The formation and growth of clusters from metal
atoms proceeds according to scheme (3.8), as earlier, but we
now use other boundary conditions and find for them the size
distribution function of clusters.

Wewill take into account that new free atoms are added to
the system continuously, and the clusters being formed are
carried away by a buffer gas flow. This character of cluster
growth is similar to the case where metal clusters are formed
from a metal compound that, in the form of molecules, is
inserted into a buffer gas and thermal metal molecules decay
in collisions with buffer gas atoms. Like this case, metal atoms
are added to the system continuously, and the number density
of free metal atoms is the problem parameter. We now
represent the space distribution N�x� of free metal atoms in
the form

N�x� � N0 exp

�
ÿ x

l

�
;

where x is a distance from the cathode, and the parameter l
follows from the balance equations. According to scheme
(3.8) of the nucleation process, its long stage is the formation
of metal diatomic molecules which are nuclei of condensa-
tion, and, correspondingly, the distribution function fn�x� of
clusters consisting of n atoms and located at a distance x from
the cathode is uniquely determined by the number density of
diatomic metal molecules formed at a distance x 0 from the
cathode. Therefore, from the second balance equation (3.11)
we have for the size distribution function:

fn dn � KNaN
2 dt � Ncl exp

�
ÿ2 x 0

l

�
dx 0 ; �3:37�

and the total number density of clustersNcl at large distances
from the cathode is given by

Ncl �
�
fn dn � KNaN

2
0 l

2u
; �3:38�

where u is the velocity of the buffer gas flow.
The size of clusters at a point x from the cathode that are

formed at point x 0 follows from the balance equation (3.14)
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that gives

n 1=3�x; x 0� � k0N0

3

� x

x 0
exp

�
ÿ x

l

�
dt

� k0N0l
3u

�
exp

�
ÿ x 0

l

�
ÿ exp

�
ÿ x

l

��
:

From this we find

n�x; x 0� � nmax

�
exp

�
ÿ x 0

l

�
ÿ exp

�
ÿ x

l

��3
; �3:39�

where the maximum cluster size nmax is given by

nmax �
�
k0N0l
3u

�3

: �3:40�

The size distribution function (3.37) and the size of the
clusters (3.39) depend on the point of cluster formation, and
observation gives the perfect information about the size
distribution of clusters at each distance from the cathode. In
particular, from this it follows that far from the cathode the
average cluster size equals

n � 1

Ncl

�nmax

0

fnn dn � 2

5
nmax ; �3:41�

and the rate n of atom attachment to clusters in accordance
with the second process in Eqn (3.8) is given by

n �
�
k0n

2=3fn dn

� k0Ncln
2=3
max

2

�
1ÿ exp

�
ÿ x

l

��3�
1ÿ 1

3
exp

�
ÿ x

l

��3
:

Far from the cathode, this gives

n � 5

4

Nbk0

n
1=3
max

� 0:92
Nbk0

n 1=3
; �3:42�

where the number density of bound atoms is Nb � Ncln.
Let us analyze the experimental results [35] from the

standpoint of the possibility of cluster formation. In this
experiment, titanium clusters were formed in argon as a
buffer gas under a pressure of 0.1 mbar and a temperature
of 200 K that corresponds to the atomic number density
Na � 4� 1015 cmÿ3. At this temperature, we have for the rate
constants of processes involving titanium clusters: k0 �
2:6� 10ÿ11 cm3 sÿ1, K � 2:5� 10ÿ33 cm6 sÿ1, which gives
G � 3� 106 and G 1=4 � 40. According to formula (3.21) we
have for the average cluster size at the end of the nucleation
process: n � 2� 104, which corresponds to experimental data
under conditions when the subsequent coagulation of clusters
is absent. This size corresponds to the diffusion coefficient
Dn � 5 cm2 sÿ1 of clusters in argon, and because the drift
velocity of argon is u � 15 cm sÿ1, a typical dimension of the
nucleation region, if it is established due to the motion of
clusters, amounts to l � Dn=u � 0:3 cm. The typical dwell
time of clusters in this region is t � Dn=u

2 � 0:02 s. Since
l5Dx � 0:8 cm, the size of the nucleation region is
determined by a travel of free metal atoms in the space,
rather than the cluster diffusion.

We can use other typical parameters of the experiment [35]
under consideration. The voltage is 225V, the current is 0.5A,
the cathode radius is 5 cm, the sputtering region occupies 30%
of the cathode surface (Fig. 2c), and the metal atom yield is

z � 0:37 [115, 116]. From this we obtain the value of the flux
of metal atoms from the cathode: j � 6� 1016 cmÿ2 sÿ1. We
assume for simplicity that under these conditions one-half of
the thermal metal atoms returns to the cathode and the other
half of the metal atoms is transformed into clusters.Then the
flux of bound atoms under these conditions is jb �
3� 1016 cmÿ2 sÿ1, which gives for the number density of
bound atomsNb � jb=u � 2� 1015 cmÿ3. From above values
using formula (3.42) one can find the typical time of
attachment for metal atoms to clusters in a nucleation region:

tcl � 1

n
� 6� 10ÿ4 s ;

which is comparable to the time of an atom returning to the
cathode. Note that these evaluations are based on the
assumption that the temperature of the nucleation region
coincides with the cathode temperature, whereas a buffer gas
is heated in this region due to relaxation and nucleation
processes. Hence, the above evaluations may be considered
to be estimations.

If a remarkable part of free metal atoms is transformed
into clusters, the depth l of penetration of metal atoms into
the region occupied by the clusters is comparable to the
distance Dx that fast atoms travel from the cathode, i.e.,
l � Dx. This takes place when the typical time tcl of atom
attachment to clusters exceeds or is comparable to the typical
time tcat of an atom travelling to the cathode. Next, under
experimental conditions [35] the number density of free metal
atoms near the cathode is estimated as

N � j

Dx

�
1

tcl
� 1

tcat

�
� 2� 1013 cmÿ3 :

As is seen, the number density of bound metal atoms
under experimental conditions, Nb � 2� 1015 cmÿ3, is
comparable to the number density of buffer gas atoms,
Na � 4� 1015 cmÿ3, and exceeds significantly the number
density of free metal atoms, N � 2� 1013 cmÿ3, in the
cathode region, whose concentration in the cathode region is
approximately 2% of Nb. Note that according to data in
Fig. 14 [21] the number density of free atoms far from the
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Figure 14. The number density of Al atoms as a function of argon pressure

for two flow velocities: (*) 15 and (*) 40 stand. cm3 minÿ1 (stand. cm3

minÿ1 � 4:5� 1018 sÿ1�. The magnetron discharge power is 100 W, and
the distance from the cathode is 5.5 cm.
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cathode is several orders of magnitude less than that near the
cathode.Moreover, within the framework of this scheme, free
atoms are absent far from the cathode. Evidently, they are
formed there in collisions with electrons, and a typical
electron energy (see Fig. 10) allows detachment of atoms
from a cluster in such collisions.

This analysis of experimental conditions allows us to
describe the general character of cluster formation in a
magnetron plasma. Sputtered atoms move a large distance
Dx from the cathode in comparison with the mean free path
lT of thermalized atoms in a buffer gas under a given pressure
and flow velocity. Sputtered atoms are thermalized at large
distances from the cathode and then can return to the cathode
or form clusters, so that these probabilities depend on the
number density N of free metal atoms. Let us denote by N0

such a number density of free atoms in the thermalization
region at which the probabilities of a given atom attaching to
clusters and returning to the cathode are equal. Then, if the
number density N of forming free metal atoms satisfies the
condition N4N0, most of the forming atoms attach to
clusters; in the opposite limiting case, free forming metal
atoms return to the cathode. Evidently, the number density of
forming free atoms is proportional to the discharge power
and also increases as the discharge voltage increases. There-
fore, the cluster regime of the evolution of the magnetron
plasma is realized at high powers and voltages of magnetron
discharge.

Let us analyze the character of nucleation for N < N0 in
terms of the typical times tcl of an atom attaching to clusters
and its returning to the cathode, tcat. In accordance with the
above analysis, the number of forming clusters is propor-
tional to tcat=tcl, and the typical cluster size is proportional to
�tcat=tcl�3, i.e., the number density Nb of bound atoms is
proportional to �tcat=tcl�4 in this case. If tcat=tcl � N=N0, we
get the portion of bound atoms decreasing in the case of small
power of magnetron discharge as �N=N0�4. From this it
follows that the formation of clusters in a magnetron plasma
has a threshold character with respect to the discharge power.

As a demonstration of an example when clusters are not
formed in a magnetron plasma, we give the aluminium case
that was analyzed in the experiment [21]. At the discharge
power in a range 10 ± 100 W, the number density of
aluminium atoms reaches � 1011 cm3 far from the cathode.
If we suppose that the destruction of aluminium atoms in this
region results from their travelling to the walls by diffusion in
a buffer gas and the distance to the cathode from the
thermalization region is one order of magnitude larger than
that for the walls, we obtain the maximum number density of
free metal atoms in the thermalization region,N � 1013 cmÿ3.
Thus, the cluster regime of a magnetron discharge with a
buffer gas flow requires specific conditions. Note that free
metal atoms are absent far from the cathode in the cluster
regime of the magnetron discharge, and observation of free
atoms with a remarkable number density in this case testifies
to the absence of clusters.

Thus, the fate of sputtered atoms in the cathode region
depends on the flux of these atoms, and they either attach to
clusters or return to the cathode. In the above analysis, we
kept the experimental conditions from Ref. [35]. But in
reality, the kinetic and transport parameters of metal atoms,
such as the reduced constant k0 of attachment to clusters, the
gas-kinetic cross section sgas for a given buffer gas, and the
diffusion coefficient of thermal metal atoms in this gas do not
depend strongly on the sort of metal. Therefore, accounting

for the roughness of the above estimates, one can disseminate
them for other sorts of metal atoms. In particular, from this it
follows that the parameter N0 � 2� 1013 cmÿ3.

3.5 Heat processes in a magnetron plasma
Analyzing the kinetic and transport properties of the
magnetron plasma, we took implicitly the temperature of a
buffer gas in the cathode region to be equal to the cathode
temperature. Indeed, the cathode is cooled by flowing water,
and the magnetron chamber is cooled by liquid nitrogen.
Nevertheless, though the main power of magnetron discharge
is consumed at the cathode due to fast ions, a part of this
power is consumed in the plasma in collisions of fast metal
atoms with buffer gas atoms and as a result of their
nucleation. Below, we will estimate the heating of a buffer
gas near the cathode as a result of the thermalization and
nucleation of sputtered atoms.

Let us consider the experimental conditions [35] for a
titanium magnetron plasma if the discharge current of 0.5 A
occupies 30% of the area of the cathode whose radius is 5 cm.
We take the metal atom yield as a result of bombardment of
the cathode by argon ions to be z � 0:37 [115, 116], and the
average energy of sputtered atoms to be 20 eV. This
corresponds to the specific power that is scattered in a buffer
gas near the cathode of approximately 0.3 W cmÿ2, which is
equal to the heat flux that is given by

q � k
DT
Dx

;

where k is the thermal conductivity coefficient of the buffer
gas, DT is the temperature increase in the cathode region due
to sputtered atoms, and Dx is the cathode region dimension.
Taking k � 2� 10ÿ4 W cmÿ2 Kÿ1, and Dx � 0:8 cm, we
obtain DT � 103 K. This is small compared to the binding
energy of metal atoms in clusters and, therefore, such a
heating will not affect nucleation processes. Nevertheless,
heating of the cathode regionmay influence the parameters of
the cathode processes and change the yield parameters,
including the probability of a sputtered atom attaching to
clusters or returning to the cathode.

Along with the heating of a buffer gas, clusters are also
heated as a result of the nucleation process and in collisions
with buffer gas atoms and plasma electrons. In considering
the heat balance of clusters, we note that the temperature of
clusters in the magnetron chamber is significantly higher than
the gas temperature Ta and lower than the electron tempera-
ture Te (we assume Te 4Ta), if the cluster temperature Tcl

results from cluster collisions with atoms and electrons. Let us
find the cluster temperature within the framework of a simple
model of the heat balance [137, 149], assuming that the
exchange of energy between colliding particles proceeds only
upon their contact, and a scattered electron or atom has an
average energy 3Tcl=2. This means that an atom obtains the
energy 3=2�Tcl ÿ Ta� from the cluster on average, and an
electron transfers to the cluster the energy 3=2�Te ÿ Tcl� on
average after each collision. Then, the power which a cluster
takes from electrons is 3=2�Te ÿ Tcl�veNese, where ve is the
average electron velocity, Ne is the number density of
electrons, and se is the cross section of electron ± cluster
collisions. The power which atoms obtain from the cluster is
evaluated as 3=2�Tcl ÿ T�vaNasa, where va is the average
velocity of atoms, Na is the number density of atoms, and sa
is the cross section of atomic collisions with the clusters. For a
neutral cluster we have within the framework of the liquid
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drop model for a cluster: se � sa � pr 2, where r is the cluster
radius. The balance of electron ± cluster and atom± cluster
collisions for the cluster temperature [137, 149] gives

Tcl � Ta � zTe

1� z
; z �

������������
TeM

Tame

r
Ne

Na
; �3:43�

where me and M are the electron and atom masses,
respectively. If a cluster is charged and its charge equals Z,
the parameter z in formula (3.43) is given by [137, 149]

z �
������������
TeM

Tame

r �
1� Ze 2

rTe

�
Ne

Na
: �3:44�

These formulas also give the temperature of a negatively
charged cluster and correspond to a large mean free path l of
atoms in comparison with the cluster radius r.

We now consider the heat balance of clusters, which takes
place in the nucleation region of magnetron discharge. A
released energy results from the attachment of free metal
atoms to clusters, and subsequently this energy is transferred
to buffer gas atoms. Correspondingly, the heat balance
equation takes the following form in this case [35]:

3

2
�Tcl ÿ Ta�Na � DeN ; �3:45�

where De is the binding energy of a metal atom in the cluster,
and N is the number density of free metal atoms. Under
typical experimental conditions, we obtain from this in the
cluster regime of magnetron discharge a cluster heating
�Tcl ÿ Ta� of a few hundred degrees.{ We then assume that
cluster heating proceeds due to the aggregation process and
its cooling results from collisions with argon atoms. Suppos-
ing the change in the energy of a buffer gas atom results from
collisions with the cluster surface, we obtain the heat balance
equation

3

2
�Tÿ Ta�Na � DeN ; �3:46�

where T is the cluster temperature, Ta is the gas temperature,
and De is the average binding energy of a metal atom in the
cluster. From this we get DT � Tÿ Ta being several hundred
degrees kelvin under typical conditions. Hence, a decrease in
the buffer gas temperature by a hundred degrees on the basis
of its cooling by liquid nitrogen does not influence, in
principle, the cluster temperature or the nucleation process.

4. Transport of clusters in a gas flow

4.1 Flow of a buffer gas through the magnetron chamber
The gas pressure at the entry and exit from the magnetron
chamber is different, which creates a buffer gas flow through
the magnetron chamber. From the standpoint of the flow of a
buffer gas with clusters, one can divide the flow regions into
three parts. The first one is located near the cathode, where
clusters are formed and are mixed with the flow. The second
region corresponds to a quiet flow with a small velocity
compared to the speed of sound. The third region is located
near the chamber exit, where the flow is accelerated and its
cross section decreases. Near the orifice, the flow velocity is of

the order of the speed of sound. Below, we consider these
regions separately and the flow as a whole.

The measurable quantities characterizing a buffer gas
flow through a chamber are the flow rate Q and the gas
pressure p inside the chamber. For a round orifice of radius r0
for the gas exit, one can connect the parameters of the flow by
the relation

Q � pr 20Nu : �4:1�
Here, r0 is the orifice radius,N is the number density of atoms
inside the chamber, which is connected with the gas pressure p
asN � p=T (T is the gas temperature), and the flow velocity u
near the orifice is on the order of the speed of sound u0.
Figure 15 gives the reduced pressure of a buffer gas, which
determines the velocity ratio u=u0 that does not practically
depend on other parameters for the stationary regime of a gas
flow. Statistical averaging gives for all measurements:
u=u0 � 0:91� 0:06 for an orifice diameter d � 3 mm,
u=u0 � 0:76� 0:06 for an orifice diameter d � 6 mm, and
u=u0 � 0:84� 0:10 if we account for all the measurements.
From this we take

u � 0:8 u0 ; �4:2�
and the accuracy of this approximation is better than 15%.

We note a weak friction of the buffer gas with the walls at
a laminar flow. Indeed, in considering the gas flow through
the magnetron chamber to be a motion inside a cylinder tube,
we obtain for the pressure gradient along the flow due to wall
friction that is given by Poiselle's formula [148, 152]

dp

dx
� 8nQ

pR 4
: �4:3�

In particular, under the experimental conditions [35] bywhich
we are guided, when argon of a temperature T � 200 K is
moving with a velocity of 15 cm sÿ1 through a magnetron
chamber of radius R � 5 cm, the dynamic viscosity of the
flowing gas is n � 600 cm2 sÿ1, and the pressure variation in
the magnetron chamber (L � 15 cm) amounts to
1� 10ÿ8 bar, so that the pressure variation in the magnetron
chamber is negligibly small, since Dp=p � 10ÿ4.

4.2 Equilibrium of a buffer gas flow and cluster drift
When clusters are located in a buffer gas, and this buffer gas
flows through a tube of a constant cross section, i.e., it is
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Figure 15. The reduced argon pressure inside the magnetron chamber as a

function of the argon rate Q at two orifice diameters [35, 142].

{ Three sentences that follow were added by the authors in proof reading.

(Editor's note.)
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moving with a constant drift velocity, then under equili-
brium the drift velocity of clusters becomes equal to the
drift velocity of the buffer gas flow after some time. But in
the case of a varied cross section of a tube through which a
buffer gas is flowing, the drift velocity of a buffer gas varies
along the tube. Correspondingly, the drift velocity of
clusters tends to the drift velocity of the buffer gas, but if
the rate of variation in the buffer gas drift velocity is not
small, the cluster drift velocity does not have time to follow
the buffer gas drift velocity, and the equilibrium between
the buffer gas flow and the cluster drift velocity is violated.
Below, we analyze the character of the establishment of this
equilibrium.

Let us consider the character of the establishment of
equilibrium for clusters moving in a flow of a buffer gas if
the drift velocity u�z� of the buffer gas varies along the tube
z-axis. We assume a small cluster concentration when they
do not influence the flow and do not interact with each
other. For determining the cluster drift velocity u, we use
the Boltzmann kinetic equation for clusters in a buffer gas
flow, which accounts for elastic collisions between the
atoms of a buffer gas and clusters. This equation (3.3)
takes the form

qf �v�
qt
�
��

f �v 0�j�v 01� ÿ f�v�j�v1�
�
ds dv1 :

Here, f�v� is the velocity distribution function for the clusters,
j�v1� is the velocity distribution function for the atoms, v, v1
are the velocities of clusters and atoms before a collision, v 0, v 01
are the velocities of clusters and atoms after a collision, and ds
is the differential cross section of an elastic atom± cluster
collision that leads to a given variation in velocities.

Multiplying this equation by the cluster momentum Mv,
where M is the cluster mass, and integrating over the cluster
velocities, we obtain the equation for the average cluster
momentum P � � Mv f �v� dv=Ncl:

Ncl
dP

dt
�
�
mg f �v�j�v1� s ��g� dv dv1 : �4:4�

Here, Ncl is the number density of clusters (the distribution
functions are normalized to the number densities of corre-
sponding particles), m �Mm=�M�m� is the reduced atom±
cluster mass (m is the atomic mass), g � v1 ÿ v is the relative
velocity of atom ± cluster collisions, and s ��g� �� �1ÿ cos#� ds is the transport cross section for elastic
atom± cluster scattering. Assuming the cluster to be large,
we take this cross section to be s ��g� � pr 20 , where r0 is the
cluster radius.

We now take into account that the cluster mass is
relatively large �M4m�, i.e., m � m, and, correspondingly,
the cluster distribution function is relatively narrow, which
allows us to use a simple expression for the cluster velocity
distribution function [154, 155]

f �v� � Ncld�vÿ w� ;

where w is the cluster drift velocity.
This simplifies the analysis, and equation (4.4) then takes

the form

dw

dt
� m

M
N�vs�uÿ w� : �4:5�

Here,N is the number density of atoms, �v � �������������������
8T=�pm�p

is the
average atomvelocity, s � pr 20 is the cluster cross section, and
u is the flow velocity (the drift velocity of atoms) at a given
point.

In the case u � const, the solution of equation (4.5) gives

w � w0 � �uÿ w0� exp
�
ÿ m

M
N�vst

�
;

wherew0 is the cluster drift velocity at the beginning. Thus, an
equilibrium drift velocity of clusters is established after
�M=m collisions with buffer gas atoms. Correspondingly,
equation (4.5) for the drift velocity of clusters w�t�, which
tends to the velocity u�t� of the buffer gas flow, takes the form

dw

dt
� nw � nu ; �4:6�

where n � N�vsm=M.
As a matter of fact, this equation describes the evolution

of the cluster drift velocity for a varying drift velocity of a
buffer gas in which the clusters are located. From this
equation it follows that violation of the equilibrium with
respect to the drift velocity of a buffer gas flow and clusters
proceeds in a region with the maximum rate of variation in
flow velocity. This takes place near the exit of the tube where
the buffer gas flows, and therefore below we analyze the
cluster ± buffer gas equilibrium near the magnetron chamber
exit where it is established. For definiteness, we take the conic
shape of the magnetron chamber near the orifice, and Fig. 16
gives the current lines for a gas in this case. Because the total
flux of atoms is conserved in each cross section of the cone
chamber near the orifice, atoms move, on average, along the
straight current lines.

Because of the conservation of the total rate of buffer gas
flow in each chamber cross section, the drift velocity of buffer
gas atoms increases towards the orifice and creates a force
that acts on the clusters, compelling them to increase the drift
velocity up to the gas drift velocity. But the establishment of
an identical drift velocity for the clusters and the gas flow

1

2

3 4

Figure 16. The current lines for a buffer gas flow inside a conic chamber

near an orifice, when the flow passes the orifice: 1Ð the force acting on a

cluster from a buffer gas flow; 2Ð the force from an electric field; 3Ð the

total force acting on the cluster, and 4Ð a ring electrode.
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requires a long time compared to the typical collision time
because of a large cluster mass, and these drift velocities are
different near the orifice. As a consequence of the conserva-
tion of the total rate of the cluster flow, the number density of
the clusters increases near the orifice, which accelerates
cluster coagulation processes if the clusters are neutral. We
will also assume the clusters to be charged and the wall surface
to have an electric potential. This electric potential can be
created due to electrodes located on the walls and leads to
repulsion of the clusters from the electrodes. In this way,
focusing occurs for clusters when they approach the exit
orifice. We will analyze this process in detail below, being
guided by experimental conditions.

Let us consider the character of the flow of a pure buffer
gas in a conical chamber that terminates at an orifice. We
denote the axis of this chamber by z, with z � 0 at the orifice
of a radius R0. The straight current lines form a certain angle
with the cone axis (see Fig. 16), and its maximum value relates
to the chamber walls. We denote the angle between the
conical walls near the orifice and the tube axis by a and,
assuming the number density of a buffer gas to be constant
inside the drift chamber, we have for the drift velocity of a
flow at a distance z from the orifice:

u�z� � u0R
2
0

�R0 � z tan a�2 ; �4:7�

where u0 is the drift velocity of the flow at the orifice inside the
drift chamber. Introducing the parameter

x � 1� z

R0 tan a
;

and representing relation (4.7) as the equation

u�z� � ÿ dz

dt
� u0

x 2
;

we obtain the solution to this equation in the form
�dz � R0 tan a dx�

x 3 � t0 ÿ t

t0
; t0 � R0

3u0 tan a
: �4:8�

Here, t varies from zero at x � x0 up to t0 ÿ t0, when x � 1. In
particular, taking the parameters of the argon flow as
a � 45�, R0 � 3 mm, and u0 � 2:6� 104 cm sÿ1, we obtain
the typical time of variation of the flow velocity:
t0 � 4:5� 10ÿ6 s.

Furthermore, let us use experimental parameters for a
silver magnetron plasma [143, 235], where silver clusters of an
average size of n � 7;000 are resided in argon at a pressure of
p � 0:12 mbar and temperature T � 200 K (N �
5� 1015 cmÿ3), so that the parameter n is found to be
2:5� 103 sÿ1. At the beginning, the cluster drift velocity
coincides with the drift velocity of the buffer gas flow, namely

w�0� � u�0� � u0t
2=3
0

t
2=3
0

;

where t0 is determined by formula (4.8), and the time-
dependent drift velocity of a buffer gas is given by

u�t� � u0

x 2=3
� u0t

2=3
0

�t0 ÿ t�2=3
:

Substituting this expression into equation (4.6), we obtain
the equation for the cluster drift velocity w�t� in the form

d

dt

ÿ
exp �nt�w� � nu exp �nt� � nu0t

2=3
0

�t0 ÿ t�2=3
exp �nt� :

The solution of this equation is written as

w�t� � nu0t
2=3
0 exp �ÿnt�

� t

0

exp �nt 0�
�t0 ÿ t 0�2=3

dt 0 : �4:9�

If nt0 5 1, we find the following expression for the drift
velocity of clusters at an orifice:

w � u0�nt0�2=3G
�
1

3

�
� 2:68u0�nt0�2=3 : �4:10�

Thus, the equilibrium between the drift velocities of
clusters and buffer gas atoms is violated in this limit, and the
drift velocity of clusters near the orifice is less than the flow
velocity. Formula (4.9) allows us to find the cluster drift
velocity. In particular, under the above experimental para-
meters formula (4.10) gives w=u0 � 0:13, and w �
3� 103 cm sÿ1 is one order of magnitude lower than the
drift velocity of argon gas as it leaves the chamber. Note that
by virtue of the criterion nt0 5 1 the drift velocity of clusters
near the orifice depends on the cluster size as

w � sÿ2=3 � nÿ4=9 ;

and the number density of clusters near the orifice is inversely
proportional to the cluster velocity, so that the size distribu-
tion function fn of clusters near the orifice is expressed
through the size distribution function f

�0�
n far from the

orifice as

fn � n 4=9 f �0�n :

This means that the size distribution function (3.15)
fn � nÿ2=3 in the basic part of cluster sizes is transformed
due to the effect under consideration into fn � nÿ2=9.

4.3 Attachment of clusters to walls
We now analyze the character of attachment of clusters of a
charge Ze to the walls of the drift chamber. If a voltage is
applied to the walls and the charges of the walls and the
clusters are equal in sign, the charged walls repulse the cluster
when it is located near the walls, and this prevents attachment
of the cluster to walls. In other words, a force occurs from the
walls that acts on the clusters and is directed to the axis of the
conical chamber near the exit. As a result, the cluster moves
with a drift velocity w to the chamber axis. The diffusion
coefficient of a cluster of size n in a gas is denoted by Dn, and
the diffusion motion of clusters leads to their attachment to
the walls, if the cluster is located long enough inside the drift
chamber. We will characterize this process by the probability
P�x0; t� of the cluster attachment to the walls if at the
beginning it is located at a distance x0 from the walls. For
simplicity, we take this distance x0 to be small compared to
the radius of the wall curvature r, which allows us to consider
the wall as a plane and to study cluster attachment to the walls
within the framework of a one-dimensional problem.

Taking the initial condition P�x; 0� � d�xÿ x0� and the
boundary condition P�0; t� � 0, where P�x; t� is the prob-
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ability of a cluster being located at a distance x from the walls
at time t, one can present this probability on the basis of
formula (3.28) [25, 145, 148] introducing into it the cluster
drift motion:

P�x; t� � 1�������������
4pDnt
p

�
exp

�
ÿ �xÿ x0 ÿ wt�2

4Dnt

�
ÿ exp

�
ÿ�x� x0 � wt�2

4Dnt

��
: �4:11�

For the cluster flux to the boundary this gives

j � ÿDn
qP�x; t�

qx
� x0 � wt�����������

4pDn

p
t 3=2

exp

�
ÿ�x0 � wt�2

4Dnt

�
; �4:12�

and the probabilityW of a cluster attachment to the walls (we
assume the attachment takes place if the cluster coordinate
reaches the value x � 0) equals

W �
�1
0

x0 � wt�����������
4pDn

p dt

t 3=2
exp

�
ÿ�x0 � wt�2

4Dnt

�
: �4:13�

Introducing the dimensionless parameter Z � x0w=�4Dn�
and the dimensionless variable t � wt=x0, we represent this
expression in the form

W�Z� �
����
Z
p

r �1
0

�1� t� dt
t 3=2

exp

�
ÿ Z�1� t�2

t

�
: �4:14�

This integral is approximated by the formula

W�Z� � exp �ÿ4Z� � exp

�
ÿ x0w

Dn

�
: �4:15�

From this it follows that the probability of cluster
attachment to the walls is unity in the absence of external
radial fields if this cluster is located long enough inside the
drift tube and moves as a result of diffusion. Next, assuming
the electric field strength E to be relatively small, we have for
the cluster drift velocity near a charged wall: w � eE jZjK,
whereZ is the cluster charge, and because the cluster mobility
K is connected with its diffusion coefficientDn by the Einstein
relation K � eDn=T, formula (4.15) may be represented as

W � exp

�
ÿ eE jZjx0w

T

�
: �4:16�

Let us make an estimate on the basis of this formula. We
assume that the voltage is created by charged rings inside the
drift chamber. The voltage of an isolated ring is given by

j � pqeR
ln �8R=a� ;

where R is the ring radius, a is the rod radius, qe is the total
charge on the ring, and the electric field strength near the ring
at a distance x5R is equal to

eEx � ex
qe

2pRx
� j

4p ln �8R=a� :

Under the experimental conditions T � 200 K,
j � 100 V, R=a � 100, and jZj � 1 we find for the

parameters of formula (4.16):

eE jZjx0w
T

� 50 ;

and the attachment of clusters to the walls is practically
absent under these conditions when the electric potential
near the walls is determined by their voltage, and the role of
the cluster charge may be ignored.

4.4 Charging and evolution of charged clusters
in a secondary plasma
The analysis made in Section 4.3 shows that by charging
clusters and applying a voltage to walls, one can prevent
clusters from attaching to the walls. In order to realize this
situation, it is necessary to create a plasma of a low density
[150], which can be a secondary plasma of a magnetron
discharge. In considering a secondary plasma that is of
importance for cluster charging, we will be guided by
experiment [151] where electron and ion parameters were
measured for a titanium magnetron plasma. This plasma is
similar to a gas-discharge plasma of a positive column of glow
discharge [20, 25] that is supported by an external electric
field. We use the fact that a typical electron number density is
Ne � 1010 cmÿ3 and the average electron energy is 2 ± 3 eV
according to experiment [21] for a secondary plasma.

In the case where a quasineutral plasma of a low density is
located in the magnetron chamber far from the magnetron
discharge region, clustersmove in the flow of aweakly ionized
buffer gas and can acquire a charge as a result of the
attachment of electrons and ions. This charge is negative
because of the higher mobility of electrons, and below we
determine this charge and the typical time of its acquisition
taking the Maxwell distribution function of electrons. We
assume that a weakly ionized plasma is quasineutral and each
contact of an electron and ion with the cluster surface leads to
transferring their charge to the cluster. We have the following
expression for the rate of electron attachment to the cluster
surface of a radius r0 5 l (l is themean free path of gas atoms,
and under typical conditions l � 0:4 cm) [139, 144 ± 146]:

je � 2���
p
p

�1
z0

x 1=2 exp �ÿx� dx
�������
2e
me

s
pr 20

� �1� z0� exp �ÿz0�
���������
8Te

pme

s
Nepr 20 :

Here, e is the electron energy, Te is the electron temperature,
Ne is the number density of electrons,me is the electron mass,
x � e=Te, z0 � jZje 2=�r0Te�, and Z is the negative cluster
charge. We consider that the electron attachment to the
cluster surface is possible if the electron energy e exceeds the
repulsion energy jZje 2=r0 of charge interaction. The cross
section of the ion contact with the surface of a charged cluster
is equal to [153]

s � pr 20

�
1� jZje

2

r0e

�
;

and the ion current to the cluster surface amounts to

ji � �1� z0�
���������
8Ti

pmi

r
Nipr 20 ;

whereNi is the ion number density, Ti is the ion temperature,
and mi is the ion mass. Equalizing the electron and ion
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currents received by the surface of a charged cluster and
assuming the plasma to be quasineutral, Ne � Ni, we find for
the cluster charge [139]:

jZj � r0Te

2e 2
ln

miTe

meTi
;

we assume jZj4 1, i.e., the attachment of one electron or ion
does not change the interaction between a charged cluster and
electrons or ions.

Under experimental conditions for a titanium magnetron
plasma [35] we take the cluster size n � 2� 104, which
corresponds to the cluster radius r0 � rWn 1=3 � 4:5 nm
(pr 20 � 6:4� 10ÿ13 cm2). Taking Te � 2 eV [148] and
Ti � 400 K [21], we obtain from this the values of z0 � 3:6,
and Z � ÿ22. We may also examine experimental conditions
for silver clusters [35] with n � 7� 103, i.e., r0 � 3:1 nm
(pr 20 � 3:2� 10ÿ13 cm2). We then obtain z0 � 4:6, and
Z � ÿ18.

Let us analyze the typical time for the establishment of the
charge equilibrium that results from the attachment of
electrons and ions to the cluster surface. The attachment
rate constants of electrons �ke� and ions �ki� to the surface of a
neutral cluster are equal, respectively, in the case of titanium
magnetron plasma (Te � 2 eV, Ti � 400 K):

ke �
���������
8Te

pme

s
pr 20 � 6:0� 10ÿ5 cm3 sÿ1 ;

�4:17�
ki �

���������
8Ti

pmi

r
pr 20 � 5:2� 10ÿ8 cm3 sÿ1 :

Correspondingly, the typical times of electron �te� and ion �ti�
attachment to a neutral cluster are given by

te � �keNe�ÿ1 ; ti � �kiNi�ÿ1 ;

where Ne, Ni are the electron and ion number densities.
Taking according to Ref. [151] Ne � 2� 1010 cmÿ3, we find
the typical time of cluster charging, te � 10ÿ6 s, and the
typical time for establishing the cluster charge equilibrium in
the case of a titaniummagnetron plasma: ti=jZj � 5� 10ÿ5 s.
It is useful to compare these times with the drift time of cluster
ions in a secondary plasma. Considering clusters to bemoving
in a buffer gas flow in a conical tube, we find the drift time

tdr �
� r0

R

dzR 2

u0r
2
0

� R 3

3 tan a u0r
2
0

: �4:18�

Taking advantage of the experimental conditions R � 5 cm,
a � 45�, r0 � 3 mm, u0 � 2:2� 104 cm sÿ1, we obtain
tdr � 0:02 s. Thus, under experimental conditions, the drift
time of clusters exceeds significantly the typical time for
establishing a charge equilibrium, i.e., the equilibrium cluster
charge is established in the course of buffer gas drift at the end
of the magnetron chamber.

In these estimations we considered charging of an
individual cluster assuming that this process does not violate
the charge equilibrium of a magnetron plasma. One can
reveal that it is not fulfilled for the real example of a titanium
magnetron plasma [35] with the number density of bound
atoms in clusters being Nb � 1015 cmÿ3, and the average
cluster size n � 2� 104. If we use the above estimate for the
negative cluster charge Z � ÿ20, we find that the number

density of the negative charge due to clusters is � 1012 cmÿ3,
which exceeds the number density of electronsNe � 1010 cmÿ3

[151] in a magnetron plasma far from the cathode.
Note that the cluster regime of magnetron discharge is

realized at high discharge powers. This means that the
number density of bound atoms in the clusters must be large
in this regime, and hence saturation of the plasma is typical
for such a plasma. We demonstrate it by the example of a
titanium magnetron plasma as analyzed in experiment [151],
with the electron number density varying in a range
�0:3ÿ1:5� � 1010 cmÿ3 for a discharge power 30 ± 110 W.
Correspondingly, the ion current to the walls varies within the
range �2ÿ5� � 1017 cmÿ2 sÿ1 for this power range. Simulta-
neously, the voltage near the walls that was considered to be a
plasma potential and equalized the electron and ion currents
to the walls ranged from 0.4 to 0.6 eV for these discharge
powers. This corresponds to a number density of ions
Ni � 1012 cmÿ3, which is two orders of magnitude higher
than that for electrons. Such a magnetron plasma cannot be
unipolar because of the high plasma voltage in this case.
Hence, one can expect that the excess of the negative charge is
taken up by the clusters.

Thus, we conclude that in the secondary cluster plasma of
magnetron discharge the negative charge is transferred to
clusters in the course of plasma decay.We now analyze this in
detail for a titaniummagnetron plasma taking its electron and
ion parameters on the basis of experiment [151], and cluster
parameters on the basis of experiment [35]. In considering a
magnetron discharge for a titanium cathode, we restrict
ourselves first to a power of 100 W and argon pressure of
0.7 Pa, which corresponds to the number density
Na � 1:7� 1014 cmÿ3 of argon atoms at a temperature of
300 K. Under these conditions, the electron temperature is
Te � 2ee=3 � 2 eV, and the ion temperature is Ti �
2ei=3 � 0:6 eV [151]. Next, the number density of electrons
is Ne � 1:2� 1010 cmÿ3, and the ion current density to the
walls is ji � 3:3� 1017 cmÿ2 sÿ1, which corresponds to a
number density of ions Ni � 4� 1012 cmÿ3. The potential
jump j near the walls that equalizes the electron and ion
currents to the walls is equal to j � 0:7 eV. Note that the
cross section of resonant charge exchange Ar� ÿAr is equal
to sres � 6:0� 10ÿ15 cm2 [158] at the above ion energy, which
corresponds to a transport cross section s � � 2sres �
1:2� 10ÿ14 cm2, and the ion mean free path l � 0:5 cm. For
argon atoms, a mean free path is approximately two times
more.

We now apply these data to the titanium cluster plasma
examined in experiment [35]. By analogy with formulas
(4.17), we have now for the rates of electron and ion
attachment to a titanium cluster of an average size
�n � 2� 104�:

ke �
���������
8Te

pme

s
pr 20 � 6:0� 10ÿ5 cm3 sÿ1 ;

ki �
���������
8Ti

pmi

r
pr 20 � 3:0� 10ÿ7 cm3 sÿ1 :

Let us examine the following processes of cluster charging
[146, 159]:

e�Mn !Mÿ
n ; e�M�

n !Mn ; �4:19�
A� �Mn !M�

n � A ; A� �Mÿ
n !MN � A :
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This scheme leads to the following set of balance equations
for the number densities of neutral clusters �N0�, singly
charged negative �Nÿ� and positive �N�� cluster ions:

dN0

dt
� ÿkeNeN0 ÿ kiNiN0 � ki

�
1� e 2

r0Ti

�
NiNÿ

� ke

�
1� e 2

r0Te

�
NeNe ;

dN�
dt
� kiNiN0 ÿ ke

�
1� e 2

r0Te

�
NeNe ;

dNÿ
dt
� keNeN0 ÿ ki

�
1� e 2

r0Ti

�
NiNÿ :

We restrict ourselves for simplicity to singly charged ions
only. The factors accounting for the Coulomb interaction of
colliding particles in these formulas are equal under the above
parameters to

e 2

r0Te
� 0:15 ;

e 2

r0Ti
� 0:6 :

Note that the charge equilibrium is established over
several microseconds under these conditions. The ratios of
the equilibrium number densities of clusters are defined as

Nÿ
N0
� keNe

kiNi�1� e 2=r0Ti� ;
N�
N0
� kiNi

keNe�1� e 2=r0Te� :

From this follows the expression for the number density ratio
of positively and negatively charged clusters:

N�
Nÿ
�
�
keNe

kiNi

�2
1� e 2=r0Te

1� e 2=r0Ti
:

If we apply the electron and ion parameters of the titanium
magnetron plasma of experiment [151] to the titanium
magnetron plasma of experiment [35], we find from the
above formulas that 40% of the clusters are neutral, 36% of
the clusters are positively charged, and 24%of the clusters are
negatively charged (the ratio of the number densities for
positively and negatively charged clusters equals 1.5).

We now analyze from this standpoint experiment [143]
with a silver magnetron plasma where the ratio of the fluxes
for positively and negatively charged clusters was 3=2. If we
use the electron and ion parameters of a titanium magnetron
plasma, we find that this regime can be realized at the ratio of
the electron to ion number densities equal to Ne=Ni �
2:4� 10ÿ3, instead of Ne=Ni � 3:0� 10ÿ3 for a titanium
magnetron plasma. It should be noted that in this analysis
we have fixed the total number density of clusters in
accordance with the experiment [151]. The charge equili-
brium for clusters varies as electrons and ions attach to the
chamber walls.

One can add that the cluster growth can continue due to
the slowing of cluster drift when it moves towards the exit
orifice. Indeed, in this region the number density of clusters
increases and the drift velocity decreases, which increases the
rate of the coagulation process. The coagulation processes
[160] proceed according to the scheme

Mn �Mk !Mk�n : �4:20�

Within the framework of the liquid drop model for cluster
collisions and for the size distribution function
fn � exp �ÿn=n� (n, k is the number of cluster atoms, n is its
average value), the following balance equation is valid for the
average cluster size [161, 162]:

dn

dt
� 3:4 k0Nbn

1=6 : �4:21�

Let us make an estimation for a titanium magnetron plasma
when n � 2� 104, Nb � 1� 1015 cmÿ3, and T � 200 K.
Taking the above estimates for the cluster drift time near the
orifice tdr � 0:02 s, we find that the cluster size variation near
the exit orifice due to coagulation is Dn � 104, which is
comparable to the typical cluster size.

This shows that the coagulation processes near the exit
orifice, where these processes are intensified due to violation
of the equilibrium between drift of a buffer gas and clusters,
can be of importance for establishing the final cluster size.
The peculiarities of the coagulation process should be noted.
First, this process is stronger for large clusters and hence it
widens the size distribution function of the clusters. Second,
because solid clusters participate in this process, coagulation
leads to formation of porous structures, rather than compact
ones. Third, because the clusters are charged, coagulation
leads to recombination of charges, and this process is more
effective for joining clusters of opposite charges.

In conclusion of the analysis of processes involving
charged clusters in a magnetron plasma, we note that
processes of cluster growth, cluster transport, and cluster
charging in a magnetron plasma lead to a certain hierarchy of
times for these processes, which determines the character of
cluster evolution.

4.5 Passing a gas flow with clusters through an orifice
An important stage of cluster evolution in a magnetron
plasma is the passing of a buffer gas flow with clusters
through an orifice out from the magnetron chamber. Below,
we assume the orifice radius to be large compared to themean
free path of buffer gas atoms, i.e., the outflow of a buffer gas
has a hydrodynamic character. As was already noticed above,
the clusters are charged due to collisions with electrons and
ions of the secondary plasma, and there are neutral clusters
alongwith positively and negatively charged clusters. Because
the electrons of a secondary plasma attach to walls, the
relative portion of negatively charged clusters increases at
the output. When these clusters approach the orifice to which
a certain voltage is applied with respect to the plasma, neutral
and positively charged clusters attach to the walls, and only
negatively charged clusters remain in the flow.Hence, the best
method to conserve clusters in a flow is to give them a charge,
so that they are repulsed from the walls.

This is possible under certain conditions if the flowing
time is large compared to the time of electron attachment to
the walls. Below, we assume that all the clusters are negatively
single-charged and positively charged ions go to the walls and
hence do not destroy their charge. But then we obtain a
unipolar plasma, and its charge creates an electric field that
compels the clusters tomove to the walls. Let us determine the
voltage of the walls near the orifice, which will prevent
attachment of charged clusters to the walls. Evidently, it
must exceed the electric potential U of this unipolar plasma.
Below, we determine this potential for the titanium magne-
tron plasma of experiment [35].
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We use the parameters of this plasma where titanium
clusters have an average size n � 2� 104, and the number
density of bound atoms in the clusters isNb � 1� 1015 cmÿ3.
Assuming these clusters are singly charged, we obtain the
number density of charged clusters, Nch � 5� 1010 cmÿ3,
when they are located far from the orifice. When the clusters
approach the orifice, we assume for definiteness that their
number density increases by 10 times, i.e., the number density
of charged clusters becomes Nch � 5� 1011 cmÿ3 near the
orifice. Take the orifice radius in accordance with the
experiment to be r � 3 mm and find the electric potential j
of a unipolar plasma that is determined by the Poisson
equation for the plasma potential j:

Dj � 1

r
d

dr

�
r
dj
dr

�
� ÿ4peNch ;

where Nch is the number density of charged clusters, and r is
the distance from the axis. Assuming the number density of
the clusters to be constant over the plasma cross section, we
find the electric potential of this unipolar plasma:

j0 � peNchr
2 � 20 kV : �4:22�

Evidently, this plasma is steady in the field of the orifice, i.e.,
the charged clusters do not move to the walls, if the inequality

j0 > V0

is fulfilled, where V0 is the orifice voltage with respect to the
plasma potential.

One can see that the obtained value V0 is the minimum
voltage which prevents charged clusters from attachment to
the walls, but it is not attainable for this experimental
technique. Note that this voltage is proportional to Nchr

2,
which in turn is proportional to Nbr

2w, i.e., the amount of
metal that is transported through the orifice. Because this
amount is determined by the power of magnetron discharge,
from this it follows that the electric capacity of a round orifice
and, correspondingly, its carrying capacity is not sufficient to
transport the metal that is sputtered under typical discharge
powers. Hence, a round orifice is not suitable for this goal. It
is necessary to use an oblong orifice or a gap, and then this
problem will be overcome.

In conclusion of the analysis of cluster transport in a flow
of a buffer gas, we note that metal clusters are generated
effectively under the action of magnetron discharge with a
large efficiency of formation of metal atoms. But because of a
low gas density, metal atoms and clusters can attach to walls
of the drift chamber. In order to escape this, it is convenient to
use an external electric field that is created by rod rings to
which a suitable voltage is applied. In addition, magnetron
discharge must be organized in such a way that a weak
secondary plasma exists far from the magnets. Due to this
plasma, the clusters are charged, and by applying a voltage to
the chamber walls one can prevent the attachment of the
clusters to the walls. But charged clusters create an additional
voltage in the flow that can compensate for the wall voltage,
and for large cluster fluxes this effect may be strong for a
round orifice through which the flow with clusters passes out
from the chamber. Using of an oblong outlet orifice allows
one to prevent this problem at a given wall voltage.

It should also be noted that although in this analysis we
leaned upon a restricted number of experimental studies, the

conclusions have a general character. Indeed, the formation
of metal clusters in a magnetron plasma is a threshold process
that is realized at a relatively high discharge power, a high
density of buffer gas, and a low drift velocity of buffer gas
flow. This follows from theoretical models based on experi-
mental results. Next, the basic loss of a sputtered metal as a
result of attachment ofmetal atoms and clusters to walls takes
place near the exit of the magnetron chamber. In order to
decrease the attachment rate, it is convenient to charge the
clusters in the secondary plasma of the magnetron discharge
and apply an appropriate voltage to the walls. But even under
profitable conditions, the carrying capacity of a round orifice
for the charged clusters is restricted due to the space charge of
the clusters. This problemmay be solved by using an extended
exit orifice and a smooth transition from the magnetron
chamber to its exit in order to conserve the laminar buffer
gas flow. Hence, the geometry of the magnetron chamber and
its construction are of importance for the efficiency of the
cluster yield.

5. Cluster deposition and cluster structures

5.1 Cluster beams for the fabrication of films
and materials
The peculiarity of clusters as a real physical object consists in
a high specific surface energy and, correspondingly, high
chemical reactivity. Therefore, contact of clusters leads to
their joining, and the specific properties of incident clusters
are lost in a joined cluster. Accordingly, clusters easily attach
to surfaces. Therefore, in contrast to ultradispersive powders,
which may be retained for a long time under specific
conditions [163], clusters must be used promptly after their
generation. Moreover, if clusters are located in a gas or
plasma, this system is unstable with respect to their joining.
This means that the size distribution function of clusters
varies in time. This all shows that under real conditions
clusters exist in some times scales that are used in cluster
applications where the clusters can be in the form of cluster
beams or the flow of a buffer gas with clusters.

There are two branches in cluster applications. In the first,
a solid density of clusters, together with their small mass, is
utilized, which allows one to excite the cluster matter in the
optimal way if we compare this with another nonexplosive
excitation methods. Usually, clusters consisting of inert gas
atoms are used in such applications. An excited cluster matter
is a source of X-rays or neutrons [164 ± 167]. Because of the
decay of an excited cluster, the duration of the pulse for
cluster excitation is in the femtosecond range. Because of a
large atom density in clusters, a high absorption of the laser
pulse is attained, and this leads to a high specific excitation of
the cluster matter that contains a small mass. In the case of a
solid target, the absorbed energy is consumed for a larger
mass that leads to a weaker specific excitation of the matter.

Another branch of cluster applications consists in cluster
deposition on a target and fabrication in this manner of thin
films and new materials. As a matter of fact, the cluster role
reduces in this case to material transport from one object to
another. In particular, in the magnetron method of cluster
generation, which is now the object of our consideration, this
method allows one to transport metal atoms from the cathode
to the target. But, in spite of the nonprincipal role of clusters
in these applications, the formation and transport of clusters
is the most difficult part of the total problem, and therefore
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this method of film deposition is termed the cluster method.
Note that this method allows one to adjust the film thickness
and to create multilayer films.

Production of thin films is an important application of
cluster beams [168 ± 172]. This is one branch of nanotechnol-
ogy [174 ± 177] that consists of manufacturing materials and
devices with nano-sized elements [168, 173]. Creation of
nanomaterials and nanodevices leads to miniaturization of
electronic devices. Simultaneously, a decrease in element sizes
leads to a change in their physical properties. In particular,
small islands of deposited materials, i.e., nanoparticles
located on a substrate, are quantum objects and are
considered to be quantum dots [178 ± 181]. In addition,
nano-sized particles exhibit specific catalytic properties
which are lost in related bulk materials [176, 182, 183]. Thus,
nanostructures resulting from cluster deposition have specific
properties, which is of fundamental importance for contem-
porary nanotechnology [169, 171, 174 ± 177].

There are two areas for the nanostructure applications.
The first one is manufacturing of electronic devices with
nano-sized elements. For this goal, organized islands are
created on a film, and these islands have specific properties
which provide operation of such devices. Since these islands
are almost quantum objects, they are considered to be
quantum dots [178 ± 181]. The other area of nanotechnology
relates to fabrication of nanostructured films with specific
mechanical, optical, and chemical properties. Cluster beams
allow one to produce so-called cluster-assembled materials
[184 ± 187] which have specific properties and constitute
nanostructures.

There are two methods of film production by deposition
of cluster beams. The ion cluster beam (ICB) method [188]
uses a beam of charged clusters which are deposited on a
target. According to its nature, this method is similar to the
method of film deposition by atomic beams. In comparison
with deposition by atomic beams, the ICB method provides
higher fluxes of deposited materials and allows one to govern
the energy of charged clusters. Construction of a film from
individual blocks-clusters also leads to a softer heat regime of
film growth. A drawback of the ion cluster beam method
consists in a relatively low intensity of beams and a low rate of
deposition in comparison, for example, with chemical
methods. Therefore, application of the ICB method is of
interest for microelectronics, where cluster beams allow one
to fabricate thin uniform films of various materials, i.e.,
metallic, dielectric, semiconductor, and organic films (for
examples, see Refs [189 ± 202]). The maximum rate of
deposition by this method is achieved when clusters are
formed by free jet expansion of an evaporated metal, and it
is determined by the saturation vapor pressure of the metal at
the melting point. A small value of the saturation vapor
pressure compared to the atmospheric gas pressure restricts
the deposition rates for some metals. The maximum deposi-
tion rate related to silver clusters is 74 nm sÿ1 [203, 204], and
for the deposition of zinc clusters the deposition rate reaches
100 nm sÿ1 [205, 206]. Deposited clusters in this method are
found in the liquid state [207]. Note that the specific heat
release in the course of this deposition by cluster beams is as
low as 0.1 ± 1 W cmÿ2. Because of the relatively small
intensity, the ion cluster beam method is only applied for the
fabrication of small elements of microelectronics.

The other method of application of cluster beams uses the
low-energy cluster beam deposition (LECBD) technique and
involves a beamof neutral solid clusters of small energy [206 ±

210]. In this case, deposition of a cluster beam may be
accompanied by the growth of the target. As a result, a
forming film consists of a deposited uniform matrix with
embedded clusters. In contrast to the ICB method of
deposition of fine uniform films, in this case clusters are
found in the solid aggregate state. Because magic numbers of
cluster atoms are preferable for the formation of solid
clusters, a cluster beam consists in this case of solid clusters
of almost identical sizes. Thus, this method allows one to
create nanometer films deposited from a vapor with
embedded clusters of almost identical sizes, deposited from
cluster beams. It is impossible to produce such structures by
other methods, and clusters of various materials and sizes can
be used for this purpose (see, for example, Refs [211 ± 214]).
These materials are uniform films with embedded clusters of
close sizes. Films with embedded clusters can be employed as
filters because clusters are absorbers in a certain spectrum
range. The spectral characteristics of these filters can be
controlled by the sort, size, and density of the embedded
clusters. Alongside with filters, films consisting of a transpar-
ent matrix with embedded clusters can be utilized as elements
of optoelectronics. Some optical transitions in clusters as
atomic systems can be saturated, so that these films can be
applied as optical locks due to their nonlinear transparency.

Films with embedded clusters of magnetic materials (Fe,
Co, Ni) constitute magnetic nanostructures and are like
multidomain magnetic systems. In this context, the advan-
tage of such films is as follows. First, the size of individual
grains in these films, which coincides with the cluster size, is
several times less than for normal magnetic films. This fact
reduces the saturated magnetic field for this magnetic
material. Second, the close sizes of embedded clusters Ð
magnetic grains Ð provides an improved precision and
selectivity for devices on the basis on such magnetic materi-
als. Third, the possibility of varying the type and size of
embedded clusters allows one to operate the parameters of the
magnetic films. Therefore, films with embedded clusters as
cluster-assembled materials are a new prospective material
for precise magnetic devices.

5.2 Cluster deposition on surfaces
The character of cluster deposition on a surface depends on
both the cluster state and its energy [215, 217 ± 219]. Of
course, the type and state of the target, as well as the rate of
deposition, also influence the properties of a forming film.
Figure 17 exhibits the character of deposition of an individual
cluster onto a surface, so that in the end liquid clusters form a
compact film on the substrate surface, whereas solid clusters
form a porous film. Being guided by a magnetron source of
clusters, below we consider briefly the production of metallic
films by deposition of solid clusters. Clearly, the forming
material is analogous to that produced by the low-energy
cluster beam deposition technique and involves a beam of
neutral solid clusters of small energy [209, 212 ± 214]. The
difference with themagnetronmethod is such that clusters are
charged in the optimal way by the cluster passing through the
orifice (see Section 4). On the one hand, this allows one to
focus and guide the cluster beam but, on the other hand, the
intensity of the cluster beam in the magnetron method is
significantly higher than that for the low-energy cluster beam
deposition method. This can also influence the deposition
process.

The processes of the growth of deposited clusters on a
surface can be different depending on conditions. Below, we
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restrict ourselves to typical experimental regimes of magne-
tron cluster production, with a high intensity of the cluster
beam and an energy of solid clusters below 1 eV per cluster
atom in contrast to the lasermethod of generation of beams of
metal clusters. An example of a forming structure is given in
Fig. 5 in the case of deposition of silver clusters onto a silicon
target. At the first stage of the process, separate clusters are
located on the surface. Subsequently, with film growth
neighboring clusters form chemical bonds between each
other. Because the collision energy is not small, many cluster
atoms make contact with adjoining clusters, and these
clusters form a fast bond. As a result, some bridges arise
between contiguous clusters (see Fig. 7), and these clusters
form a fast structure.

The character of cluster attachment to a surface is similar
to that in the case of formation of fractal structures, where
solid particles attach to a surface and can move over it. This
mechanism of joining solid particles on a surface in
accordance with the DLA-model (diffusion limited aggrega-
tion) [220 ± 223] or DDA-model (deposition diffusion aggre-
gation) [224] accounts for the diffusion motion of particles
over the surface. Contact between two particles leads with a
certain probability to their joining, and the diffusion coeffi-
cient of an aggregate formed on the surface decreases. These
models have been developed under various conditions; they
have been analyzed in books and reviews [225 ± 227] describ-
ing experimentally observed structures which result from
cluster joining (see, for example, Refs [209, 228 ± 230]).

In considering the real character of particle joining, we
note that the reconstruction of a joined cluster proceeds
slowly after contact, and this reconstruction is concerned
with a region near the particle boundary. In contrast to the
case of joining the liquid clusters, when they are first joined in
a unit drop and finally form a compact film on the surface, in
the case of solid particles a porous film is formed. Also, in
contrast to the fractal structure of a film at low intensities of
the cluster beam [209, 228 ± 230], the forming film is not
rarefied, and the typical pore size is on the order of the cluster
size, whereas at low intensities the typical pore size may
exceed the cluster size.

It should be noted that these films resulting from joining
the solid clusters may be of interest as a magnetic material.
Indeed, in such films clusters partially conserve their indivi-
duality, and can create individual domains in magnetic

materials. Because the size distribution function of deposited
clusters can be narrow, one can obtain in this way magnetic
materials with resonant parameters which depend on cluster
sizes in a cluster beam. For natural magnetic materials with a
wide size distribution function of domains this is impossible.

The character of deposition of solid clusters on a substrate
consists in the formation of fast chemical bonds between
clusters at the point of their contact. Though these contacts
may change in the course of formation of a stable structure,
the number of contacts between neighboring clusters is
restricted, while each cluster includes a large number of
atoms. Hence, deposition of large solid metallic clusters
onto a substrate leads to the formation of a porous
structure, rather than the compact distribution of atoms
that takes place in the case of liquid clusters. Each cluster
partially conserves its individuality in a formed porous
structure. One can see that films obtained by the deposition
of solid clusters from a magnetron cluster source have
intermediate properties between compact crystal structures
and rarefied fractal structures. In particular, the lattice
constants for such structures differ from those of crystal
structures [231 ± 235]. Along with this, the melting point for
these materials is lower than that for bulk crystals. On the
other hand, these materials conserve the crystal structure in
the limits of individual clusters. In this way, one can change
the properties of known crystal structures. This is of
importance in processes where selective properties are
employed, for example, the absorption spectrum of a crystal
structure that exhibits the importance of such new materials.
Figure 18 gives an example of the dependences for the
parameters of a film resulting from deposition of solid
clusters on the cluster size [235].

In creating new materials by the deposition of a solid
cluster onto a substrate, one can change the parameters of the
metal crystal lattice in the adjusting method, if selective
properties of this material, such as the absorption spectrum,
are used. This demonstrates the importance of such materials
for science and technology.

5.3 Magnetron covering of dust particles with film
Among the various applications of a magnetron plasma,
including a cluster magnetron plasma, is the covering of
dusty particles by a metal in a magnetron plasma. An
interesting property of dusty particles is that, upon being
poured out of a container in a specific plasma, they get a
charge from the plasma and form steady well-ordered
structures, and their stability follows from the interaction
with the plasma and fields that support the plasma. These
structures were discovered in 1994 [236 ± 239] and are the
subject of detailed investigations (see, for example,
Refs [240 ± 246]). The negative charge of dielectric particles
can reach a high value of 103ÿ106e [243, 247, 248], where e is
the electron charge. This influences both the physical proper-
ties of particles in a plasma and its interaction with the
environment.

A dusty plasma may be used in various applications. We
study below its application due to the interaction with a
magnetron plasma, which allows one to cover these particles
with a metal layer. In the scheme used in experiments [157,
249, 250], the magnetron chamber is combined with a radio-
frequency discharge that holds dielectric particles, compelling
them to create stable ordered structures. Then, metal atoms
sputtering from the cathode in magnetron discharge propa-
gate toward the particles and cover them. Particle covering

b

a

Figure 17. The processes of deposition on a surface for a liquid (a) and

solid (b) cluster [6].
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depends on the character of interaction between attached
atoms and their interaction with the surface, and Fig. 19 gives
electron photographs of particles with a covering for various
covered metals [157].

Because of the high intensity of cluster beams produced by
the magnetron method, direct covering of particles by a metal
is possible when particles are pouring out of a container. The
scheme is depicted in Fig. 20 [159].Wemake estimations when
a particle of 1 mm radius is covered by a silver layer of
thickness 0:2 mm. Assuming the covering process finishes in
the time a particle falls, that is 0.1 s, and each cluster contains
104 atoms on average, we find that for the formation of an
indicated layer 107 clusters must attach to the particle during
this time, i.e., the time between neighboring attachment
events is 10ÿ8 s. Each attaching cluster gives momentum to
the particle, i.e., the particle rotates, and a typical rotation
frequency under these conditions is on the order of 10ÿ9 sÿ1.
This means that clusters encounter the particle surface more
or less uniformly. Hence, the structure of particle covering
depends on the parameters of the process, and if interaction of
clusters with the particle surface is stronger than the
interaction between cluster atoms, clusters cover the particle
surface more or less uniformly.

If attaching clusters are charged, they impart their charge
to the particle. This fact may be used, and charged particles
can be filtered out by an external electric field. A particle
charge can be adjusted by an additional electron beam. One

more peculiarity of this covering process is such that
attachment of clusters creates a force acting on the particle.
One can equalize the particle weight by this force, which
allows one to regulate the time of particle location in the
region of cluster action.

Note that the jet expansion method of cluster generation
that provides the maximum rate of deposition for silver
clusters at 74 nm sÿ1 [251 ± 254] is not suitable for this
scheme. Indeed, this rate allows one to cover the particle by
a silver layer of thickness 7 nm for a time of 0.1 s of particle
falling. Additional charging and focusing of this beam allow
one to realize particle covering within the framework of the
indicated scheme. Note that approximately 3� 10ÿ11 g of
silver is required for covering one particle, i.e., the total
amount of deposited silver is restricted.

a b

c d
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Figure 19. Photographs made by a scanning electron microscope for

uncoated particles of silicon oxide (a, b), and those coated by Cu (c, d),

Ti (e), and Al (f) [157].

Electric éeld
Container with particles

Cluster beam

Figure 20. The scheme of the covering of dusty particles by the deposition
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6. Conclusions

The above analysis shows that a magnetron plasma is a
complex physical object whose properties are determined by
processes involving electrons, ions, atoms, and clusters.
Namely, the complex character of these processes takes
place in the regime of a magnetron plasma, when clusters
are formed there. Then processes of cluster formation
compete with the processes of returning of sputtered metal
atoms to the cathode. Therefore, the passage to the cluster
regime of magnetron discharge proceeds sharply, and this
regime relates to a high discharge power and a relatively high
pressure of a buffer gas.

Extraction of forming clusters from the magnetron
chamber proceeds through the transport of clusters to an
exit orifice, and specific precautions are required to prevent
clusters from attaching to chamber walls in spite of the small
cluster mobility. This requires a careful analysis of transport
processes in a flowing buffer gas and processes of cluster
charging in a secondary plasma. In this way, it is necessary to
construct a specific magnetron chamber, optimizing the
cluster loss in it.

It should be noted that understanding the processes in a
magnetron plasma is based for the most part on experimental
results, which in turn require contemporary experimental
diagnostics. These diagnostics combine a new electron
microscopy technique with new methods of X-ray diagnos-
tics andmodifiedmass spectrometry with classical methods of
spectroscopy, electron probes, and mass spectrometry. This
becomes an arsenal of diagnostics represented in this paper,
which complicates experimental studies and raises their costs,
but it can be repaid by various applications in nanotechnol-
ogy that must be based on a deep understanding of this
subject.
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