
Abstract. The basic ideas and principles of condensed-matter
nuclear magnetic resonance are reviewed. The potential of the
method for studying the structure and properties of liquids and
solids is examined. The state of the art of the method and its
associated problems are discussed.

1. Introduction

An important discovery was made in 1946: two groups of
American scientists were independently able to observe
nuclear magnetic resonance (NMR) in condensed media [1 ±
4]. The leaders of these groups (Felix Bloch and EdwardMills
Purcell) were awarded the 1952 Nobel Prize in Physics. 1 It
would have been difficult to predict at the time of the
discovery that NMR was to become one of the most efficient
physical methods for studying the structure and properties of
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1 The method of nuclear magnetic resonance later received three more

Nobel Prizes: the 1991 Nobel Prize in Chemistry to Richard Ernst for his

contributions to the development of the methodology of high-resolution

NMR spectroscopy, the 2002 Nobel Prize in Chemistry to Kurt Wuthrich

for the development of methods for the identification and structural

analysis of biological macromolecules, and the 2003 Nobel Prize in

Physiology and Medicine to Paul C Lauterbur and Sir Peter Mansfield

for their discoveries concerning magnetic resonance imaging.



matter in different phase states, finding wide application in
many areas in industry and agriculture, geophysics and
geology, biophysics and medical sciences.

NMR was first observed in experiments in solid samples
and it became clear very soon that the resonating nuclei
constitute sensitive probes incorporated into solids and
respond in very subtle ways to various changes in the matter
surrounding them: its structure, chemical bonding, isotopic
composition, temperature, pressure, and so forth. Never-
theless, progress in NMR techniques for solid-state research
in the first 20 years was considerably slower than in the case of
liquids.

When liquids are studied using high-resolution tech-
niques, even very small changes in the chemical environment
of nuclei are revealed, owing to the narrow natural width of
resonance lines. This feature transformed the NMR method
into one of the most efficient techniques of structural analysis
of organic and other molecules, allowed its application to the
study of the kinetics of chemical reactions, isomerism,
hydrogen bonding, and the electron structure of molecules,
and to solving other fundamental problems in chemistry and
chemical physics. By virtue of the obvious feedback, this
aspect inevitably impacted the method itself: elaborate
equipment was designed and mass produced, measurement
techniques were improved, the main fields of application of
NMR to liquids were defined, and extensive special literature
was published, including a number of monographs [5 ± 8].

The situation in solid-state NMR in the same period was
not so favorable because spectra were typically unresolved.
The main obstacle here was a high dipole ± dipole interaction
between nuclei, which masked subtler effects caused by
electron shielding, structural nonequivalence of nuclei, etc.

Things started to change radically after 1966, when pulse
methods of line narrowing were proposed to eliminate the
dipole ± dipole interaction [9, 10], which launched the era of
`high-resolution NMR in solids.' Numerous experimental
methods for manipulating nuclear spin systems were devel-
oped; they allowed recording NMR spectra with nucleus ±
nucleus, electron ± nucleus, quadrupole, and other interac-
tions `turned on,' `turned off,' or transformed to suit
experimenters' wishes.

As a result, no integrated research project aimed at a
specific material can progress without using nuclear magnetic
resonance. NMR is now a natural component of the research,
study, and control of various processes and materials in
industry, practical medicine, physics, chemistry, and other
fields of science and technology. But NMR work in Russia
lags considerably behind in scale and level of research and
applications compared to most developed countries. We also
note that reviews in Russian are almost nonexistent. At the
same time, a large number of original publications, reviews,
andmonographs on the subject are appearing outside Russia.
Some of these monographs are published in Russian after an
inevitable delay. But the original review papers Ð the most
rapid response to the current status and to the hot issues in the
NMR field Ð can so far be read only in English (see, e.g.,
[11 ± 14]).

The need to have a review paper in Russian is dictated, in
our opinion, by the fact that the rapid progress in sophisti-
cated and difficult to understand NMR techniques, which
greatly extend the potential of NMR applications in con-
densed media for various purposes, is continuing. This is
especially true for NMR in solid systems; in this review, we
intend to describe this aspect in more detail.

To facilitate better understanding of the underlying ideas
and principles of NMR, we attempt as much as possible to
give explanations citing the earliest original publications,
where the material is typically presented clearly and in
sufficient detail. This approach allows us to trace the
development of the NMR techniques and theory without
going into excessive detail. The review ends with characteriz-
ing the current status and problems concerning NMR. The
review puts special stress on presenting the physical aspects of
NMR; applications are considered in less detail.

2. Elementary condition of resonance

Protons and neutrons in atomic nuclei have a spin. Many
nuclei also have a mechanical angular momentum J and a
magnetic moment l ; the vectors J and l can be assumed
parallel, and we therefore write

l � gJ ; �2:1�

where g is the gyromagnetic ratio. In quantummechanics, the
operator J is related to the spin operator I by

J � �hI ; �2:2�

where �h � h=2p is the reduced Planck constant. The eigenva-
lues of the operator I 2 are I�I� 1�, where I is the spin number,
or simply spin. The magnetic moment l in a magnetic field B
has the energy E � ÿlB, known as the Zeeman energy. The
corresponding Hamiltonian

H � ÿlB �2:3�

for a constant magnetic field B0 (we assume it to be directed
along the z axis of the laboratory frame) can be written as

H � ÿmzB0 � ÿg�hB0Iz ; �2:4�

where Iz is the operator of the z projection of spin. Iz can take
one of the 2I� 1 values

m � I; Iÿ 1; . . . ;ÿI ; �2:5�

and therefore the possible energy values corresponding to
Hamiltonian (2.4) are

Em � ÿg�hB0m : �2:6�

As follows from (2.6), the energy difference DE between
neighboring levels (Dm � �1) is

DE � g�hB0 : �2:7�

for any I.
If a system of noninteracting magnetic nuclei placed in a

constant magnetic field is irradiated with a high-frequency
(RF) electromagnetic field of frequency n whose energy
quanta coincide with DE, i.e.,

�ho � 2p�hn � g�hB0 �2:8�

(o is the angular frequency), then this field induces resonance
transitions between levels. Quantum mechanical selection
rules dictate that transitions are only possible between
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neighboring levels, i.e., if Dm � �1; Eqn (2.8) then implies
that the resonance frequency is

o0 � gB : �2:9�

The resonance frequency in Hz is defined by

n0 � gB0

2p
: �2:10�

It is convenient to express the quantity g=2p inMHz Tÿ1. For
protons, g=2p � 42:58 MHz Tÿ1, and, for example, the
resonance frequency in the field B0�11T is n0�468:4MHz.

3. Magnetic properties of nuclei

The spin of an isotopic nucleus with an even number Z of
protons and an even numberM of neutrons is always zero. As
a result, NMR cannot be observed with nuclei such as 12C,
16O, and 32S, because they have I � 0. The other group is
formed of nuclei containing even Z and oddM or vice versa,
odd Z and even M. All these nuclei have half-integral spins,
e.g., 1H, 19F (I � 1=2), 7Li, 23Na (I � 3=2), 17O, 27Al
(I � 5=2). And finally, nuclei with an odd number of protons
and odd number of neutrons have an integral spin: 2H, 14N
(I � 1), 10B (I � 3), 50V (I � 6).

However, even though even ± even nuclei have no spin, it
is still possible to observe NMR in practically all elements of
the periodic table. For instance, resonance is usually observed
in carbon using the 13C isotope, in oxygen using 17O, etc.

4. Energy absorption and spin-lattice relaxation

We let N� denote the number of spins at the lower level of a
two-level system containing N nuclei with spin I � 1=2, and
Nÿ denote that at the upper level, with N � N� �Nÿ; the
ratio of populations at these levels is given by the Boltzmann
factor

N�
Nÿ
� exp

DE
kT

; �4:1�

where k is the Boltzmann constant and T is the absolute
temperature. With the exception of the lowest accessible
temperatures (T � 1 K), the ratio g�hB0=kT in nuclear
magnetic resonance is very low, and hence the ratio N�=Nÿ
differs from unity insignificantly. For instance, this ratio for
protons at 300 K in a 10 T field is g�hB0=kT�10ÿ4 (maximum
g among nuclei that are encountered most in NMR), and
therefore

N�
Nÿ
� 1� g�hB0

kT
� 1� 10ÿ4 : �4:2�

As the RF field of a resonance frequency interacts with
matter, its quanta of energy DE � �ho induce transitions from
the lower to the upper level (absorbing energy from the field),
and reverse transition (releasing energy). The probabilityw of
transitions per unit time (Einstein's coefficient) is the same in
both directions of transition. However, owing to the small but
finite excess of spins at the lower level, the number of upward
transitions per unit time exceeds the number of transitions in
the reverse direction, which results in absorption of energy of
the RF field and in gradual equalization of level populations.
If we introduce the quantity n � N� ÿNÿ (the difference

between level populations), we can show (see, e.g., [15]) that

n � n0 exp�ÿ2Pt� ; �4:3�

where n0 is the value of n at t � 0 and P is the probability of
the ac-field-induced transition between neighboring levels. It
follows that owing to the alternating field, n tends to zero with
time, the energy absorption terminates, and `saturation' sets
in. The interaction between the spins and the `lattice' (defined
as thematter incorporating the resonating nuclei regardless of
whether it is a solid, liquid, or even gas) acts against this
saturation. If spins are not aligned at the very beginning and
there is no RF field, then turning on a constant magnetic field
leads to the Boltzmann population difference setting in, as a
result of the spin-lattice interaction:

n � n0 � Ng�hB0

kT
: �4:4�

When the RF field is switched on, the nuclear magnetization
of a sample increases with time as

n � n0

�
1ÿ exp

�
ÿ t

T1

��
: �4:5�

The quantity T1 � 1=2w with the dimension of time,
determining the rate at which the difference between level
populations sets in due to the spin ± lattice interaction, is
known as the spin ± lattice relaxation time. In real experi-
mental conditions, the two competing processesÐ the satura-
tion caused by the alternating RF field that tends to reduce n
to zero and the spin ± lattice relaxation that tends to produce
the equilibrium population difference n0 Ðproduce a quasi-
equilibrium spin distribution over levels. We then have

n � n0
1� 2PT1

: �4:6�

Formula (4.6) makes it easy to analyze different situations
depending on P, which is well known from elementary
quantum theory to be proportional to the squared amplitude
of the RF field [16] and to T1.

We note that if the RF field is high and T2 5T1, which in
the solid state holds virtually always, it is possible to define
the `spin temperature' TS [8], which is in general higher than
the lattice temperature:

N�
Nÿ
� exp

�
Ng�hB0

kTS

�
: �4:7�

If the populations are equal (N�=Nÿ � 1), the state is
characterized by an infinitely high spin temperature.

5. System of spins in constant
and alternating magnetic fields

Widely used along with the quantum mechanical theory of
NMR is the classical resonance theory, because a number of
characteristic features of NMR are obtained in a simpler and
clearer way using the classical approach. We know that a
change in angular moment must be equal to the applied
momentum of external forces [17]. In the case of a spin with
the moment J � �hI � l=g in a constant magnetic field B0, this
gives

dJ

dt
� � lB0� �5:1�

October, 2007 Nuclear magnetic resonance in condensed matter 1055



or

dl

dt
� g � lB0� : �5:2�

Rewriting this in projections onto coordinate axes, we find

dmx
dt
� g �myBz ÿ mzBy� �5:3�

(the expressions for dmy=dt and dmz=dt differ only in a cyclic
transposition of coordinate indices). If the z axis is chosen
parallel to B0, then Bz � B0 and Bx � By � 0. It is then easily
established that

d2mx
dt 2
� g 2B 2

0 mx � 0 : �5:4�

This is a differential equation of free oscillations with the
frequency o0 � gB0. Taking into account that dmz=dt � 0
(i.e., mz � const), this implies that the projection of l onto the
xy plane remains constant in magnitude and rotates counter-
clockwise for positive g with the so-called Larmor frequency
o0 � gB0, which coincides with (2.9).

We now assume that in addition to a constant field B0,
there is also an alternating field in the plane perpendicular to
B0,

B1 � iB1 cosotÿ jB1 sinot : �5:5�

The net field then equals

B � B1 �i cosotÿ j sinot� � kB0 ; �5:6�

where i, j, k are unit vectors of the coordinate axes. To clarify
the behavior of the net magnetic moment vectorM �Pi li , it
is convenient to use a coordinate system rotating around the z
axis with the frequency x in the same sense as B1�t�. The
vector B1 is at rest in the rotating coordinate system.

If the axis of rotating coordinate system points along B1,
then, as shown, e.g., in [18], we have

dl

dt
�
�
l; g

��
B0 ÿ o

g

�
k� B1i

��
� g � lBeff� ; �5:7�

where Beff � k �B0 ÿ o=g� � iB1.
A comparison of (5.7) with (5.2) shows that the magnetic

moment in the rotating frame moves as if it were under the
effect of the effective magnetic field Beff: it precesses around
Beff with the angular frequency x eff � gBeff (Fig. 1a). If the
alternating field frequency equals the Larmor frequency, then
x0 � ÿgB0 and Beff � iB1, because the vector x is antipar-
allel to B0 (Fig. 1b), and hence the magnetic moment l

precesses at the exact resonance around the x 0 axis of the
rotating framewith the frequencyx1 � gB1. This frequency is
typically much lower thano0 � gB0 becauseB1 is of the order
of several Gauss, while B0 � 105 G.

It is not difficult to understand that for the magnetic
moment of a sample consisting of a large number of spins
M �Pi l i and placed in only a constant field B0, after the
projections of spins onto the z axis and the xy plane are added,
the quantity Mz, proportional to the difference between the
number n of spins oriented along and against the field,
remains constant; simultaneously, we have Mx �My �
M? � 0. This follows from the fact that the phases of
precession of individual spins are arbitrary, and therefore, if

the number of spins is large, at any instant and for any spin
with a certain direction of projection onto the xy plane, there
exists another spin with the opposite direction of its
projection into the same plane.

6. Bloch equation

In his initial theory of magnetic resonance, Bloch [1] started
with a set of phenomenological equations describing the
behavior of the components of the net magnetization
vector M. If M is brought out of equilibrium in some
fashion, e.g., by turning on a field B1, then after B1 is turned
off the equilibrium value of M, as Bloch hypothesized,
evolves to its equilibrium value in accordance with

dMz

dt
�M0 ÿMz

T1
; �6:1�

whereM0 is the equilibrium value of magnetization. But if the
equilibrium values of the componentsMx andMy are equal to
zero, as established above, Bloch suggested that these
components tend to the equilibrium value with a character-
istic time T2 that he called the `transverse relaxation time.'
The corresponding differential expressions are then written as

dMx

dt
� ÿMx

T2
;

dMy

dt
� ÿMy

T2
: �6:2�

With the motion of the magnetic moment due to the field
Beff taken into account in addition to the relaxation terms in
Eqns (6.1) and (6.2), we can rewrite the Bloch equation in the
rotating frame as�

dM

dt

�0
� g � lBeff� ÿ

iM 0
x � jM 0

y

T2
� k

M0 ÿMz

T1
: �6:3�

Solutions of this equation written for individual compo-
nents of M can be found in [1] and in other publications [8,
18]. In the laboratory reference frame, the components M 0

x

andM 0
y rotate around the z axis with the angular frequencyo.

Therefore, if the receiver coil is mounted in the xy plane, an
emf is generated in it by induction. We note that to
characterize absorption, the normalized function of line-
shape g�o� � kM 0

y is often used such that, by definition,�1
ÿ1

g �o� do � 1 : �6:4�

B1

l

Beff B0 ÿ o=g

x=g
B0

z z 0

x 0

a

B1 � Beff

x=g

B0

z z 0

x 0

b

Figure 1. Spin motion in constant and in oscillating magnetic fields: (a)

x 6� gB0, (b) x � gB0.
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The Bloch equations and their solutions are mostly valid
for NMR lines in liquids. But the concept of relaxation times
T1 and T2 has universal significance.

7. NMR spectra of liquids and solids. Relation
between relaxation times and linewidth

In addition to the external field B0, nuclei are also exposed
to the local magnetic fields Bloc of their neighbor nuclei and
electrons. In diamagnetic materials, the largest are the local
fields of neighboring magnetic nuclei; in para- and ferro-
magnets, the contribution of electrons to Bloc may be
considerably larger. As an estimate, we take the distance
between nuclei to be r � 0:1 nm and assume the magnetic
moment of nuclei to be equal to one nuclear magneton;
then

Bloc � lrÿ3 � 5 G;

which, in agreement with (2.10), yields the NMR linewidth

Dn � 2� 104 Hz:

This is an average value that represents the NMR spectrum
width in diamagnetic solids within an order of magnitude. In
liquids, as a result of fast molecular motions, local fields
average down to almost zero, thus leading to very narrow
lines. Linewidths measured in many liquids are found to be
less than 0.01 Hz (or � 2� 10ÿ6 G). The spin ± lattice
relaxation time T1 in liquid and solid samples may vary
widely depending on a number of factors (temperature,
purity and structure of the sample, presence of paramagnetic
impurities), roughly from 10ÿ4 to 104 s. If the relaxation time
is short and the line is narrow, the spectrum width may be
determined by the value of T1. Indeed, a nucleus remains at
the given energy level for a time Dt � T1. The Heisenberg
uncertainty relation gives

DEDt5 h ; �7:1�

that is, hDnDt5 h, and the linewidth (in Hz) must be

Dn5
1

Dt
� 1

T1
: �7:2�

It is clear that even relaxation timesT1 � 1 s, not to speak
of shorter values, may lead to serious widening of lines in
liquids. In pure liquids, the times of transverse or spin ± spin
relaxation T2 that characterize the processes of reaching the
equilibrium in the spin system in the plane perpendicular to
B0 is often of the same order of magnitude as T1; in solids
however, it is typically much shorter (� 10ÿ4ÿ10ÿ6 s).
Consequently, the linewidth in solids is related to T2 by the
formula

Dn � 1

T2
: �7:3�

Typically, T2 is calculated using a relation that differs from
(7.3) in a numerical coefficient:

Do � 1

T2
; i:e: ; T2 � 1

2pDn
: �7:4�

8. Pulse techniques

Hahn [19] was the first to observe the `spin echo' in 1950 after
an RF field pulse was applied to a sample. Advanced pulsed
NMR techniques are widely used. As we show below, the
pulse and continuous methods of observing NMR are
equivalent in principle, but pulse methods often allow
extracting information more rapidly or even extracting
information that cannot be obtained with continuous NMR.
When a sample is exposed to a resonance-frequency field
directed along the x 0 axis in the rotating frame, the effective
field Beff � iB1 is applied to the magnetic moment vector M.
Therefore, M rotates in this coordinate system around the x 0

axis in the z 0y 0 planewith the angular frequencyx1 � gB1 [see
(5.7)]. If B1 is turned on for a short period of time tp, the
magnetic moment vector rotates through the angle
y � o1tp � gB1tp (Fig. 2). If the pulse length is chosen to
satisfy the condition y � o1tp � p, i.e., tp � p=gB1, then after
the pulse ends, M is aligned antiparallel to the applied
external field B0. Such pulses are known as 180-degree
pulses, or p-pulses. As a result of a p=2-pulse oriented along
the x 0 axis, the magnetic moment aligns parallel to y 0. In this
situation, the magnetic moment is at rest in the rotating frame
immediately after B1 is switched off. Consequently, it
precesses in the laboratory frame with the angular fre-
quency x0 � ÿgB0, while maintaining an orientation
perpendicular to B0. If the sample is placed in a coil whose
axis is in the xy plane, then an emf is induced in it. If all
spins were independent and precessed with the same
frequency, this emf would remain constant; but as a result
of interaction with the environment, different spins have
different frequencies. The frequency distribution of spins is
in general shaped like a resonance line, for example, the one
shown in Fig. 3b. Correspondingly, this produces `dephas-
ing' of spins in the plane, and the signal reduces to zero.
This process can be described by the exponential expression
M? �M0 exp�ÿt=T2�.

We consider the process of formation of the spin echo.
After the arrival of a p=2-pulse, the net vector M (which we
consider to consist of three spins for illustration purposes)
points along the y 0 axis of the rotating frame. After a time of
the order of several T2, they dephase in the x 0y 0 plane
(Fig. 3a, b). We assume that spin 2 precesses at the Larmor
frequencyx0 � gB0, while spins 1 and 3 precess at frequencies
o1 > o0 > o3. If a p-pulse is applied after a time t, this results
in rotating each vector by 180� around the x 0 axis. Hence, as
we see in Fig. 3c, the arrangement of the vectors is reversed:
the `slowest' vector is the one `in front' and the `fastest' one is

0

M�p�

y 0

z z 0

x 0

B1

M

180�

0
y 0

z z 0

x 0

B1

M

M�y�
y

Figure 2. The motion of the magnetic moment M in a pulsed radio-

frequency field.
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`behind.' It is not difficult to understand that the vectors in-
phase again after a time 2t following the beginning of the
cycle, producing an echo signal as shown in Fig. 3b.

Carr and Purcell [20] proposed applying p-pulses at the
instants t, 3t, . . ., �2nÿ 1� t; then echo pulses are generated at
the instants t � 2t; 4t; . . . ; 2nt. Their amplitude decreases
exponentially with the `true' transverse relaxation time T2,
which can be defined thus (Fig. 4).

We note that because the nuclear magnetization after a
180-degree pulse is antiparallel to B0, this state can be
described, by analogy to (4.7), by using negative spin
temperature. We also note that the negative spin temperature
corresponds not to a `colder' but to a `hotter' state, because
additional energy must be transferred to a system of spins at
infinite temperature to transform it to a negative-temperature
state.

9. Relation between pulse and continuous-wave
methods of observation of NMR.
Fourier spectroscopy

In 1957, Lowe and Norberg [21] showed that the time of
evolution of a spin system of solids after the initial p=2-pulse
in an external magnetic field is related via the Fourier
transformation (FT) to the NMR absorption spectrum
obtained when the sample is irradiated in a steady-state
mode and passes slowly through the resonance. This allowed
recordingNMR spectra of solids by observing the signal from
a spin system after a p=2-pulse (the so-called free induction
decay, or FID), and then performing its Fourier transforma-
tion.

If there are no relaxation processes, independent spins
precess after the application of a p=2-pulse with a common
frequency, and therefore the time dependence of M can be
written as

M?�t� �M0 exp �io0t� : �9:1�

In actual situations, the sample is characterized by a range of
Larmor frequencies; as was demonstrated above, the reso-
nance can then be described by a normalized function of
lineshape g�o� such that�1

ÿ1
g �o� do � 1 : �9:2�

If the p=2-pulse is made sufficiently short by choosing a
high field B1 such that

gB1 � o1 4Do ; �9:3�

where Do is the width of the resonance curve, then the
`spread' of spins over the duration of the pulse is small and
we can assume that all spins are aligned parallel to the y 0

axis after the pulse. But after the RF field is switched off,
the time dependence of M? in Eqn (9.1) must be replaced
with

M?�t� �M0

�1
ÿ1

g �o� exp �iot� do �M0G�t� ; �9:4�

where

G�t� �
�1
ÿ1

g �o� exp �iot� do

is the Fourier transform of the lineshape function g�o�. The
function G�t�, sometimes referred to as the relaxation
function, contains complete characteristics of the decay of
the free precession signalM?�t� after a p=2-pulse. The inverse
Fourier transformation allows finding the lineshape function
g�o� from the known FID (found from experimental data):

g�o� � 1

2pM0

�1
ÿ1

M?�t� exp �ÿiot�

� 1

2p

�1
ÿ1

G�t� exp �ÿiot� dt : �9:5�

Therefore, expressions (9.4) and (9.5) demonstrate the
equivalence of the temporal (pulsed) and spectral approaches:
if the function G�t� is known, it is possible to reconstruct the
spectrum g�o�, and vice versa, the FID can be calculated from
the known spectrum.

10. Quantum-mechanical description of the main
NMR phenomena

So far, with the exception of Section 2, we treated various
aspects of NMR using the classical description of this
phenomenon. But as was shown, for example, in [16], the
results obtained using the classical description are in fact
identical to those obtained by applying rigorous quantum
mechanical methods.

In the simplest case of noninteracting spins, it is not
difficult to find eigenvalues of the quantum mechanical
Hamiltonian that determines the energy spectrum levels of a
system. In actual situations, the Hamiltonian may contain a
group of other terms in addition to the terms responsible for
the coupling of spins to the magnetic field (constant or
alternating), i.e., for the Zeeman interaction. The main
terms for spin-1/2 nuclei are the Hamiltonian Hd of the
direct dipole ± dipole magnetic interaction, which can in turn
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Figure 3.Diagram of the formation of spin echo: (a) after a p=2-pulse, (b) a
short time later, (c) after a p-pulse.
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Figure 4. The Carr ± Purcell sequence of the formation of spin echo.
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be split into the Hamiltonians HdII of the homonuclear and
HdIS of the heteronuclear interactions.

Nuclei with spin greater than 1/2 have a quadrupole
moment that is coupled to the electric field gradient at the
point of localization of these nuclei. The energy operator of
this interaction,Hq, may contribute substantially to the total
Hamiltonian. The electrons surrounding the nucleus shield
the external magnetic field, causing a shift in the Larmor
frequency (the so-called chemical shift) because the electron
shielding depends on the location of the resonating nuclei in
the molecule. The corresponding Hamiltonian is Hs �
g�h
P

j sj I z j, where sj is the shielding constant. Nuclear
magnetic moments can interact both directly and indirectly
by polarizing the electron shells of the atom and transferring
this polarization to neighboring nuclei. This indirect spin ±
spin interaction, also known as the scalar interaction, is
described by a term of the type Hj �

P
i j Ji j Ii Ij, where Ji j is

the spin ± spin coupling constant.
In principle, other types of couplings can also be taken

into account, e.g., the spin ± lattice coupling of nuclear spins,
the coupling of nuclear spins to unpaired electrons in
paramagnetic matter, the coupling to conduction electrons
in metals (the Knight shift), and the spin ± orbit coupling [18].

The main Hamiltonian of a real system placed in a
magnetic field (constant or alternating) can therefore be
rewritten as

H � HZ �H d �Hq �Hot ; �10:1�

where Hot are the other terms of the interaction.
Hamiltonian (10.1) can also be split into two terms

characterizing the interaction of spins with internal and
external fields (the Zeeman interaction):

H � HZ �Hint; �10:2�

where Hint are all the other terms of Hamiltonian (10.1)
exceptHZ.

The above types of internal interactions exist in all
fundamental states of matter: liquid, solid, and gas, but
the characteristics and intensity of these interactions depend
essentially on the state of matter [22]. For example, all terms
of the Hamiltonian Hint of a solid can be written in tensor
form because all the interactions listed above are essentially
anisotropic. In liquids, the interactions Hd and Hq are
averaged to zero owing to fast motion of molecules, and
only scalar quantities remain instead of the tensor char-
acteristics of the chemical shift and indirect spin ± spin
interaction. Therefore, the information that can be
obtained using the NMR in solids is much richer in
principle than in liquids. However, the NMR spectroscopy
in liquids had progressed much faster until recently because
of the visual clarity and accessibility of averaged values of
chemical shifts of various nuclei and of constants of the
spin ± spin interaction between them. Enormous arrays of
the corresponding accumulated experimental data obtained
by NMR spectroscopy of liquids have benefited and
continue to bring huge benefits to various fields of
chemistry, biology, and medical sciences. In the last 20 ±
25 years, however, considerable progress has been achieved
in `simplifying' the spectrum of solids and in extracting very
rich and valuable information. Modern multipulse NMR
techniques for solids allow efficiently eliminating certain
types of interaction from spectra, thereby improving the

observation of other interactions that carry valuable
information on the systems under study. For instance, the
efficient suppression of the homonuclear dipolar interaction
with protons allowed the observation of the indirect
dipole ± dipole interaction between carbon 13C nuclei,
which is usually hidden behind a stronger direct dipole ±
dipole interaction with protons [23 ± 27].

In principle, once theHamiltonian of the system is written
with the actual interactions involving spins taken into
account, a quantum mechanical calculation of the NMR
spectrum reduces to calculating the spectrum of eigenvalues
of the Hamiltonian (of the system of energy levels) and of the
probabilities of transitions between these levels, which
determine the intensities of individual lines in the spectrum.
Although the principle used to find solutions of these
problems is quite well known Ð its description can be found
in any textbook on quantum mechanics (see, e.g., [17]) Ð its
practical implementation may encounter certain difficulties
in a number of cases. Specific methods of spectrum calcula-
tions suitable for concrete situation of NMR in solids and
liquids are given in a number of textbooks [16, 28], in the
excellent monograph by Ernst, Bodenhausen, and Wokaun
[29], and in some other monographs [5, 6, 8].

The method of description using the density matrix
(outlined below) has become widely used in research and
development of new multipulse sequences. In addition to
classical analytic approaches to the description of NMR
experiments, numerical techniques for the calculation of
spectra are now very popular. Efficient numerical techniques
for specific NMR measurements in solids are described in
more detail in a number of recent publications [30 ± 36].

11. The density matrix and its application to
NMR spectrum calculations

The NMR signal is typically recorded using a coil whose axis
is perpendicular to B0 and lies in the xy plane [in the
laboratory frame (LF)]. The emf induced in the coil equals
the rate of change of the total magnetic flux U through the
coil. Because U is proportional to the nuclear magnetization
Mx, which varies as Mx �Mx0 sinot, the induced emf (with
phase ignored) is

e � ÿ dF
dt
� k 0

dMx

dt
� kMx ; �11:1�

where k and k 0 are constants.
The nuclear magnetization Mx is the mean value hMxi of

the operator of macroscopic magnetic moment. The mean
value of a physical quantity f that corresponds to the
operator f is known [16, 17] to be given by

h f i �
�
c � fc dq �

X
m; n

c �mcn
�
c �m fcn dq

�
X
m; n

c �mcn fmn�t� ; �11:2�

where

c �
X

cn cn �11:3�

is a decomposition of an arbitrary wave function with respect
to wave functions of steady states. The matrix element of the
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corresponding transition from state m to state n is�
c �m fcn dq �

ÿ
m j f j n� � fmn�t� : �11:4�

As we see from (11.2), to calculate the mean value of some
quantity, we only need to know the product c �mcn and not the
quantities cm and cn separately. We now rewrite (11.2) as

h f i �
X
m; n

rmn fmn�t� ; �11:5�

where rmn are matrix elements of the statistical operator r of
the density matrix.

Using the density matrix formalism is especially conve-
nient for calculations of various effects produced by a number
of factors on the spin system as it evolves with time. We write
the basic relations for the density matrix and its matrix
elements [16, 37]. The evolution of r with time is described
by the von Neumann equation

i�h
qr
qt
� �H; r� � Hrÿ rH ; �11:6�

where �H; r� is the commutator of the density matrix and the
Hamiltonian of the system. The mean value of any physical
variable represented by an operator f is given by

h f i � Tr � r f� ;

where Tr is the trace of a matrix, equal to the sum of its
diagonal elements. The solution of Eqn (11.6) is written as

r�t� � U�t� r�0�Uÿ1�t� ; �11:7�

where r�0� is the density matrix at t � 0 and U �
exp

��ÿi=�h�Ht
�
. For time-dependent matrix elements, it was

shown in [16, 37] that

rmn�t� � exp

�
i

�h
�Em ÿ En� t

�
rmn�0� : �11:8�

We nowwrite an explicit expression for the density matrix
operator (see [16], p. 180):

r � 1

Z
exp

�
ÿ H

kT

�
� exp �ÿH=kT �

Sp
�
exp �ÿH=kT �� ; �11:9�

where

Z �
X
n

exp

�
ÿ En

kT

�
�11:10�

is the partition function.
It is now possible to calculate the signal generated in

matter by the applied pulse. Let a pulse of duration tp and
frequency x0 � gB0 act on a spin system that is in dipole ±
dipole interaction with the Hamiltonian H d. Then the
Hamiltonian of the problem is

H � HZ �H d �H1�t� ; �11:11�

where H1�t� � gB1�hIx cosot. In principle, while the RF field
pulse lasts, calculating r�t� requires using a time-dependent
Hamiltonian. For example, if we take a p=2-pulse with a small

tp � �p=2� gB1 (large B1), then in the total Hamiltonian we
can drop the terms that do not commute with HZ or H1�t�.
This is equivalent to assuming that as a result of a short
duration of the pulse, its spectrum is much broader than the
spread of Larmor frequencies caused by the dipole ± dipole
interaction. Therefore, during the pulse, we have

r�t� � exp

�
ÿ i

�h
H1t

�
r�0� exp

�
i

�h
H1t

�
; �11:12�

where H1 is given by (11.11).
The calculation of r�t� with a time-dependent Hamilto-

nian may in general be a fairly complicated problem; but in
our case, it is readily shown that [8]

r�t� � Iz cos aÿ Iy sin a ; �11:13�

where a is the angle of rotation ofmagnetization caused by the
pulse: a � gB1tp. If a � p=2, we have r�t� � ÿIy after the
pulse ends, i.e., the action of the pulse amounts to a rotation
of magnetization into the xy plane.

After the end of the pulse, the Hamiltonian becomes time-
independent; this greatly simplifies the calculation of the
density-matrix evolution. For instance, if a system that was
initially in equilibrium with a density matrix r�0� is subjected
to two pulses with an interval t between them, then after the
second pulse ends, we have

r�t� � UIVUIIIUIIUIr�0�Uÿ11 Uÿ1II Uÿ1III U
ÿ1
IV ; �11:14�

where the subscripts I and III of unitary operators [see (11.7)]
refer to the period within a pulse, II to the interval between
pulses, and IV to the time after the second pulse ends.

Calculating the mean magnetization in the xy plane as

M�x; y�� � Tr

�
r�t�;Mx; y

�
; �11:15�

we find the signal in the receiving coil

e � S�t� � k


M�x; y�� � kTr

�
r�t�;Mx; y

�
: �11:16�

We note that a detailed description of the application of
the density matrix formalism to calculations of the NMR
spectrum under chemical exchange was given in the mono-
graph by Kaplan and Fraenkel [38].

12. Molecular mobility and NMR spectra

The application of nuclear magnetic resonance to the study of
internal mobility in crystals has opened a number of new
possibilities for studying the properties of solids. Current
theoretical understanding indicates that there is a direct
relation between intracrystalline mobility (vibrations, diffu-
sion, internal rotation or reorientation of atoms, molecules,
or molecular groups) and the fundamental aspects of solid-
state physics. On the other hand, many practically important
characteristics of solids Ð dielectric permittivity, plasticity,
specific heat, phase transitions, etc. Ð are also closely related
to internal mobility. A number of experimental methods are
available to extract information onmolecularmobility. NMR
techniques undoubtedly occupy an important place among
them. Among their advantages, we can point to the relative
ease of obtaining results in a wide temperature range, the
possibility (in principle) of extracting information about all
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the above-mentioned types of internal mobility, and the high
sensitivity to very slowmotions (several Hz and even fractions
of a Hz). It is not accidental, therefore, that the emergence of
the NMR method has provided new impetus to the experi-
mental study and to rethinking solid-state physics in the
presence of internal motion.

It became clear soon after NMR was discovered that the
width and shape of the NMR spectrum are related most
closely to the mobility of nuclei. In the general case, with
sufficiently fast nuclear motions, averaging the local fields
results in narrowing and reshaping of NMR spectra.

The foundations of the theory of the effect of mobility of
nuclei on the NMR spectrum were laid out in the funda-
mental work by Bloembergen, Purcell, and Pound (BPP) [39].
Molecules or groups of atoms in solids at sufficiently low
temperatures occupy one of the configurations corresponding
to a minimum of their potential energy, and perform only
fairly small-amplitude oscillations in the potential well. As
temperature increases, the oscillation energy increases, result-
ing in an increased probability of a molecule going over the
potential barrier and transferring to a different equilibrium
configuration via rotation through a certain angle (reorienta-
tional motion) or via translation (diffusional motion). In
most cases, this process can be described by a single
correlation time tC characterizing the average lifetime of a
molecule in this state. The number of molecules whose energy
suffices for overcoming the potential barrierV0 increases with
the temperature; typically, tC changes exponentially:

tC � t0 exp
�
V0

kT

�
; �12:1�

where t0 is a constant; it is also possible to introduce the
correlational frequency of motion that satisfies the condition

2pnCtC � 1 : �12:2�

Then

nC � n0 exp
�
ÿ V0

kT

�
; �12:3�

where

2pn0t0 � 1 : �12:4�

As shown in [39], for sufficiently high speeds of molecular
motion,

nC 5Dn �tC 4T2� ; �12:5�
where Dn � gDB0=2p is the line width for a rigid lattice and
spins `feel' the time-averaged local field. In general, this mean
field is smaller than the local field for a rigid lattice and
therefore rapid motions satisfying condition (12.5) make the
NMR spectrum narrower.

13. Methods of obtaining high-resolution NMR
spectra in solids

13.1 `Magic'-angle spinning
The first high-resolution spectra in solids were obtained in
solid samples through averaging the dipole ± dipole interac-
tion by Andrew [40] and Lowe [41], who used a macroscopic
sample spinning at a `magic' angle (MAS) [18, 42].

If a system of spins experiences interactions that are weak
compared to the Zeeman interaction, then its spectrum falls in
the vicinity of the Larmor frequency x0 � gB0. The structure
of such spectra depends on the Hamiltonian H of the system
and the spectrum width can be evaluated by expressing its
`value' denoted by jjH jj in frequency units. IfH varies with a
period t � 1=n, then the structure of the spectrum also
changes. If the condition of fast motion similar to (12.5) also
holds (t < T2 or n > Dn), the spectrum can be described in
terms of a time-dependent mean Hamiltonian hH i. In the
general case, jjhH ijj < jjH jj, which allows speaking of an
efficient narrowing of the spectrum and of a possible
`switching off' of some components of the Hamiltonian and
of separating its other components of interest.

The dipole ± dipole nuclear interaction carries useful
information on the location of nuclear spins in crystals,
which is the foundation for application of NMR techniques
to structure research. But the same interaction is harmful in
some cases because it masks weaker effects (e.g., chemical
shift and scalar spin ± spin interaction) owing to its relatively
high strength. In view of this, work has been going on for a
relatively long time on developing various NMRmethods for
line narrowing in order to achieve `high resolution' in solids.
Among suchmethods, we mention rapid sample spinning at a
magic angle [41, 43, 44], the experimental methods of Lee and
Goldburg [45], and pulsed techniques suggested by Waugh
andMansfield for line narrowing in solids [46 ± 50]. The main
feature of all these methods is the periodic variation in time of
the internuclear dipole ± dipole interaction such that it
averages to zero over each period.

Specific methods developed by Waugh's group allow
averaging the component Hd of the Hamiltonian H that
corresponds to the dipole ± dipole interactions, and singling
out the much weaker components representing the chemical
shift, the spin ± spin interaction, etc. to be studied.

The NMR spectrum of a system of spins manifesting the
dipole ± dipole nuclear interaction is determined by the
secular, i.e., time-averaged component of the Hamiltonian
Hd, which can be written for spins of the same type as [8, 51]

H 0
d �

g 2�h 2

2

X
j> k

rÿ3jk �3 cos2 yjk ÿ 1� �IjIk ÿ 3IzjIzk� ; �13:1�

where rjk is the vector connecting two nuclei (spins) j and k,
yjk is the angle between rjk andB0, and Ij, Ik, Izj, and Izk are the
operators of spins and of their z-projections.

The NMR spectrum defined by Hamiltonian (13.1) for a
two-spin system (the nuclei in a solid form isolated pairs, e.g.,
protons of water molecules in crystal hydrates) was first
calculated by Pake [52]. The spectrum of such a system is
written as

B0res� B0 � bloc � B0 � 3

2
lrÿ312 �3 cos2 y12 ÿ 1� ; �13:2�

where B0 is the resonance value of the field for isolated nuclei,
the subscripts 1 and 2 label the nuclei in a pair, and y12 is the
angle between the direction of the magnetic field B0 and the
internuclear vector r12.

As we see from formula (13.2), the spectrum of a two-spin
system is a doublet whose components are symmetric with
respect to B0, and the distance between the components is

DB � 3

2
lrÿ312 �3 cos2 y12 ÿ 1� : �13:3�
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If y12 � 0, the maximum distance between these components
is

DB � 3lrÿ312 : �13:3a�

This gives approximately 21 G for water molecules in crystal
hydrates.

In experiments with a sample spinning at the magic angle
yjk that corresponds to the condition 3 cos2 yjk ÿ 1 � 0, dipole
interactions average to zero, as we see from (13.1).

It can be shown that rapid spinning of the sample (MAS)
affects many other types of anisotropic interactions in solids
in this manner, reducing the direct dipole interaction (homo-
and heteronuclear), the shielding anisotropy (chemical shift),
the Knight shift in metals, the indirect spin ± spin interaction,
and the electric quadrupole interaction.

Therefore, MAS often leads to the generation of high-
resolution spectra in solids, similar to spectra in liquids, which
greatly enhances their information content and makes them
especially valuable for studying polycrystalline and amor-
phous samples [42].

13.2 Multipulse transformation of spectra
Byusing pulses to control the orientation of spins, it is possible
to average the expression in the second pair of parentheses in
(13.1) [46 ± 49]. One of the first sequences for pulse-induced
line narrowing, the so-called four-pulse cycle WHH-4 (WHH
is formed of the initial letters of the namesWaugh,Haeberlen,
andHuber), is shown in Fig. 5. Here,Px,Pÿx,Pÿy, andPy are
p=2-pulses for which the phase shift of the RF field equals 0,
180, 270, and 90 degrees. It is clear from the description of the
behavior of a pulse-irradiated system of spins (see Section 5)
that after the Px pulse (whose RF field is directed along the x 0

axis of the rotating frame), all spins are aligned in the direction
of the y 0 axis of this system. The next pulse Pÿx, whose RF
field is antiparallel to the x 0 axis, returns magnetization to the
direction of the z axis (which is parallel to the external field
B0). Then the pulse Pÿy aligns the spins parallel to the x 0 axis,
and the pulsePy again returns them to the orientation along z.
This cycle of length tC is repeated periodically.

We consider the behavior of a system of spins within one
period. The Hamiltonian averaged over the time tC, with the
intervals between pulses as indicated in Fig. 5, has the form


H 0
d

� � 1

3
�H 0

dx �H 0
dy �H 0

dz� : �13:4�

This implies that the averaged Hamiltonian


H 0

d

�
vanishes

over the duration of one cycle. As shown in [53], the chemical
shift survives but is reduced by a factor of

���
3
p

.
Furthermore, high power and high homogeneity of the

RF field are required to run this cycle. To eliminate this and
other shortcomings of the WHH-4 sequence, dozens of
versions of different sequences that generate high-resolution
spectra of solids have been proposed [10, 50, 51, 54 ± 60]. In
this way, the pulse narrowing techniques produced a large
amount of data on the chemical shift in the spectra of solids
(see papers [61, 62] and the monograph by Mering and
Haeberlen [22]).

The pulse sequence WHH-4 was a precursor of a number
of novel techniques [63]. One of the problems encountered
with the WHH-4 sequence was that while averaging the
Hamiltonian

hH 0i �
�tC
t�0

H �t� dt �13:5�

over the period tC to zero, this sequence was unable to average
the first-order correction to it given by the formula

hH 1i �
�tC
t1�0

�t1
t2�0

�
H�t2�;H�t1�

�
dt2 dt1 : �13:6�

It was shown that this problem can be solved by using pulse
sequences in which the basic four-pulse WHH-4 block is
repeated with a common phase shift [22, 53, 59, 60, 64, 65].
More intricate pulse sequences allow averaging higher-order
correction terms to zero as well.

Another method of averaging the homonuclear dipole
interaction was suggested by Lee and Goldburg [45]. In this
case, suppression is achieved by using off-resonance irradia-
tion of the sample with a powerful RF field. To achieve total
suppression, the frequency shift from the resonance and the
intensity of the RF field must obey the relation

o1

Do0
� tan yM �

���
2
p

: �13:7�

Under these conditions, the magnetization vector precesses in
the rotating frame (chosen relative to the off-resonance
irradiation) around the axis tilted at the magic angle
yM � 54:7� to the external magnetic field. In the same way
as in the case of the WHH-4 sequence, the chemical shift
reduces by a factor of

���
3
p

.
As in the case of WHH-4, the simple Lee ±Goldburg

method again cannot provide averaging to zero of the first
correction term to the averaged dipole Hamiltonian. To
overcome this difficulty, a modified Lee ±Goldburg experi-
ment with frequency switching was suggested [66, 67]. In this
technique, continuous irradiation is replaced with a sequence
of short bursts. Each burst consists of two pulses at
frequencies that are shifted from the NMR resonance
frequency by �Do0 and ÿDo0 (i.e., lie on both sides of the
central frequency of the spectrum). The maximum efficiency
of the homonuclear decoupling is achieved when the length tp
of each pulse is selected such that the magnetization vector
completes a total revolution around the tilted effective field:

tp � 2p
oeff

; �13:8�

2t t 2t t 2t t

tC

Px

H 0
dy H 0

dz H 0
dx H 0

dz

Pÿx Pÿy Py Px Pÿx

Figure 5. The four-pulse WHH-4 sequence for line narrowing in solids.
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where

oeff �
���������������������
o 2

1 � Do 2

q
�13:9�

is the effective value of the precession frequency under off-
resonance irradiation.

A new version of this experiment was recently suggested,
in which the off-resonance irradiation is replaced with
irradiation at the NMR resonance frequency with a linearly
scanned phase [68 ± 70].

The third type of the pulse-sequence technique for
suppressing the effects of homonuclear interaction is based
on a pulse sequence of `magic echo' (see Section 25). Rhim et
al. showed [71] that a specially designed pulse sequence may
reverse the time evolution of a coherent spin state induced by
the homonuclear dipole ± dipole interaction. The effect of the
dipole interaction can therefore be suppressed; this opens a
way to recording high-resolution spectra. The method as
originally suggested involved a large number of pulses and
was highly sensitive to the intensity and homogeneity of the
RF field. It was later expanded and improved in [72 ± 75].
These methods are sometimes referred to in the literature as
techniques based on the `magic sandwich' echo. An advan-
tage of this type of pulse narrowing (it includes the sequences
TREV-8 [72] and MSHOT-3 [74, 75]) is that the averaged
Hamiltonian of the chemical shift causes rotation of the
magnetization vector around the direction of the external
magnetic field. In the case of the WHH-4 sequence and the
Lee ±Goldburg experiment, the rotation occurs only around
the tilted axis, which results in undesirable artifacts on the
NMR spectrum. A substantial reduction of the chemical shift
by a factor of 0.3 ± 0.4 is also one of the shortcomings of the
TREV-8 and MSHOT-3 techniques.

Experimental factors such as the inhomogeneity of theRF
field in the bulk of the sample, and phase and amplitude
errors in RF pulses may considerably reduce the efficiency of
suppression [22, 76, 77]. Methods based on direct computer-
ized optimization of the pulse sequence help to overcome
these complications, albeit incompletely. The pulse phases in
the continuous experimental run were used as an optimiza-
tion parameter, and either the computer model [78] or the
experimental NMR spectrum directly [79] was used as the
response function.

We note that pulse narrowing is often used in combination
with magic-angle spinning. If the MAS frequency is much
lower than the RF field frequency, thenMAS does not reduce
the efficiency of pulse narrowing [80]. At the same time, MAS
may be adequate for suppressing all other sources of line
broadening in solid-state NMR, such as the chemical shift
anisotropy. The method of combined pulse narrowing and
MAS (Combined Rotation and MultiPulse Spectroscopy,
CRAMPS) [81] can produce NMR spectra that carry
information only on isotropic interactions, such as the
chemical shift and indirect dipole ± dipole interaction, by
suppressing the anisotropic component of the interaction.
We must also mention pulse techniques in which the
sequences are synchronized with MAS in order to suppress a
number of interactions [82].

14. Rare-spin NMR

Another very important breakthrough that opened new
avenues in NMR research in solids came with techniques
developed by Waugh and Pines at the beginning of the 1970s

[83] aimed at generating high-resolution spectra of rare
isotopes; the success allowed studying NMR in solids of
virtually all elements of the periodic table. Multiple experi-
ments carried out using these techniques are described in
adequate detail in monographs [18, 22, 84] and papers [11,
13, 14].

We consider a system with spins of two types, I and S, in
which, owing to the chemical or isotopic dilution, the number
of spins I is much larger than the number of spins S. This
situation is encountered, for instance, in organic compounds,
where 1H plays the role of the predominant population of
spins and 13C are rare spins.

Obviously, if we wish to observe theNMRof rare spins, at
least two problems have to be faced: insufficient sensitivity
because the number of spins S in the sample is very small, and
the fact that resonance lines of rare spins are usually greatly
broadened due to the dipole ± dipole interaction with the
predominant spins I, which typically have a high gyromag-
netic ratio. This dipole broadening can be eliminated if the
predominant spins are strongly irradiated at the resonance
frequency x I � gIB0. In principle, the sensitivity problem is
solved by using the idea of Hartmann and Hahn [85] on the
possibility of bringing spins I and S in `thermal contact' in the
rotating frame if the condition

gIB1I � gSB1S �14:1�

is satisfied.
Quite a few methods are available now to practically

implement the principles outlined above for the observation
of the NMR of rare spins. They are discussed in detail in an
excellent review by Pines, Gibby, and Waugh [83]. Without
going into the details, we here consider only one of these
methods, sufficiently simple and convenient, suggested by
these three authors in [86]. Most of the studies of the NMR of
rare spins in solids were carried out using this technique.
When a sample is placed in a magnetic field B0, after a time of
the order of T1I, the spin system acquires the nuclear
magnetization

M
�0�
I �

CIB0

TL
; �14:2�

where CI is the Curie constant and TL is the lattice
temperature. Then a sequence of pulses is sent that aligns
the spins I in the rotating frame along the direction of B1I. If
T1I is sufficiently high, the magnetizationM

�0�
I cannot change

significantly during the first p=2-pulse and we can write the
Curie law in the rotating frame as

M
�0�
I �

CIB1I

Tg
; �14:3�

whereTg is the temperature in the rotating frame. From (14.2)
and (14.3), we now find

Tg

TL
� B1

B0
: �14:4�

Equation (14.4) shows that the system of spins I in the
rotating frame is considerably cooled, because B1 5B0. Then
the system of spins S is put in thermal contact with the system
I by sending anRF field at the resonance frequency of spinsS,
i.e.,xS � gSB0, with the amplitudeB1S selected in accordance
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with Hartmann ±Hahn condition (14.1). If this condition is
satisfied, intense flip-flopping of spins I and S occurs; the
total energy of the system remains unchanged and the system
rapidly reaches thermodynamic equilibrium. As a result of
this contact with the cold system of spins I, the system S is
cooled, whichmeans that a certain degree of ordering arises in
it as the magnetization along B1S. At the same time, the
system I becomes somewhat warmer (its magnetization
decreases), but this heating is insignificant because S spins
are rare and the heat capacity of this system is much lower
than that of the system of spins I. The field B1S is then turned
off and the free induction decay (FID) of spins S is observed
while the spins I are still exposed to one of the pulse sequences
for suppression of the heteronuclear dipole ± dipole interac-
tion. In this process, the FID of rare spins accumulates and
then the Fourier transformation yields high-resolution high-
intensity spectra of rare spins. To increase the NMR
resolution of the spectra of rare nuclei and to suppress
anisotropic interactions such as the anisotropy of chemical
shift, the above method of cross-polarization is combined
with magic angle spinning [87].

15. 2D Fourier spectroscopy

The next important stage in the progress of high-resolution
NMR in solids arrived when two-dimensional (2D) Fourier
spectroscopywas introduced. Jeener was the first to introduce
the idea of this method in 1971 [88], but its practical
implementation to solid objects started only in 1976 with
independent publications by three groups: Lippmaa [89],
Waugh [90, 91], and Vega and Vaughan [92].

2D Fourier spectroscopy often leads to radically
enhanced resolving power and improved segregation of
various interactions in NMR spectra.

In the specific case of solids, when a sample simulta-
neously contains, e.g., 13C and 1Hnuclei, the chemical shift on
carbon nuclei may be masked by the 13C ± 1H dipole ± dipole
interaction such that the carbon spectrum cannot be resolved
in principle with the ordinary one-dimensional representa-
tion. The 2D spectroscopy allows separating the chemical
shift and dipole interaction and plotting them on individual
axes. A conclusive example of such separation is shown in
Fig. 6, mostly taken from [93] but modified for the purposes
of this paper. The upper part of this figure plots an ordinary
one-dimensional spectrum (in fact, a projection of the two-
dimensional spectrum onto the n2 axis). We see that the
dipole ± dipole interaction between protons and carbon in
the methylene group CH2 manifests itself in the one-
dimensional spectrum only as a broadening of the corre-
sponding line. At the same time, the heteronuclear dipole
interaction 13C ± 1H with two hydrogen atoms that are
nonequivalent at a given orientation of the single crystal are
clearly pronounced in the two-dimensional spectrum along
the n1 axis. As the figure clearly shows, 13C nuclei of other
groups, which contain no nearby protons, are represented by
single lines, as in the one-dimensional spectrum, whose
chemical shift is determined by their position on the n2 axis.

This example clearly illustrates the advantages of the 2D
Fourier spectroscopy, even though it by no means exhausts
the potential of specific modifications of the method that
allows separating various interactions in solids. All versions
of using the 2D spectroscopy can, however, be arranged into
some sort of common framework [94]. The schematic
diagram of the experiment aimed at producing a two-

dimensional spectrum is shown in Fig. 7a. The entire
experiment can be divided into four phases: 1Ð preparation,
2 Ð evolution, 3 Ð mixing, 4 Ð recording; phases 1, 2, and
4 are `mandatory' for obtaining two-dimensional spectra; the
mixing period is used only in some special experiments.
During the preparation phase, the system is transformed
from thermodynamic equilibrium to a nonequilibrium state.
This is done most often, although not always, by using a p=2-
pulse. Then the system is allowed to evolve under the action of
theHamiltonianH1, which can reflect all internal interactions
in the sample but can also be somehow `transformed,' e.g., by
`switching off' the homonuclear dipole ± dipole interaction
using a multipulse sequence (see Section 13). The signal of the
spin system, which is described in phase 4 by a Hamiltonian
H2 that differs from H1, is recorded over a time t2. If the
nuclear magnetization is recorded many times for different
lengths of the evolution period t1, it is possible to obtain a
two-dimensional FID M�t1; t2� that yields the two-dimen-
sional spectrum S�o1;o2� after a two-dimensional Fourier
transformation. To obtain this spectrum, the two-dimen-
sional Fourier transformation is calculated in accordance
with the expression

S�o1;o2� �
�1
0

dt1 exp �ÿio1t1�

�
�1
0

dt2 exp �ÿio2t2�M�t1; t2� :

In 1978, Ernst et al. [95] proposed a `block diagram'
developed for designing various versions of the two-dimen-
sional Fourier spectroscopy based on program blocks and
corresponding to different phases of the general diagram (see
Fig. 7).

As an illustration, we examine generating a 2D in the
WISE experiment [96]. This experiment creates a link between
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Figure 6. A two-dimensional NMR spectrum of 13C in a
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spectra of rare nuclei (e.g., 13C) recorded in the first
dimension and the spectrum of protons recorded in the
second dimension of the 2D spectrum. The WISE technique
is based on cross-polarization of rare spins (Fig. 7b). To
obtain the correlation spectrum, an evolution phase t1 is
inserted between the initial p=2-pulse (which is essentially the
preparation phase) and the spin-lock phase. During this
entire phase, the proton magnetization precesses freely in
the xy plane of the rotating frame governed by the
Hamiltonian of the proton chemical shift. Therefore, for the
proton spin I with chemical shift o, the spin-lock affects the
component proportional to cosot1. If the cross-polarization
period is sufficiently short, each signal in the rare-spin
spectrum is produced by the nearest protons and each
individual signal in the spectra of rare spins is also propor-
tional to cosoit1, whereoi is the chemical shift of the nearest-
neighbor protons. Therefore, a sequence of one-dimensional
spectra with different durations of the evolution phase t1
additionally contains information on chemical shifts of the
nearest-neighbor protons responsible for the process of cross-
polarization.

However, this information is inadequate for using the 2D
Fourier spectroscopy, because it does not allow separation of
contributions from protons with a chemical shift equal in
magnitude but opposite in sign. A similar problem in the one-
dimensional NMR spectroscopy is solved using quadrature
detection, when one of the receiver channels records a signal
proportional to the cosine component, while the second,
phase-shifted by 90�, records the sine component of the
signal. It does not appear possible to obtain both compo-
nents of the signal simultaneously in the 2D NMR spectro-
scopy. Several methods are known for overcoming this
problem. For instance, in the States method [97], not one
but two spectra are recorded for each evolution time t1. For
the second spectrum, the initial p=2-pulse is phase-shifted by
90� and shapes a signal proportional to sinoit1. As the NMR
signal is being processed, these two components are `mixed'
and form a complex signal required for the Fourier transfor-
mation in the second dimension. In addition to the States
method, the method of time-proportional phase increment
(TPPI), the mixed States ±TPPI method, or the echo ±
antiecho method [97] are also used.

The potentials of the 2D spectroscopy in studying
polycrystalline samples and problems that arise when this
method is usedwere discussed in [98]. In particular, that paper
gave examples of separation of chemical shift tensors and the
dipole ± dipole interaction and of determination of their
parameters in solids. Figure 8 shows the NMR spectrum of
polycrystalline benzene at the frequency 25 MHz and the
temperature T � 148 K. The experiment was designed such
that one of the axes (o2) reproduced only the chemical shift
and the other the chemical shift in combination with the
dipole ± dipole interaction reduced by a factor of 1=

���
3
p

. Other
examples of the application of two-dimensional NMR
spectroscopy are discussed in [18, 29, 84, 99] and in papers
[11, 13, 14].

16. Multiquantum NMR spectroscopy

It is well-know that NMR spectroscopy normally uses
transitions between neighboring spin levels in a magnetic
field; transitions are controlled by selection rules Dm � �1.
Both in optics and in NMR and EPR in a low field, m is
frequently not a `good quantum number' and consequently
transitions with Dm � �2 become possible because of state
mixing. But this is still a single-quantum transition, not to be
confused with truly two- and multiquantum processes
involving actual absorption of n quanta by the spin system
in transitions with Dm � n.

Here, we do not go into detail about double-quantum
spectroscopy and three-level systems with the spin I � 1, e.g.
deuterons or nitrogen 14N, which allow generation of spectra
in solids in the presence of strong quadrupole broadening;
indeed, these aspects were discussed quite thoroughly in
papers [29, 100 ± 102] and monographs [18, 29, 84].

We consider a multilevel system that is formed in a group
of strongly interacting spins I � 1=2, e.g., protons in benzene
C6H6 (N � 6) in a strongmagnetic fieldB0. If we take only the
intramolecular interaction into account, then the z-compo-
nent of the total spin can take one of the N� 1 values
corresponding to their magnetic quantum numbers
M � Smi in the range ÿN=24M4 �N=2 (Fig. 9). For
any givenM, the levels of noninteracting spins are degenerate.
The interactionwithin a group of spins, which in a strong field
is much weaker than the Zeeman interaction, removes the
degeneration (see Fig. 9), but M remains a good quantum
number, i.e., levels with unequalM are separated sufficiently
well from each other. Such systems allow multiquantum
transitions, e.g., the (n � N)-quantum transition between
highest and lowest levels with DM � N, which yields a single
line at the frequency o � o0 � nDoÿ Ssj o0 [103, 104]. This
expression shows that the resonance of an n-quantum
transition is shifted relative to o0 by nDo and by the sum of
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Figure 8. 2D spectrum of solid polycrystalline benzene.
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the chemical shifts sj o0. Because the dipole ± dipole interac-
tion is bilinear, it is unchanged under simultaneous flipping of
all spins and does not affect the transition frequency; that is,
the N-quantum NMR spectroscopy is high-resolution spec-
troscopy in solids. Pines et al. [103 ± 106] noticed that the
dipole ± dipole interaction also affects other transitions and
that (Nÿ 1)- and (Nÿ 2)-quantum transitions can be used
for studying structure and mobility in solids. Figure 10a
illustrates the n-quantum spectrum (n � 0, 1, 2, 3, 4, 5, 6) of
benzene in a liquid crystal [105]. This system has N levels
with M � ��N=2ÿ 1� and N�Nÿ 1�=2 levels with M �
��N=2ÿ 2�. With the dipole interaction taken into account,
the (Nÿ 1)-quantum spectrum should have 6 pairs of lines
�ÿN=2� 1� $ N=2; �N=2ÿ 1� $ ÿN=2 (see Fig. 9), i.e.,
6 pairs of lines in the case of benzene (Nÿ 1 � 5). But all six
protons in benzene are equivalent and therefore, as we see
from Fig. 10a, we only have a single pair of lines. Therefore,
the number of pairs of lines in the (Nÿ 1)-quantum spectrum
equals the number of nonequivalent spin configurations in
the system. The number of lines in benzene for an (Nÿ 2)-
quantum spectrum must be N�Nÿ 1� � 30 (see [105]).
However, owing to the symmetry of the molecule, we only
see three lines (Fig. 10a) corresponding to the pairwise
dipole ± dipole interaction between protons in ortho-, meta-,
and paraconfigurations.

There exist many different ways of exciting `coherent
states' of all levels in a multilevel system that allow
observation of multiquantum transitions. The simplest
method of generating such coherent states is to expose the
system to two p=2-pulses separated by a time interval t [84,
106, 107].

But this coherent precession cannot be observed directly
[107]. To record multiquantum transitions, a third 90-degree

pulse is sent after an evolution time t1 following the second
p=2-pulse, and then magnetization is taken into account after
a time t2. To obtain the total spectrum, it is necessary to vary
t1 at constant t and t2 and to vary the set of values of t and t2.

The problem of how to single out a specific transition
from all possible n-quantum transitions for a given n was
discussed in [108, 109]. The intensity of signals from high-n
transitions decreases considerably if the suggestions proposed
in these papers are used for observation. Pines et al. [103 ±
106] discussed and experimentally demonstrated how a given
n-quantum transition can be selectively singled out without
losing high intensity. Figure 10b in [105] shows that the
selectively separated 4-quantum transition in this particular
case even exceeds the corresponding single-quantum transi-
tion in intensity.

Multiquantum spectroscopy with n > 2 was used at the
beginning mostly to interpret complex spectra in liquids, to
analyze `isolated' spin groups linked to aligned molecules in
liquid crystals, etc.When solids were studied, only the double-
quantum spectroscopy was involved [18, 84]. Later, higher-
order transitions came into use for such purposes [110 ± 112].

Pines et al. [112] turned their attention to the dynamics of
spin systems in solids and reported interesting results on
temporal correlation between processes that determine the
FID through ordinary single-quantum transitions and inten-
sification of higher-ordermultispin coherence. Theywere able
to use multiquantum spectra of various proton-containing
solids to experimentally trace the temporal evolution of
multispin correlations induced by dipole interaction. Using
deuterated 1.8-dimethylnaphtalene (except for methyl
groups) as an example, they succeeded in demonstrating that
multiquantum spectroscopy of isolated spin clusters allows
evaluating the number of spins per group. Pines and co-
workers concluded [112] that applications of their technique
may prove very fruitful in various fields of physics and
chemistry and especially for studying isolated molecules in
solid matrices and molecules adsorbed on surfaces of solids.

The method of multiquantum NMR spectroscopy in
combination with `magic angle' spinning (MQMAS) became
widespread for generating high-resolution NMR spectra of
quadrupole nuclei with half-integral spin [12, 113, 114].

We have given only a brief exposition of the principles of
the method without any detailed description of the theory or
of numerous experimental techniques for exciting multi-
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quantum coherence. These aspects are discussed thoroughly
in an excellent monograph [29], which devotes a chapter and a
half to this subject.

17. Molecular mobility in solids.
Mobility in crystals and NMR spectra

Traditionally, the study of internal mobility in solids using
NMR has received much attention. In what follows, we
discuss certain possible approaches to such studies.

17.1 Reorientations around different axes
Gutowsky and Pake [115] considered reorientational motion
of a system of two nuclei around an axis (Fig. 11). In this
figure, r jk is the vector connecting nuclei j and k (this vector is
at an angle yjk to the direction of the magnetic field B0); 0N is
the axis of reorientation that forms an angle y 0 withB0 and an
angle gjk with rjk. These authors succeeded in showing that
when the 0N axis is a threefold or higher-order axis,
reorientation at a sufficiently high frequency is equivalent to
free rotation of the vector rjk around this axis. It was also
discovered that as in the case of rigid lattices, the spectrum
consists of two lines, but the distance between them is given by
the formula

DB � 3

2
mrÿ3jk �3 cos2 y 0 ÿ 1� �3 cos2 gjk ÿ 1� : �17:1�

If gjk � p=2, i.e., if the reorientation axis is perpendicular to
the internuclear vector, we have

DB � 3

2
mrÿ3jk �3 cos2 y 0 ÿ 1� ; �17:2�

and the spectrum manifests two lines separated by the
maximum distance equal to half the distance for a rigid
system [see (13.3a)]. If y 0 is the magic angle, i.e.,
3 cos2 y 0 ÿ 1 � 0, then the dipole ± dipole interaction, as
many another interactions, does not manifest itself in the
spectrum, which in this case is a single spectral line.

The effect of reorientation around a twofold axis on the
NMR spectrum of a solid was discussed in [116]. In a

selenourea molecule SeC(NH2)2, whose atoms all lie in one
plane, there is a twofold axis (Fig. 12) passing through the
atoms of SeC. This axis lies at angles of about 30 degrees to
the interproton vectors H1ÿH2 and H3ÿH4. For clarity, we
consider the case where the magnetic field B0 points at the
initial instant along the vector H1ÿH2. For this pair,
therefore, the local fields are

b1;2 � � 3

2
mrÿ3 �3 cos2 0� ÿ 1� � �3mrÿ3 ; �17:3�

for the pair H3ÿH4, they are

b3;4 � � 3

2
mrÿ3 �3 cos2 60� ÿ 1� � � 3

8
mrÿ3 : �17:4�

At a sufficiently low temperature, when the lattice is rigid, i.e.,
the condition nc 5Dn holds, the spectrum is formed by two
lines Ð two Pake doublets spaced by the distance

DB1 � 2b1;2 � 6mrÿ3 and DB2 � 2b3;4 � 3

4
mrÿ3 �17:5�

within each doublet.
As temperature increases, reorientation frequency nc for

the molecule SeC(NH2)2 rotating through the 180� angle
around the twofold axis in accordance with (12.5) increases.
If it becomes larger than the line width for the rigid lattice
(Dn � 104 Hz), we neglect the time of transition (t � 10ÿ12 s)
and can express the local field at the proton as the mean value
of the two equilibrium configurations of the molecule:

hbi � b1;2 � b3;4
2

�
�
� 3mrÿ3 � 3

8
mrÿ3

�
1

2
� � 21

16
mrÿ3 :

�17:6�

In this case, therefore, the spectrum consists of a single
doublet with the distance

DB � 2hbi � 21

8
mrÿ3 �17:7�

between its components.
This example clearly demonstrates that reorientation

around a twofold axis may result in a substantial narrowing
and modification of the NMR spectrum.
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Figure 11.Diagram of reorientation of nuclei around a fixed axis.
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The ratio of the second moments S2 in a polycrystalline
specimen in this case is (see Section 18) S p

2 for reorientable
molecules and S r

2 for a rigid lattice [116]

S p
2

S r
2

� 3 cos2 aÿ 1

4
: �17:8�

Figure 12 plots the temperature dependence of the second
moment for selenourea. Using this and applying formula
(17.8), we can find that a � 30�.

17.2 NMR spectra and the diffusion of atoms
and molecules in crystals
In accordance with the BPP theory, the averaging of local
magnetic fields in the process of atomic diffusion through a
crystal lattice leads to abrupt narrowing of the NMR line if
the diffusion rate is sufficiently high [8, 39]. This behavior of
the spectrum under diffusion has been reported for a number
of metals, metal hydrides, and nonmetallic solids.

An aspect of considerable interest is the quantitative
description of the effect that diffusion of molecules has on
the NMR spectrum in solids; as an example, we here consider
the diffusion of water molecules in crystals. It is well known
that the spectra of crystallization water molecules in a rigid
lattice are doublets with the maximum distance between
components about 21 G (see Section 13.1). However, spectra
of somewater-molecule-containing crystals emerge as a single
doublet, with the distance between its components also
depending on the orientation of the crystal in the magnetic
field, while the angular dependence of splitting often cannot
be reflected in a formula similar to (13.3a). Furthermore,
DBmax never reaches the value 21 G but falls in the range
DBmax � 1ÿ10 G, being different for different crystals. Such
spectra were observed, in particular, by Yano [117] and
Ducros [118]. Such spectra can be explained on the basis of
the model of diffusion of water molecules through the crystal
lattice [119]. Moreover, the experimental study of NMR
spectra provides unique information on molecular diffusion
in crystals. We consider a crystal with a regular structure
incorporating H2O molecules. In such a crystal, we can
expect, by analogy with Schottky atomic vacancies, the
presence of molecular vacancies, i.e., lattice sites not
occupied by water molecules. The equilibrium concentration
n of vacancies is given by the relation

n � NB

N
� exp

�
ÿ DEB

kT

�
; �17:9�

where NB is the number of vacancies in the crystal, N is the
total number of molecules, and DEB is the energy of
vacancy formation. For an H2O molecule, we have
DEB � 20 kJ moleÿ1. At room temperature, this gives
n � 10ÿ4. The mean vacancy lifetime at a given lattice site,
calculated using standard formulas [120], is � 10ÿ8 s (for
T � 300 K). Taking (17.9) into account, this shows that on
average each water molecule at room temperature changes its
localization 104 times per second. In accordance with the BPP
theory [39], this results in dynamic narrowing of the NMR
spectrum. Clearly, a change in DEB can shift this temperature
in one direction or another.

A molecule in each of the consecutively occupied lattice
sites in the process of diffusion must be oriented in a way
characteristic of the given site such that hydrogen bonds of
maximum strength can be formed. In other words, during

diffusion, amolecule passes through a discrete set of positions
and orientations found on lattice sites. If the time of transition
from one lattice site to another is much shorter than the
lifetime of the molecule at each site (which is the normal
situation), then averaging the local field simply reduces to the
mean value hbi for the ensemble of molecules, in accordance
with their positions and orientations of the p ± p vectors in the
rigid lattice of the crystal. It was shown in [119, 121, 122] that
because the dipole interaction depends on the distance
between the nuclei as 1=r 3, the shape of the spectrum is
mostly determined by the intramolecular interaction between
protons in the water molecule, while the intermolecular
interaction mostly affects the width of spectrum components.

In the general case, the motion of a water molecule taking
part in diffusion can be modeled as a combination of parallel
translations between fixed lattice sites and rotations from one
fixed orientation at one site to another fixed orientation at
another site. Parallel translations of p ± p vectors do not
change the local field b [see (13.2)] because the angles remain
unchanged; hence, only rotations must be taken into account.
If the p ± p vector of water molecules assumes i structurally
allowed positions in the process of diffusion and each of these
positions is characterized by a relative weight pi, withP

i pi � 1, then the mean value of the intramolecular
component of the local field is

hb intrai �
X
i

pibi � � 3

2
mrÿ3

X
i

pi �3 cos2 y i
jk ÿ 1� :

�17:10�

Therefore, calculating an NMR spectrum in the case of
diffusion reduces to calculating the effect of the combination
of possible rotations of the molecule on hbi.

At a sufficiently low temperature, such that diffusion is
too slow for local fields to be averaged in time, each of the
allowed configurations of the water molecule produces their
doublet in accordance with (13.2) and their relative intensities
and angular dependence can be easily established experimen-
tally.

Molecular diffusion, as well as experimental results for
different crystals, is discussed in more detail in [119, 122] and
in the book by Gabuda and Lundin [121]. Convenient
calculation formulas based on a tensor representation of the
dipole interaction are given in [123].

18. The method of moments

If magnetic nuclei are randomly distributed through a solid,
there is no point in calculating the spectrum because the fine
details cannot be resolved in the experiment anyway due to
the broadening of individual components caused by the
interaction with nuclei. It is still possible, however, to extract
some useful structural information without resorting to an
analysis of lineshape. Van Vleck was able to show [124] that
quantitative characteristics are available that relate the
experimentally observed NMR spectra of solids to the
arrangement of nuclei in the sample. Moments of spectra
are such characteristics. If the normalized lineshape is
described, as before, by the function g�b�, then the nth
moment of the spectrum, denoted here by Sn, is given by

Sn �
�1
ÿ1

bng�b� db ; �18:1�
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where b is the local field [see (9.2) and (13.2)]. Because the
NMR spectrum broadened by the dipole ± dipole nuclear
interaction is symmetric with respect to the field B0res, all
odd moments of the spectrum vanish (b � 0).

Van Vleck [124] derived expressions that relate the second
and fourth moments of the NMR spectrum to the mutual
arrangement of nuclei in a crystal. Structural applications of
NMR techniques mostly use the formula for the second
moment; expressions for higher-order moments are used
rather infrequently [125 ± 128]. The Van Vleck formula for
S2 can be written as [124, 129]

S2 � 3

4
I�I� 1� g 2�h 2 1

m

Xm
j�1

X
k

rÿ6jk �3 cos2 yjk ÿ 1�2

�18:2�

� 1

3
�h 2 1

m

Xm
j�1

X
f

If �If � 1� g 2f
X
k f

�3 cos2 yjk f
ÿ1�2rÿ6jk f

:

The indices j and k in this expression refer to nuclei at which
the resonance is observed, the index f labels other species of
nuclei, and the index kf labels nuclei within each species; m is
the number of structurally nonequivalent nuclei in one unit
cell of the crystal; I, If, g, and gf are the spins and
gyromagnetic ratios of the corresponding nuclei; and the
quantities r and y have the samemeaning as in formula (13.2).

The second moment for a polycrystalline sample is equal
to the mean value of the second moments of isotropically
distributed crystals; hence, averaging (18.2) over the angles yjk
and yjkf yields

S2 � 3

5
I�I� 1� g 2�h 2 1

m

Xm
j�1

X
k

rÿ6jk

� 4

15

1

m
�h 2
Xm
j�1

X
f

If �If � 1� g 2f
X
kf

rÿ6jkf
: �18:3�

Having recorded the NMR spectrum of a polycrystalline
sample and calculated its second moment using (18.1), we
gain the possibility of comparing it with the quantity S2 found
from (18.3) for a specific configuration of nuclei. Of course,
there is an infinite number of ways nuclei can be distributed in
agreement with their experimentally observed second
moment. Nevertheless, the method of second moments is
quite useful even in this modification as a simple method that
tests the correctness of specific models, e.g., those postulated
or defined on the basis of diffraction data. Indeed, if the
secondmoment calculated using formula (18.3) differs greatly
from the experimentally found value, this is unequivocal
evidence of an incorrect initial model.

A much greater volume of structural information is
generated by using the angular dependences of second
moments. McCall and Hamming [129] constructed a com-
pact mathematical theory of this case by introducing a
coordinate system with x; y; z axes anchored rigidly in the
crystal lattice.

The problem of finding the number N of independent
parameters by analyzing the orientational dependence of the
second moment of the NMR spectrum of a single crystal in a
magnetic field was solved in [127, 130] using the tensor
representation. The table above lists the results obtained and
also the numbers of independent parameters for the orienta-
tional dependence of the fourth moment S4�y;j�. We see, for
example, that N�S2� � 15 for the triclinic system; therefore,

placing the origin of coordinates at the point of localization of
one of the nuclei, we can find the mutual arrangement of six
nuclei in a unit cell of the crystal (three coordinates for each of
the remaining five nuclei).

The solution of the problem of calculating the coordinates
of nuclei with maximum accuracy and minimum effort was
obtained in [127, 130, 131] using the theory of optimal
experimental design [132 ± 134]. The experimental results in
[127] on finding the coordinates of light nuclei in crystals
show that the achieved localization accuracy is comparable
with that provided by neutron diffraction. This allows
treating the NMR as an independent physical method for
determining the mutual arrangement of light nuclei in
crystals. In a number of cases, NMR techniques allow
extracting information that cannot be obtained using diffrac-
tion-based techniques. For instance, X-ray diffraction yields
the center-of-mass coordinates of the electron shells of atoms,
which in the case of light atomsmay be very different from the
coordinates of the nuclei. Oscillations of nuclei in crystals
manifest themselves differently by NMR and neutron
diffraction, which, on the one hand, sometimes leads to
appreciable differences between coordinates calculated using
the two methods, but on the other hand offers a unique
chance of studying these oscillations.

19. Suppression of the heteronuclear dipolar
interaction with protons in solids
(proton decoupling)

Rare nuclei, such as 13C, strongly interact in organic solids
with more widespread nuclei, typically protons. This interac-
tion results in substantial broadening of magnetic resonance
lines. To narrowNMR lines and improve resolution of NMR
spectra, methods of suppression of the heteronuclear dipole
interaction are used. Such methods constitute a direct
analogy to the heteronuclear decoupling of NMR in liquids,
but while the main interaction resulting in NMR line broad-
ening in liquids is the indirect dipole ± dipole interaction, the
role of the main heteronuclear interaction in solids is played
by the direct dipole ± dipole interaction.

As in the case of liquids, the simplest method of
decoupling from protons is the continuous irradiation of
samples at the NMR frequency of protons. However, the
direct heteronuclear dipolar interaction is stronger by several
orders of magnitude than the indirect interaction in the same
compound (tens kHz and hundreds ofHertz, respectively). As
a result, complete suppression requires application of a much
more powerful RF field. Typically, the suppressing radiation

Table. The number of linearly independent parameters N describing the
functions S2�y;j� and S4�y;j�.

Crystallographic
system

Laue
group

N�S2� N�S4�

Triclinic
Monoclinic
Rhombic
Trigonal

Tetragonal

Hexagonal

Cubic

1
2=m
mmm
�3
�3m
4=m
4=mmm

6=m
6=mmm

m3

m3m

15
9
6
5
4
5
4
3
3
2
2

45
25
15
15
10
13
9
9
7
5
4
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should be on for the entire time of detection of the signal, that
is, of the order of several milliseconds. Application of such
long and powerful pulses is one of the main technical
problems of NMR in solids, because excessively prolonged
decoupling may result in overheating and failure of NMR
probes.

In principle, continuous decoupling is based on stimulat-
ing fast transitions of irradiated spins (usually protons) from
one level to another. Consequently, the heteronuclear
dipole ± dipole interaction continually changes sign, which
produces averaging to zero [135].

To increase the efficiency of suppression of the hetero-
nuclear dipole interaction, a number of multipulse techniques
have been suggested, as happened earlier in the case of liquids.
But the methods that work well for the NMR of liquids are
unsuitable for the NMR of solids, due to differences in the
strength of the heteronuclear interaction, interference
between homo- and heteronuclear coupling, and interference
with spectral components when a sample is spun at a magic
angle.

Multipulse techniques suggested in recent years [136 ±
139] have led to substantial improvements in the resolution of
spectra of rare nuclei.

A theoretical foundation of the methods of suppressing
the dipolar interaction with protons under MAS conditions
can be provided using the mean Hamiltonian theory [139 ±
142] or the Floquet theory [143].We note that a description of
multipulse methods of decoupling from protons is a fairly
complicated task because it requires an analysis of a system of
protons interacting via the homonuclear dipole interaction.

We have to admit that, roughly speaking, any such
multipulse sequence not only suppresses the heteronuclear
dipole interaction but also affects the term of theHamiltonian
responsible for the homonuclear interproton flip-flop inter-
action. This phenomenon improves the resolution of spectra
of rare nuclei and is now known as `self-decoupling.'

We note in conclusion that the method proposed by
Stejskal, Schaefer andWaugh [87], which uses cross-polariza-
tion to improve sensitivity and MAS techniques for suppres-
sing the interaction with protons so as to improve resolution,
has become essentially the main technique for obtaining high-
resolution spectra of rare nuclei in solids.

20. Methods of reconstruction of anisotropic
interactions under MAS conditions

Spinning (rotation) at the magic angle effectively suppresses
anisotropic interactions in solids. This improves the resolu-
tion of NMR spectra and consequently increases the volume
and quality of information learnt about the systems under
study. However, anisotropic interactions carry very impor-
tant information on various characteristics of sample. To
reliably identify these interactions, it is preferable, on the one
hand, to insure that the quality of the NMR spectrum
obtained with MAS does not change considerably, but on
the other hand, that other types of anisotropic interactions
appreciably affect the spectra. Furthermore, the repeated
introduction of anisotropic interactions ought to be done
very selectively so as to separate effects of different types of
interactions. For instance, it is extremely desirable to run an
experiment that would permit observation of the dipole ±
dipole interaction between different groups of atoms with
resolved peaks inMASNMR spectra, thereby eliminating the
effect, e.g., of anisotropy of the chemical shift or of the

quadrupole interaction. We have to recognize that consider-
able progress has been achieved in this area in recent years.

One of the most popular methods of reconstructing the
heteronuclear dipolar interaction is now the method of
rotational-echo double resonance (REDOR) [144]. It is used
formeasuring heteronuclear interaction in the case of isolated
pairs of spins.

The heteronuclear Hamiltonian for isolated pairs of spins
IÿS in a MAS experiment can be written as [22]

HIS�t� � ÿ 1

2
bIS
�
sin2 b cos 2�g� ort�

ÿ
���
2
p

sin 2b cos �g� ort�
	
2IzSz ;

where

bIS � ÿ
�
m0
4p

�
gIgS �h

r 3IS

is the dipole ± dipole coupling constant. The Euler angles b
and g describe the position of the internuclear vector I ± S in
the system of coordinates coupled to a rotor spinning at the
magic angle. If the rotation proceeds at high angular velocity,
the quantity in parentheses vanishes and hHi � 0.

But if the p-pulse is applied for one of the spins at an
interval equal to half the length of the rotation cycle (see
Fig. 13), then the spin term IzSz reverses its sign. Therefore,
the signal of the spin I at the instant of detection depends on
the value of the Hamiltonian HIS. The undesirable contribu-
tion of the chemical-shift Hamiltonian is refocused by using
the Hahn spin echo.

It is questionable whether REDOR can be used success-
fully with systems of more than two spins. However,
modifications of the method have recently been proposed
that yield valuable information on the dipole ± dipole inter-
action for such systems, too [145 ± 148].

In addition to REDOR, a number of other similar
techniques are available. For instance, cross-polarization
under MAS conditions also leads to reconstruction of the
dipole ± dipole interaction and may be used for measuring its
intensity [149]. Methods are also known that allow selective
measurement of the homonuclear dipole interaction [150 ±
157], the anisotropy of the chemical shift [158 ± 160], and so
forth. Levitt et al. suggested a fairly interesting class of
sequences in which the difference in behavior of Hamilto-
nians of various interactions relative to symmetry operations
is used [141, 161, 162]. This approach generated whole
families of pulse sequences both for selective suppression
and for the reconstruction of interactions in solids under
MAS conditions.

21. Methods of computer simulation
of NMR spectra

Computerized calculations of NMR spectra are based on the
principles described above. For computer simulation, all spin
operatorsmust be converted tomatrix format. As a rule, these
matrices are written in terms of the system of eigenfunctions
of the operator Iz or, as is also known, the Zeeman system, in
which the quantization axis points in the direction of the
magnetic field B0.

Using the matrix form of spin operators allows construct-
ing the Hamiltonian and the density matrix of the spin system
required to solve von Neumann equation (11.6).
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Most interactions in solids are anisotropic and therefore
the Hamiltonian of the spin system must be converted to
tensor format. As a rule, the Hamiltonian of each interaction
l is transformed for these purposes using irreducible spherical
tensors:

Hl �
X
l

Xl
m�ÿl
�ÿ1�mR l

l;ÿmTl;m ;

where R l
l;ÿm is the spatial component of the interaction l and

Tl;m is the spin operator. One advantage of this representation
lies in the simplicity of describing the rotations of both the
spin and the spatial components of the Hamiltonian.

The Hamiltonian of the system in most of contemporary
NMR experiments is time-dependent. For instance, MAS
continuously modifies the spatial component of the Hamilto-
nian for anisotropic types of interaction. On the other hand,
the application of multipulse sequences implies that during
the time the RF field acts on the sample, the Hamiltonian of
the interaction with the RF field must be added to the internal
Hamiltonian [see Eqns (11.12) and (11.14)]. In a computer
simulation of time-dependent Hamiltonians, the entire time
of the experiment is divided into short intervals during which
the Hamiltonian is assumed to be constant. To find the
density matrix at an instant t, Eqn (11.14) is used. The free
precession signal can also be found from Eqn (11.16). In the
case of quadrature detection, the magnetization operator is
proportional to the raising operator:

Mx;y / F� � Fx � iFy ;

where Fq �
P

i Iiq and i labels spins in a spin system.
Computer simulation for powder samples requires multi-

ple reruns for different orientations of the spin system relative
to the magnetic field. The resulting signal of free induction is
the sum of the FID obtained for different orientations.

Numerical simulation of NMR spectra, especially for
spectra of large systems or for complicated pulse sequences,

severely taxes computer resources. Correspondingly, large
effort has been devoted to optimizing algorithms of such
computations. For instance, the number of orientations of a
spin system can be reduced in the computation of the spectra
of powders by using special algorithms [163 ± 167]. When an
NMR spectrum of a powder sample is computed under MAS
conditions, averaging crystal orientations over one of the
Euler angles can be combined with computations for different
time instants when the sample spins are at the magic angle
[168]. A block diagonal [32] or sparse [36] structure of amatrix
involved in the computations can be used for speeding up the
computation of exponential operators in Eqn (11.7). If the
geometry of a model spin system has translational symmetry,
then the Hamiltonian and the density matrix can be
transformed to a block diagonal form [169]. This opens
possibilities for simulating systems with a fairly large number
of spins (15 to 16) using conventional desktop computers.
Such model systems are capable of qualitatively reproducing
NMR specifics of typical nuclei, such as 1H [170, 171], which
is regarded as one of the most complicated tasks in the NMR
theory.

Specific implementations of the above-described algo-
rithms make up part of a number of programs and computer
packages [30, 31, 36, 172, 173].

22. Phase transitions in solids

NMR is long known as a method that works successfully in
studying phase transitions in crystals. First of all, because the
width of the spectrum (and its second moment) depends on
the mutual arrangement of nuclei, shifting of nuclei due to a
phase transition may cause the spectrum to change. Such a
change stemming from a shift in proton positions has been
observed, for instance, in the response to ferroelectric phase
transitions [174 ± 176]. Another possibility involves observa-
tion of the resonance with nuclei having quadrupole
moments. Because the tensor of the electric field gradient
(EFG) at a nucleus is determined by the position of the

b
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p p p p p p p p p

hHISi 6� 0

With p-pulses in channel S

t

hHISi � 0

Without p-pulses in channel S
a

pp=2

t1

I

t2

tr

S

p p p p p p

Figure 13. REDOR experiment: (a) pulse sequence; (b) illustration of the principle of the method.
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nucleus in the crystal and by the symmetry of its environment,
changes in EFG due to a phase transition appreciably affect
NMR spectra. Consequently, the resonance on nuclei with
spin I > 1=2 is a sensitive tool for fixing and investigating
phase transitions and has been used frequently in specific
problems. It is then obvious that in response to symmetry
changes under phase transitions, a jumpwise change may
occur in the quadrupole coupling constant, in the asymmetry
parameter, and in the number of spectrum components
(Fig. 14). Examples of such changes can be found in [177 ±
179].

Phase transitions involvingmelting are detected especially
reliably. Here, NMR often has no competitive techniques
because it allows observing how a liquid phase emerges in the
thinnest capillaries, in microscopic inner cavities, in thin
absorption layers, and so forth.

Phase transitions in solids may change the electron
configuration of resonating atoms, which induces changes in
the chemical shift; these changes modify and (or) rotate the
tensor of magnetic shielding. Figure 15, taken from [180],
clearly shows the changes in the shielding tensor of 77Se nuclei
under a phase transition in ferroelectric triglycinselenate
(NH3CH2COO)3H2SeO4.

Other examples of using the resonances 77Se, 1H, and 2H
to study phase transitions in solids and the structure and
properties of selenium compounds can be found in papers
published by Lundin's group [180 ± 186]. We note that much
attention is currently being paid to selenium and its various
compounds [187 ± 189] because it is used at microscopic doses
in many medicinal products, vitamins, and biologically active
compounds in order to improve the functioning of various
body systems in humans and animals. At the same time,
however, selenium compounds Ð selenites and selenates Ð
are very toxic at high dosage. But they are also quite stable in
air and readily dissolve in water, which leads to considerable
abundance in natural environments.

In recent paper by Gabuda, Kozlova, and Lundin [190],
1H NMR techniques were used to investigate the structure of
the `guest' sublattice structure in natural zeolite Ð chabazite
Ca2�Al4Si8O24�nH2O; the content of zeolite water molecules
varied widely (1:54 n4 12:8). It was shown that if n < 1:8,
then water molecules take part only in the ring diffusion in the
vicinity of Ca2+ ions localized in sixfold alumosilicate rings of
the structure, but if n > 1:8, translational diffusion of H2O is
observed. The modified mobility behavior is thought to
originate with some of the exchange cations Ca2� leaving
ion traps and forming aquacations �Ca�OH2�x�2� inside
zeolite cavities. The bimodal nature of localization of water
molecules and Ca2� ions occurs in the water content range

from about 2 to about 8.5. A concentration-induced phase
transition was observed to occur at n1 � 8:55; it is connected
with structural ordering in the guest subsystem formed of
aquacomplexes �Ca�OH2�4�2�. A similar transition at
n2 � 10:25 stems from the formation of �Ca�OH2�5�2�
complexes. Potential barriers to the diffusion of water
molecules in chabazites with various water concentrations
were calculated: U�n�6:5�� 25�4 kJ moleÿ1, U�n�9:4��
U�n�12:0� � 32� 4 kJ moleÿ1.

23. NMR in solutions of inorganic salts

The properties of aqueous and alcoholic solutions of
inorganic salts were studied by Zorin, Lundin et al. using the
NMR of various nuclei [191 ± 201]. Characteristics of solu-
tions in the liquid state were studied in a wide range of
temperatures. Furthermore, a special technique was devel-
oped for working at low temperatures, which allowed study-
ing solutions in glassy, crystalline, and metastable liquid
states, as well as transitions between these states. It is well
known that practically any liquid can be transformed to a
glassy state by choosing an appropriate cooling rate. In [200],
paramagnetic solutions of nickel chloride and diamagnetic
solutions of aluminum chloride were studied. Glasses were
obtained by dipping an ampule with a solution into liquid
nitrogen for 10 ± 15min. The glassified solutions were visually
transparent, in contrast to polycrystalline samples obtained
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Figure 14. A phase transition in KD2AsO4 recorded using quadrupole
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by slow cooling of the same solutions. By slowly heating
glassified samples, it was possible to observe an abrupt
change (by a factor of several dozen!) in the width of the 1H
NMR spectrum at the temperature � 170 K resulting from
the transition in the solution from a `rigid lattice' state to a
liquid (metastable) state.

In [191 ± 193, 195, 196], proton NMR relaxation was
applied to study the process of the formation of complexes
in solutions of various paramagnetic salts containing divalent
ions of cobalt, nickel, copper and manganese, in the presence
of aprotonic diamagnetic anions Clÿ, Brÿ, SO2ÿ

4 . The results
obtained allowed evaluating the composition of the nearest-
neighbor hydration spheres of paramagnetic ions and the
effect of diamagnetic cations on the composition of hydration
shells and on the rate of NMR relaxation in solutions.

In [202], an NMR investigation was conducted of
solutions of paramagnetic salts in liquid, supercooled, and
glassified states. Activation energies of rotational mobility
and relaxation times of aquacomplexes were measured, as
was the mean distance between the paramagnetic ion and the
nearest proton for six paramagnetic ions, including Pr3�,
Ce3�, and Sm3�.

In [195], a technique was proposed for studying the
structural and dynamic parameters of systems with hydro-
phobic hydration in the low-temperature glass state. Studied
with this technique were aqueous solutions of ethyl alcohol in
the presence of lithium chloride, and a number of structural
and dynamic parameters of this system were determined.

Lundin and coworkers studied the proton exchange rate
in solvates of alkaline metals using 17O NMR in water and
methyl alcohol [197]. Currently, many papers [203 ± 205]
constructively operate with the concept of positive and
negative hydration. A clearly pronounced positive hydra-
tion, under which the mobility of water molecules in the first
sphere of the hydration shell of ions reduces in comparison
with their mobility in free water, manifests itself in the case of
singly charged ions only for Li� and Fÿ. The negative
hydration producing the opposite effect on the mobility of
water molecules for singly charged cations is best pronounced
for Cs�.

The 17ONMR is a uniquemethod of direct observation of
the proton exchange between solvent molecules. At the same
time, experiments [197] demonstrated that the 17O NMR
spectrum in the magnetic field of 4.7 T can be reliably
recorded in various solutions with a natural abundance of
the 17O isotope for a limited volume of the sample.

The rates of proton exchange as functions of concentra-
tion and temperature for singly charged ions in aqueous and
methanol solutions and in their deuterated analogs obtained
in the project showed that the proton exchange with Li� ions
in solutions is substantially hampered compared to solutions
that contain Cs� ions.

The rates of proton exchange yielded by 14N and 1HNMR
techniques were also analyzed in solutions of ammonium
chloride with added hydrochloric acid [198]. The choice of
14N NMR in this study proved to be preferable to using 15N
NMR. Especially interesting results on the proton exchange
rate were obtained for the �NH4�� ion with the isotope
substitution 1H! 2H.

24. `Magic echo.' Time reversal in spin systems

J Waugh's monograph [51] gives a thorough enough treat-
ment of phenomena mentioned in the title of this section. The

possibility of `time reversal' in spin systems was first pointed
out by Schneider and Schmiedel [206]. It was shown that if the
interval t in the WHH-4 sequence is slightly modulated (see
Fig. 5), then the mean Hamiltonian ceases to vanish in the
zeroth order but is given by the expression

H
0
d � d

t
H

y
d :

We note that the coefficient d=tmay be equal to zero but may
also be negative. By varying d, this coefficient can be changed
from 1 to ÿ1=2. The efficient Hamiltonian correspondingly
varies in the interval

H
y
d $ 0$ ÿ 1

2
H

y
d :

Waugh's group showed in [51, 71] that there are other,
simpler ways of obtaining such intervals of variation of the
mean Hamiltonian. It is also possible to observe the decay of
FID, which is essentially different from the one discussed
above. With the mean Hamiltonian �ÿ1=2�Hy

d , the decay is
twice as slow and is reversed in time! What can be experimen-
tally observed then? The p=2-pulse is followed by a conven-
tional decrease in FID; then, as the pulse sequence is imposed
with the Hamiltonian �ÿ1=2�Hy

d , the process starts in the
reverse direction relative to the instant t � 0 (Fig. 16). After
the end of the pulse sequence, the system again evolves in the
forward direction and a spontaneous `magic echo' is
produced because the system proceeds at this instant quite
spontaneously, not being subjected to any external stimulus.

This result is rather surprising. The spin system is a
thermodynamic object and is well described by a set of
thermodynamic parameters: temperature, entropy, etc. Any
process of relaxation of a thermodynamic system to equili-
brium is accompanied by an increase in entropy and is
irreversible. It appears that the main mechanism of this
relaxation is spin diffusion. But diffusion is irreversible in
time, i.e., substituting ÿt for t does not reverse the process.
Hence, the mechanism of generation of the magic echo is not
clear at all. In fact, attempts to interpret it were considered in
[10, 51, 207, 208]. Abragam and Goldman [207] wrote that
`magic pulse sequences' have a supernatural property of
reversing the effective sign of the Hamiltonian, which is
equivalent to time running in reverse. These authors only
remark, without analyzing the physical meaning of the
phenomenon of magic echo, that it does not contradict the
spin temperature hypothesis.

We mention in conclusion that the magic echo is used to
extract certain specific information in many experimental
techniques [29, 208].

t

G

Mx

Figure 16.TransversemagnetizationMx of a sample as a function of time t.
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25. NMR lineshape and the shape of spectra
of other correlation functions
in diamagnetic rigid-lattice crystals

The shape of NMR lines in diamagnetic crystals with a rigid
lattice has attracted the attention of many researchers ever
since the first experiments. It was indeed surprising that the
lineshape is not Gaussian while the corresponding time
response (decay of free precession signal) is oscillatory. The
lineshape problem, like any many-body problem, does not
have a simple theoretical solution.

Abragam [8] showed that a satisfactory description of the
FID is a convolution of the rectangle with theGauss function:

F�t� � exp

�
ÿ a 2t 2

2

�
sin bt

bt
: �25:1�

This behavior of the FID is observed in CaF2 and other
crystals [209]. According to the newest higher-accuracy
measurements [210], the zeros of the FID are not equidistant
and the decay curve at large times is simply exponential.

Lundin and Provotorov suggested [211] that the oscillat-
ing functions in (25.1) or those described in [210] originate in
the nearest neighborhood of the selected spin, and the
decaying part originates in remote spins. This model was
further developed in [209, 212 ± 215].

The most success so far in calculating the NMR lineshape
and spectra of other correlation functions has been achieved
with the self-consistent fluctuating field approximation
(SCFF) [216 ± 223]. Descriptions of spin dynamics in a local
field whose variation in time is described by a random process
trace back to the work of Anderson and Kubo [8, 224].
Provotorov et al. [225, 226] applied this approach to solve
the NMR lineshape problem in a rigid lattice. The character-
istics of random processes in these publications were imposed
by physical arguments and self-consistent equations for
temporal spin correlation functions [227 ± 230] were
obtained by other methods. Nonlinear integral equations
derived in the SCFF approximation allowed determining the
temporal correlation functions and their spectrum and
producing numerical results that describe numerous experi-
ments in homo- [218 ± 220] and heteronuclear systems [221 ±
223] and the shape of spectrumwings. A correct description of
these wings holds special interest for the interpretation of
processes of reaching equilibrium in spin systems consisting
of subsystems (reservoirs) that differ greatly in resonance
frequency and for the correct procedures of experimental
determination of moments of the NMR spectrum (see
Section 18).

26. Conclusions

This paper outlines the fundamental physical basis and
describes the more important areas of application of nuclear
magnetic resonance in physics and chemistry. A review is
given of the most important research in the field and of
applications of NMR for studying the structure, dynamics,
and other properties of solids and liquids.

We discuss the main experimental NMR techniques used
to study the properties of condensed systems, including
relaxation NMR, the method of moments, high resolution
in solids, resonance of rare isotopes, magic angle spinning,
two-dimensional and multiquantum Fourier spectroscopy,
and other variants of the method. NMR is characterized as

one of the most important methods for studying the
composition of matter, its molecular and crystalline struc-
ture, and the internal mobility of atoms and molecules in
solids and liquids.

In addition to reviewing the work of the more important
authors in Russia and abroad, considerable attention is paid
to describing the results of research carried out by the authors
of this review. It was shown, among other things, that the
method of moments combined with optimized experimental
techniques allows the determination of the relative coordi-
nates of light nuclei in crystals, with an accuracy comparable
to the results of neutron diffractometry. Because these are two
independent physical methods, a comparison of the results
obtained helps to single out a number of subtle differences in
establishing internuclear distances, vibrations of nuclei
around their equilibrium positions, etc.

The study of phase transitions in solids established the
mechanism of spontaneous polarization in ferroelectrics of
the potassium ferrocyanide family; it was shown that a
structural phase transition occurs at a certain concentration
of adsorbed water in chabazite zeolite; the possibility of
accurately determining the transition temperature from
changes in the chemical shift of spectral components was
demonstrated using selenium compounds as an example.

It must be said in conclusion that writing a review that
would contain a detailed description of the physical founda-
tions of nuclear magnetic resonance and that at the same time
would mention all available practical techniques is a hopeless
endeavor. To make matters worse, NMR is currently going
through a stage of rapid progress: many hundreds of papers
appear each year reporting both enhancements and improve-
ments of NMR methodology and practical applications of
NMR for research in physics, chemistry, the medical sciences,
and biology. For this reason, we paid practically no attention
to such areas of NMR as the high-resolutionNMRof liquids,
research in the medical sciences and biology, or NMR
tomography. Currently, NMR in liquids is one of the most
informative methods in chemistry and as much can be said
about NMR applications in biology. NMR tomography has
become extremely widespread in recent years in medical
sciences. Obviously, the above-mentioned technologies are
in fact mature branches of science and deserve individual
description.

It is also worth pointing out that NMRmethods are often
very useful in totally new fields of research. For instance,
NMR is actively regarded now as a basis for future quantum
computers that may bring about a revolution in computer
technologies.

This research was supported by the RFBR grants 06-02-
07008 and 06-03-32297.
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