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Nuclear explosions as a probing tool
for high-intensity processes
and extreme states of matter:
some applications of results

V A Simonenko

1. Introduction
Nuclear explosions, along with releasing massive amounts of
energy, involve high initial density and intense fluxes of
neutron, gamma, X-ray, and electromagnetic radiation, as
well as intense radiation, fluid dynamic, electromagnetic, and
seismic processes Ð all this providing a way to study
phenomena previously beyond our reach. One example is
the self-similarity property of the shockwave flow [1 ± 3]Ðan
important feature of the evolution of high-power explosions
in gases, which was already discovered when the first air
nuclear explosions were being prepared and carried out and
which was later observed and used in laboratory experiments
(for example, in the energy diagnostics of high-intensity laser
pulses [4]) and in interpreting explosion phenomena in
astrophysics.

For explosions of a sufficiently high intensity, assuming a
power-law temperature dependence of the heat conductivity,
the self-similarity property is also found at an earlier, thermal
stage of energy transfer [5, 6]. Such processes occur when
radiation and matter have already thermalized but gas-
dynamic energy transfer is still negligibly small. The modes
of behavior at this stage also carry information about the
nonlinear heat conduction properties of the matter involved.
Preceding the thermal stage is that of the nonequilibrium
propagation of radiation (which was analyzed in [7] for air
explosions). The explosion evolution in the air involves a
number of gasdynamic, thermal, and optical processes (see
monograph [6] for a review), many of which were invoked to
justify and apply the methods with which the energy of air
explosions was measured.

In Russia, the transition to underground explosions in
1964 posed new problems but also improved opportunities
for physical research in the field. Although they share some
similar stages with their air counterparts, underground
explosions are different in both scale and the underlying
physics.

During the period of air tests, only one on-site
experiment Ð the physics experiment of 1957 Ð was
successfully carried out using high-intensity processes for
research purposes [8]. With underground explosions, a
similar research was begun in our institute in the first on-
site experiments and continued until the last test in 1989.
The present author has been privileged to have participated
in setting up, performing, and interpreting most of these
experiments.

This research stimulated efforts to develop theoretical
models and mathematical software tools for describing

extreme states of matter and high-intensity pulsed pro-
cesses Ð work that was paralleled by special-purpose on-site
experiments designed to test models and their mathematical
realization and to accumulate experimental data. In this way,
a science technology including theoretical work, mathema-
tical simulation, and associated experimentation tools and
facilities was developed and subsequently further improved,
adapted, and applied to new classes of phenomena, such as
the interaction of high-power laser beams with matter, the
acoustic collapse of microbubbles, high-intensity magnetohy-
drodynamic processes, and explosion phenomena in astro-
physics.

In this talk, the use of explosions as a tool for exploring
high-intensity processes and probing the properties of the
media involved are briefly described, together with advances
in developing theoretical models, and two examples are given
to show how other fields can profit from the science
technology developed. The first example presents some
results on how the threat of small bodies from space
(asteroids or comets) hitting Earth can be prevented by
using explosions to change their trajectories or to disperse
them. The second example discusses a mechanism that
governs the propagation of a burning wave on the surface of
an accreting neutron star and explains the front modulation
of first-type X-ray bursts in low-mass binary systems.

2. General characteristics of explosions
and the methodology for their study
The most important features of nuclear explosions are that
they are highly localized (typically within dozens of centi-
meters to several meters) and release huge amounts of energy
at a very fast rate (time scale ranging from a few nanoseconds
to fractions of a millisecond), with the mass of energy-
releasing regions ranging from a few to hundreds of kilo-
grams. The amount of energy released in a nuclear reaction
can be larger than� 1MeV per nucleon. Although the energy
density averaged over the masses of the energy-releasing
regions is lower than that, the matter can reach the
temperature 10 keV or more as the energy of the reaction
products is transferred to the surrounding atoms. The total
explosion energy E0 varies widely, from fractions of a kiloton
to several megatons TNT equivalent (1 kt � 4:18� 1012 J).
Because of the high initial temperature, the transfer of the
released energy into the surrounding medium first occurs due
to radiation. In parallel with this, nonequilibrium neutron
and gamma-ray transfer processes operate, which can hinder
but can also facilitate doing experiments of high informative
value. We note that despite the high energy release density,
the energy-releasing regions and the explosive device and its
operation supporting system have finite sizes, often compar-
able to the linear scale of the processes under study (or in use)
and must therefore be taken into account in describing the
phenomenon.

Underground explosions were carried out in horizontal
galleries and vertical holes (see, e.g., Ref. [9]), the burial depth
of the charge varying from hundreds of meters to several
kilometers, and a specially developed technology ensured the
radiation and seismic safety of the experiment. The measure-
ment program was varied on an experiment-to-experiment
basis. A special concern was that the conditions at the
location of the charge be optimized for conducting the
study. While the horizontal scenario is more convenient in
this respect, it involves constructing underground workings,
drilling holes for instruments, mounting detectors, and
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deploying measurement systems and communication chan-
nels, which increases the expense. With hole experiments,
measurement opportunities were comparatively more lim-
ited. In this case, only a limited volume of main holes or,
occasionally, of narrow instrument ones was available for
mounting the equipment. Experimental setups were
assembled on the ground before being lowered to the
detonation position together with the explosive device.

In terms of methodology, the following major compo-
nents can be identified in the study of underground explo-
sions. For the major processes involved, new physical models
were developed or already existing ones were used. Often, a
complex problem was broken into stages. Based on such
models, systems of equations were determined to describe
both individual processes and the phenomenon as a whole,
and possible initial and boundary conditions were chosen,
thus providing standard input data for developing numerical
solution algorithms and the corresponding software (with a
view to using high computational power). A key aspect of the
program was the accumulation of theoretical and experi-
mental data and of software tools for their processing,
systematization, and use. Paralleling this were improvements
in the relevant physical and mathematical models and
programs describing themajor processes observed in the tests.

Simultaneously, benchmark experiments were conducted
on-site to test the models used, to gather more data, and,
ultimately, to justify and further develop the research
technology, with the experimental design usually chosen to
create as favorable conditions as possible for carrying out
specific experimental programs. In many cases, in the
preparation of a benchmark experiment, additional experi-
mental researchÐ either in laboratory or as a spinoff of other
on-site explosions Ð was conducted. For all experiments,
sufficient computational and theoretical support was pro-
vided. Often, benchmark experiments themselves served as
preparatory stages for the next generation of experiments.

3. Radiation stage of an explosion
As noted in Section 2, at the early stage of a nuclear explosion,
the high-rate high-density energy release from it results in
energy transfer by hard (X-ray) electromagnetic radiation
even in a dense condensed medium. In this process, the
following successive phases are distinguished. The first
phase is that of spectral transfer. Next, radiation and matter
come to equilibrium with one another and radiative heat
conduction dominates. In this phase, the front of the heat
wave is bordered by a small region in which, even though
spectral transfer still exists, it has no effect on the dynamics of
the process. For regions close to the center, there exists a time
interval during which radiation energy dominates over that of
matter.

For sufficiently high values of the explosion energy, the
phase of nonlinear radiative heat transfer may be the longest-
lasting one in the list, and it is therefore worthwhile discussing
it in some more detail. For explosions as powerful as this, it
can be considered that energy is released instantaneously at a
point. A further assumption of a power-law dependence of
the heat conductivity on the temperature allows the self-
similar solution to be used in making the estimates [5].

Early theoretical calculations of the nonlinear heat
conductivity (specifically, for astrophysical purposes) used
the Rosseland procedure (see, e.g., Ref. [6]) to obtain the
average radiation length. While astrophysical media are
typically dominated by Compton scattering and bremsstrah-

lung processes, the analysis of nuclear explosion processes
strongly suggested that bound-bound transitions should be
taken into account, an understanding which to a large extent
came due to the on-site experiment of 1957 [8]. As a result,
sufficiently accurate quantum-statistical models were devel-
oped for predicting the Rosseland mean free path [10]. By the
time of the first underground explosions, a regular supply of
this kind of data was established. The 1983 special-purpose
experiment [8] highlighted the need for further work to
improve the theoretical models used. Although the Rosse-
land mean free path depends on the temperature nonmono-
tonically in general, the power-law assumption is quite
suitable for purposes of estimation.

With these aspects in mind, we return to considering the
heat wave. As the wave propagates, its intensity decreases and
its front slows down, and at certain distances acoustic
perturbations, due to the temperature gradient and inhomo-
geneities present in the core regions, start to catch up with the
front, resulting in the shock front formation and a change
from the thermal (T) to the gasdynamic (G) mechanism of
energy transfer. Based on the self-similar solution of the heat
conduction problem and equating the heat wave velocity to
the speed of sound to define the regime changeover, the
characteristic linear scale rT!G for the changeover is found
to be

rT!G � b�n; g�
�

K 2
0E

2nÿ1
0

B 2�n�1�r 2n�2m�1
0

�1=�6nÿ1�
:

Here, it is assumed that the matter obeys the ideal gas
equation of state P � BrT; the Rosseland mean free path is
l � l0T

nÿ3=rm; the constant in the nonlinear heat conductiv-
ity coefficient is K0 � 4l0ca=3; c is the speed of light; and a is
the constant in the expression for the thermal radiation
energy density, eth r � aT 4. The dimensionless factor b�n; g�
depends on the dimensionless parameters n and g. For rock
materials, the characteristic scale is typically
rT!G [cm] � 20

ÿ
E [kt]

�0:315
. As is shown in what follows, it

turns out to be compatible with the characteristic size of the
gasdynamic motion region at the explosion (see the table).
Therefore, viewed from the gasdynamic standpoint, high-
power explosions in dense media cannot be considered
pointlike.

We recall that for real media, the radiation mean free
path depends on temperature in a much more complicated
way. In central regions, the radiation energy density may
exceed that of matter, suggesting that numerical simulation
is needed to obtain a more rigorous description of these
processes. Figure 1 presents model calculation results
showing the evolution of the heat conduction stage and its
transition to the gasdynamic stage for an instantaneous
point-like explosion of 100 kt in quartz-containing rock of
the initial density 2.65 cmÿ3. Panel (a) shows the temperature
profile evolution. It is seen that at temperatures
T � 3ÿ2:5 keV, the heat wave changes its profile shapes
from originally gentle to steeper, stepwise ones, the result of
the effective heat conductivity changing at the transition from
the radiation-energy- to matter-energy-dominated states. At
temperaturesT � 1:5 keV, the shock wave starts to form, as is
clearly seen in panel (b) of Fig. 1, which shows density profiles
at different times. It may be considered that the shock wave is
completely formed by the time the front arrives at the radius
� 65 cm. This is less than the estimates obtained from the
above formula (see the table) because the wave changes its law
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of motion at an earlier stage of the explosion, as was noted
above.

In many cases, the finite dimensions of an explosive
system, rNE, and the size rNg of the inhomogeneities intro-
duced during the preparation of the experiment are compar-
able to or even greater than rT!G, further emphasizing the
need for numerical calculations. For research purposes (for
example, in shock compressibility or opacity studies), `flat' or
`cylinder' symmetric arrangements were found to be more
convenient to arrange. Such experiments used very different
installation configurations from possible simplified one-
dimensional schemes, making real processes quite difficult
to describe. To check the validity of such processes, addi-
tional theoretical models and experimental data were used.

The principal results of the study of the early stage of high-
energy explosions were that (1) the conditions to optimally
ensure the predicted development of processes at the
gasdynamic stage were selected; (2) the best suited experi-
mental settings for measuring nonlinear heat conduction

properties and ultrahigh compressibility in the heat wave
bordering region were selected; (3) newmeasuring techniques
were developed; and (4) major explosion characteristics were
measured.

4. Gasdynamic stage of an explosion
The change of energy transfer regime primarily shows up in a
shock wave starting to form ahead of the heat wave front,
whose intensity is subsequently maintained by the energy
transfer from the expanding hot matter to cold matter in the
region of adiabatic motion. Furthermore, from this point on,
the hotmatter itself is adiabatically unloaded as it expands. In
dense media, the shock-front pressure can reach values of
several hundred terapascal (a terapascal is a billion pascals).
As the wave propagates, its intensity decreases, and at a
sufficiently large distance from the center, the wave front
speed D starts approaching a certain effective speed of sound
in themedium, c0, which can be regarded as the limit value for
the speed of bulk waves. Closer than this, condensed media
behave as compressible matters, for which reason this stage is
frequently referred to as gasdynamic, and dense medium
compressing explosions, as strong.

For an explosion of energy E0 in a medium of the initial
density r0 and the effective speed of sound c0, the linear scale
of the region of gasdynamic motion is the quantity
rd � �E0=r0c

2
0 �1=3, often referred to as the dynamic explosion

radius, and the time scale can be taken to be td � rd=c0. The
time scale for the heat stage is much shorter than td, and
therefore, if matter in the inhomogeneity production region
has enhanced heat conduction properties (due to poorly filled
cavities, for example), then the explosion energy can be
considered to be released instantaneously in a certain
effective (energy-release) region whose scale rE is equal to
rT!G or rNg, whichever is larger. This makes calculations for
the gasdynamic stage easier in some cases. In more complex
cases, however, an accurate description of gasdynamic
processes requires that the major inhomogeneities created in
carrying out experiments should even be taken into account at
the early stages of the phenomenon.

For a sufficiency large region of gasdynamic motion to
form in the surrounding medium, the scale rE must be much
smaller than rd. The above arguments apply equally to
gaseous and condensed media; however, although the
dynamic radius rd is formally defined in the same way for
gases and dense media, there is a fundamental difference
between them that influences how the processes involved
occur. For condensed media, at not very high temperatures
characteristic of the adiabatic stage of the explosion, equa-
tions of state (i.e., the dependence of the pressure P and
internal energy e on the density and temperature) can be

Table

Parameter

Medium

High-phase density r0,
g cmÿ3

Initial density r00,
g cmÿ3

Speed of sound c0,
km sÿ1

Dynamic radius rd,
m ktÿ1=3

Regime changeover
radius rT!G, m
for E0 � 1 kt

Air
Water
Rock salt
Quartzite
Granite
Dolomite
Aluminum
Iron

1
2.16
4.21
3.64
2.84
2.7
7.85

1:3� 10ÿ3

1
2.16
2.65
2.56
2.84
2.7
7.85

0.365
1.5
3.9
9.15
6.33
5.25
5.20
3.80

289
12.3
5.03
2.28
3.06
3.63
3.85
3.33

4.7
0.34

� 0:19

� 0:17

� 0:18

� 0:14

� 0:11

6
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Figure 1. The temperature (a) and density (b) profile evolution for a model

explosion with E0 � 100 kt in a quartz-containing medium with

r0 � 2:65 g cmÿ3.
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written as a sum of cold (c) terms (due to the elastic
interaction of atoms) and thermal terms,

P � Pc�r� � PT�r;T � ; e � ec�r� � eT�r;T � :
Equations of state for gaseous media contain no cold

terms, the quantity c0 is determined only by thermal motions,
and the product r0c

2
0 is, up to a constant of the order of unity,

the initial thermal pressure. Importantly, the deviation from
self-similarity is due to the effect of the initial pressure of the
gas ahead of the wave front. In condensed media, the value of
c0 is determined by quantum mechanical interactions, the
density of matter is significantly larger than in gases, and the
product r0c

2
0 greatly exceeds the initial static pressure. The

dynamic explosion radius in dense media can be dozens or
even hundreds of times smaller than that in gaseous media
(see the table). The initial ahead-of-the-wave-front pressure
can still be left out of account, and the deviation of the self-
similar solution is determined by the presence of `nonideal'
terms in the equation of state. For explosions in dense media,
the condition that the scale rE is smaller than rd becomes a
more acute problem. Indeed, because this condition cannot be
satisfied for some values of the explosion energy, special
measures were taken to decrease rE when preparing experi-
ments to study gasdynamic processes.

Some types of rock, in particular, quartz-containing ones,
demonstrate very clear and kinetically very complex poly-
morphism when shock-loaded. Experimental studies of this
phenomenon, including those using on-site experiments, have
been ongoing formany years, but it is only in recent years that
satisfactory models have been developed. Early work was
limited to the effective description of flow in high-density
phases, a region where the large values of the parameters r0
and c0 further reduced the region within which interpretable
results could be obtained.

The table in Section 3 presents the initial values and
estimated scales of rd and rT!G for some typical rocks, for
air, and for water. Also included for comparison are similar
values for aluminum and iron, although their use as host
media is unlikely to be economical.

We consider the abstract problem of an instantaneous
point-like explosion in a dense medium. The solution of this
problem exhibits a region in a certain neighborhood of the
explosion center in which the shock wave flow can to good
accuracy be treated as self-similar (with wave front pressures
close to the limiting ones) and whose size is� 0:1rd for typical
media. We now restate the problem by considering a point-
like explosion in a medium with nonlinear heat conduction as
the energy transfer mechanism at large energy densities. The
transition of the gasdynamic transfer mechanism then occurs
at rT!G � �0:06ÿ0:09�rd according to the table. In some
artificial media, the ratio rT!G=rd can be somewhat less than
that, but even then it is sufficiently large, thus leaving us with
two distinct stages, heat-conduction and gasdynamic. We
note that the timescale of the heat conduction stage is very
small, and therefore, to a certain approximation, gasdynamic
flows produced in strong explosions can be treated by
assuming that energy is reloaded instantaneously in a region
comparable in size to the radius over which the transfer
mechanism changes. We are actually dealing with the
problem of an instantaneous non-point-like explosion.

Therefore, developing detailed theoretical models of
individual processes to describe the explosion phenomenon
as a whole requires a high enough level of software power,
accurate information of the thermodynamic and heat con-

duction properties of materials and media, and vast experi-
mental and theoretical databases.

In the experimental studies of shock-wave flows created in
the explosion, not only integral parameters but also local
parameters Ð the ones characterizing its intensity Ð were
used to verify physical models and mathematical codes. The
shock wave itself was used to directly study the shock
compressibility of various materials, including rocks from
the explosion site (see Section 5).

Two other areas of computational, theoretical, and
experimental explosion research were related to two classes
of two-dimensional gasdynamic flows in dense media. One
area was the study of how the shape of the shock wave front
evolved in time following its initial distortion by inhomogene-
ities in central regions bordering the energy release region. It
turned out, in particular, that for typical rocks, the 2 : 1, 3 : 1
prolate shape of the front in the rT!G region becomes less
prolate and changes phase with increasing distance, resulting
in an oblate shape. However, while the front shape becomes
less distorted as the wave moves away, still the distortions do
not disappear, even far away at the boundaries of the
gasdynamic region. The second area was concerned with
shock shape distortions due to the presence of filled channels
that were involved in experiments either for technological or
research optimization purposes. In some cases, the shock
wave had to be made to lag behind in the channel, in others,
on the contrary, to take over (for example, in the gamma
benchmark technique). In some experiments, accurate mea-
surements of the wave front shape were performed and
compared with the results of detailed calculations. These
studies, in addition to solving specific problems, were
instrumental in the development and improvement of algo-
rithms and codes used to describe two-dimensional gasdy-
namic flows.

5. Exploring the properties of matter
The transition to underground explosions naturally led to
the idea that the high-intensity processes they involve might
be used to probe the properties of matter in extreme states
unachievable in laboratory Ð the first candidate process
being of course a shock wave propagating in the ambient
medium. By that time, experience had already been gathered
in studying shock compressibility using shock waves
produced by condensed explosives [11], and extending the
existing methods to high pressures difficult or impossible to
achieve in laboratory experiments was a natural step to
take.

The need for such data was driven by the search for wide-
range equations of state that were required, in particular, for
describing explosions in dense media. In the early 1960s,
equations of state were developed based on either data from
laboratory experiments (in the region of relatively low
pressures, Ref. [11]) or data from the quantum-statistical
Thomas ±Fermi model (high pressures, Ref. [12]). Later, in
describing the electronic component of the system, Russian
researchers started using N N Kalitkin's [13] revised quan-
tum-statistical data with regular quantum corrections. To
include the ionic contribution, the one-component plasma
approximation was typically used, in the form of a relation
proposed by V P Kopyshev [14]. A rather big gap remained
between experimental and theoretical data, where no data
were available. A sufficiently strong shock wave from an
underground explosion was quite capable of bridging this
gap.
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The most convenient way to conduct this kind of
research was by employing the method of reflections, in
which the shock wave passed successively through a plate of
a reference substance and one of the material under study.
Compounding the situation, however, was the lack of high-
pressure reference data, which often restricted measure-
ments to those of relative compressibility. For conducting
underground studies, new experimental arrangements and
detection schemes were designed and new types of detectors
were developed. We note that because of quite favorable
background conditions, many measurements used electric-
contact sensors, as did many shock-wave experiments then
performed in the country. The first, but nevertheless full-
scale, experiment of this type was already conducted at our
institute in 1966 [8]. The ability to work with big samples
provided the additional possibility of accurately measuring
the dynamic susceptibility of porous materials and mixture
compositions [15].

Shock-wave studies using a wave in a medium are only
feasible if the gasdynamic region is sufficiently large, that is,
at high-yield explosions. Such experiments are expensive and
relatively rare. Traditionally, they were mostly conducted at
the VNII (All-Union Research Institute) of Experimental
Physics, first with L V Al'tshuler and then with R F Trunin
directing the shock-wave research as described above [16].

Along with just expanding the pressure range of shock-
wave studies, long-base measurements proved to be a
valuable option and were successfully used in a series of on-
site experiments to study the kinetics of polymorphic
transformations in quartz [17]. It was shown that the
transition of quartz into a high-density phase in on-site
experiments causes the shock wave to bifurcate, something
that does not have enough time to occur in small laboratory
samples. Also, the precision measurements of the shock-
wave speed in a number of on-site experiments on quartz
revealed that the melting of quartz affects the way in which
the wave attenuates with distance. These data, together with
the results of precision laboratory experiments, are used even
today to better describe the behavior of quartz in dynamic
processes [18]. Experiments were alsomade to study graphite-
to-diamond transformations.

To explore shock compressibility at the extremes of high
pressure, it was suggested at VNIITF to use flows in the layers
bordering the rT!G region. The level of pressure in such layers
is always determined by the transition of the heat wave to the
shock wave, and hence, by manipulating the transition
temperature, waves of various intensities can be obtained.
At the highest temperatures, the shock waves can reach their
limit intensities P0 1 Gbar, whereas by lowering tempera-
ture, waves of medium intensity P � 10ÿ100 Mbar can be
obtained at relatively large distances from the energy source.
It turned out that, paradoxical as it may seem, doing research
in this way is even easier at very high pressures than at high-
yield explosions. However, a number of problems had to be
solved first. Because this scheme places measuring units at
small distances from the charge, protection from the neutron
and gamma backgrounds must be provided, and because,
further, contact sensors do not operate under such condi-
tions, a special time-interval measuring technique was
developed that optically determined the arrival times of the
shock wave at the control levels. The technique used specially
designed channels to detect light flashes that occur when the
wave front arrives at the dense matter ± gas interface. Because
of the smaller scale of the phenomenon, smaller samples had

to be used, increasing measurement accuracy and detection
system requirements. Precisely this scheme provided high-
precision compressibility data on a number of materials for
the region close to applicability limits of quantum-statistical
models.

It became clear to us in the 1970s that this pressure range
needed to be studied experimentally. Although the models of
matter being developed at the time were still rather simplistic,
they clearly identified electron shells as a factor that could
have an effect on the properties of matter close to this
boundary, the size of the effect varying widely Ð and in
some cases being very large Ð depending on the model
used [19]. Therefore, in parallel with developing experimen-
tal techniques and preparing the master experiment, theore-
tical models were revised and improved [20, 21]. Data from
this work were used as a reference when deciding on the goals
and methodology of an on-site experiment. The 1983 master
experiment produced high-precision relative compressibility
data, at record pressures of hundreds of megabars, for the
FeÿAl, FeÿPb, and PbÿFe pairs, with eight data points
for each (the first metal in the pair is a reference one).
Besides, additional data for these substances, as well as for
water and quartz, were obtained in preparatory experi-
ments, which confirmed that shell effects need to be studied
more carefully. The choice of iron as a reference was also
successful in allowing a sufficiently accurate determination
of normal shock adiabats for aluminum at P � 40 ±
250 Mbar and for lead at P � 80ÿ500 Mbar; the adiabats
were found to oscillate with respect to the quantum-
statistical dependences [22, 23].

Data on mean free paths in Al and Fe, also obtained in
this experiment, suggested that the results from quantum-
statistical models needed to be corrected Ð in particular, by
as much as� 20ÿ30% in the temperature range 0.7 ± 1.5 keV
at the density 1 g cmÿ3 [8, 23].

Along with gasdynamic processes, neutron fluxes pro-
duced by nuclear explosions were also used in shock-wave
studies. An example is the gamma benchmark method, which
consists in measuring the speed of a substance (aluminum)
behind the shock front at the pressure about 10 Mbar. The
method involved introducing pellets with europium into the
aluminum block [europium nuclei have an enhanced �n; g�
cross section for neutrons with an energy en 9 100 eV] and it
was suggested setting up the experiment such that the arrival
of the shock and the neutron deceleration to the required
energies be synchronized in the measuring block region.
Detection was performed by using plane collimators
mounted parallel to the shock-front surface moving in the
sample (shock wave motion in the aluminum block was
created using a magnesium-filled channel with the property
that a wave propagating in the channel took over the wave in
the surrounding medium). Data from this method confirmed
that using iron as a reference is quite appropriate for the
lower-pressure range of the relative shock compressibility
measurements of aluminum [24] that were performed to
assess the shell effects.

The generation of shock wave motion was yet another
application of intense neutron fluxes. For this purpose, a
plate of a fissionable material was introduced into experi-
mental assemblages that were placed in such fluxes. Such
measurements were made as part of experiments to study the
discharge of heated matter and the associated shock wave
motion. In particular, American researchers used (and we
tested experimentally) a method which employed theDoppler
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shift of neutron absorption resonances to measure the mass
velocity behind the shock front [25]. Unfortunately, this
method proved to be rather inaccurate.

As an example of the use of shock wave processes for the
comprehensive study of matter properties, Fig. 2 shows the
experimental data on the shock compressibility of Al
obtained by our group and by VNIIEF [16] and American
[26] researchers. For comparison, data from theoretical
models are given. (We note that our results include precision
data for the regionswhere the effect of the first electron shell is
important.)

To summarize, nuclear explosion experiments provided
the following data:
� the shock compressibility of a number of dense and

porous materials and mixture compositions at pressures that
are hard, if not impossible, to achieve in laboratory studies;
� the manifestation of electron shell effects in the shock

adiabats of Al, Fe, etc.;
� phase-transition dynamics; and
� the Rosseland radiation mean free path in A and Fe.
These data are used even today as a reference in

developing theoretical models of matter and constructing
phenomenological equations of state.

6. Explosion effects on small space bodies
A clear fact that has emerged from research in different
disciplines over the last decades is that ours is an epoch in
which the Earth is undergoing encounters with small space
bodies like asteroids and comets and their fragments Ð on a
timescale that is longer than, comparable to, and smaller than
those of a human life, a civilization, and a geological period,
respectively. Such encounters may lead to catastrophic
consequences Ð at the local, regional, or global level,

depending on the size of the body Ð and, in the worst case
scenario, may even trigger the destruction of civilization and
indeed of humanity as a whole. The event rate of such
encounters varies approximately inversely with the square of
the size of the body.

We first discuss asteroids in some detail. So far, most of
the larger Ð globally threatening Ð asteroids and only a
fraction of small-size ones have been discovered. Asteroid
monitoring programs are being expanded. Several asteroids
with nonzero impact probabilities have been discovered. The
asteroid expected to threaten Earth first is known as Apophis,
discovered in 2004. In 2029, Apophis will fly by at the distance
about 30,000 km from Earth, and if unfavorably deflected in
its course, may collide with it in 2036. As more observations
accumulate, more certain forecasts will come to replace
probabilistic estimates.

Given the densely populated and dangerously technolo-
gized nature of global geography, even the events such as the
Tunguska blast (with the impact energy about 15Mt) may be
extremely disastrous, so all themoreApophis, 350m andwith
the predicted impact energy 1.5 Gt. Wherever it hit, there
would be a catastrophe of vast proportions at the regional
level Ð with possible devastating consequences globally. It is
therefore clear that some technology should be developed to
prevent this from happening. Analysis of possible collision
prevention technologies has pointed to the nuclear explosive
charge as the only state-of-the-art solution possible. In this
case, thanks to the high energy densities involved, even a
small mass can produce the necessary energy levels Ð
allowing already existing rockets to be used to deliver these
systems to the threatening objects and to deploy them on their
surface in an optimal way. Clearly, the experience gathered in
conducting peaceful explosions could be used to advantage in
this case, as could the technology that has been developed for
their description.

In the above context, three regimes in which a single
nuclear explosion could be conducted for this purpose Ð
standoff, on-surface, and buried [26] Ð have been explored;
major energy transfer mechanisms (radiation, gasdynamic,
and neutron flux) have been analyzed for their roles in this
scenario; and how the deflecting momentum forms under
typical conditions has been examined. It has been found that
for bodies made of high-strength materials, the on-surface
approach would be most efficient. However, in more complex
deflection problems, other scenarios could be used as well (for
example, to divert low-strength, porous bodies like the
asteroid Itokawa). The efficient deflection of objects of
complex shape and composition would require that multiple
explosions be employed, in which case the energy of each of
them, as well as their arrangement and time separations,
should be optimized.

Depending on the warning time (which ranges from years
for large, globally threatening bodies to days or months for
those capable of inflicting regional or local damage), two
orbit-modification approaches are conceivable [27].

The `soft' approach could be used when warning times
measure in years and applies to large- andmedium-size bodies
with sufficiently high strength properties. The energy of the
explosion(s) and its (their) position(s) on the surface are
chosen in such a way as to ensure the momentum transfer
required for the correction and, importantly, to avoid the
destruction of the body. A reliable assessment of the possible
effect of the explosion requires a comprehensive study of the
properties of the object, thus calling for one or more space
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researchmissions to be sent to it. The results thus obtained are
necessary for choosing the energies, arrangement, and time
pattern of the explosions. If an especially soft modification is
needed, more than one series of explosions could be
conducted.

The most likely and, if it arises, highly urgent scenario in
the impact hazard field is one with a warning time on the scale
of days or weeks. In this case, the space body would have to be
impacted with a very large momentum to be prevented from
hitting Earth. The body would then inevitably be dispersed,
most of its mass becoming debris Ð which would fly by at a
safe distance from the EarthÐ and aminor part being ejected
as a jet of gas, dust, and small particles. Figure 3 depicts the
formation of momentum and the destruction process for a
spherical (to simplify the calculation) stony body 100 m in
diameter subjected to a 100 kt buried explosion distributed
over a circumference of diameter 50 m. Figure 4 depicts the
destruction process by showing the density distribution for
three moments in time. Although some of this material would
interact with the earth's atmosphere and radiation belts and

would thereby lead to some adverse effects (like anomalous
magnetic phenomena and damage to satellites), this would of
course be much less disastrous than what the intact body
would inflict. As in the previous case, a synchronized
detonation of multiple charges is also worth considering
here if a more reliable prediction of what will happen is
needed. The optimization criteria to be used in choosing the
explosion scheme should be the reliable prevention of the
impact and the minimum adverse effect on the radiation belts
and the atmosphere.

By using a similar conceptual scheme, long-period comets
can also be prevented from striking Earth. Unfortunately,
however, the properties of comets are even less known. In
particular, there is a danger of the cometary core being
disintegrated by the explosion. In addition, comets move in
larger orbits that are sometimes parabolic, or nearly so, the
knowledge of which is typically far from certain. Further-
more, studying dangerous comets and exerting the necessary
effect on them would require planning on an urgent basis of
long-term, flexible, in-flight programmable missions (to
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include, for example, task switching from research to
interception and vice versa).

In summary, the science and technology developed for
solving the problems we have outlined are in demand for the
future studies of small space bodies, most importantly in the
context of preventing them from colliding with Earth.

7. Thermonuclear burning on the surface of a neutron star
Progress in X-ray astronomy in the last three decades has
opened up new possibilities for the observation of neutron
stars that are in the active phase of their evolution. Among
these, bodies known as X-ray bursters, identified as members
of binary systems, are of special interest. The accretion of
matter from its companion star ensures a sufficiently high
background luminosity of the neutron star, of the order of
1037 erg sÿ1, which, however, is not constant in time due to
variations in the flux of the accreting matter. This enables one
to estimate the matter accumulation rate _M for the neutron
star. A number of objects against this luminosity background
show pulse flux increases by a factor in the dozens, with the
leading edge around 1 s or less, the trailing edge from several
to dozens of seconds, and the burst separation ranging from
hours to days. The ratio of the burst energy to the overall
energy of the calm stage suggests that the bursts are thermo-
nuclear in origin. It turns out that the technology developed
for describing high-intensity explosions can be very useful for
describing thermonuclear neutron star bursts [28].

The matter that comes from the companion star forms a
surface layer, often referred to as the atmosphere. As this
matter moves deeper into the atmosphere, it changes in
composition due to thermonuclear and picnonuclear reac-
tions, and becomes stratified. In particular, some neutron
stars have a layer of mainly helium formed 107ÿ108 g cmÿ2

deep in their atmosphere, in which appropriate temperature
conditions for the fusion of three helium atoms arise at a
certain time. If conditions in this layer are relatively uniform
along the entire surface, then the entire star is very soon
involved in the process of thermonuclear burning (for the
burning to be synchronized, even a weak adiabatic gravita-
tional wave propagating at about 108 cm sÿ1 suffices). This
type of regime occurs when the matter is relatively slow to
accrete, and the development of this phenomenon is well
modeled by one-dimensional calculations. According to our
studies [29], a fundamentally important fact here is that the
primary transport mechanism for the released energy is
convective turbulence, which is faster than radiative heat
conduction in delivering energy to the upper atmosphere and
which enables helium to burn-out uniformly in the atmo-
sphere, as shown in Fig. 5.

If the accretion rate is sufficiently high, the burning
process is triggered locally (some regions of the layer being
still unprepared for self-ignition). However, conditions may
exist under which the burning propagates along the star
surface (although the burning wave propagates much more
slowly than the adiabatic gravitational wave). A feature of
such bursts is distinct leading-edge oscillations. The high
rotational frequency of the neutron star (up to and beyond
300 Hz) results in the burning region periodically being out of
the field of view (mostly only in part) Ð hence the intensity
modulations. After all or nearly all the surface has started
burning, a similarly nonuniform cooling process follows,
resulting in the falling part of the pulse being modulated.

Those still cold portions of the helium layer that border
the burning region start to burn due to the flying out burning

products inflowing to the upper atmosphere. This inflow
produces some additional compression and increases the
temperature at the bottom of the helium layer bordering the
burning region. This provides conditions for ignition, and this
configuration moves over the surface of the neutron star. In
this way, a self-maintaining thermonuclear burning regime
forms due to the gravitational compression of matter by
burning products flowing from above. This mechanism of
burning in the helium layer was investigated using the two-
dimensional codes TIGR (finite-difference Euler ±Lagrange
method) and MPM (modified particle method) [29]. Figure 6
shows modeling results for this process. The estimated
burning wave speed, 5� 106ÿ107 cm sÿ1, is in good
agreement with the observational data.

One further point to mention is that a localized
thermonuclear burst excites an adiabatic gravitational
wave propagating along the atmosphere. The focusing of
this wave in the antipodal area involves an additional
inflow of matter [30], with the possible result that under
favorable conditions, thermonuclear ignition synchronized
with the primary one is triggered in the antipode, with
thermonuclear burning therefore propagating over the star
surface from two regions. This type of regime presumably
occurs for bursters with the modulation frequency about
600 Hz.
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This then is another example of where the technology
developed for describing explosion phenomena can be
usefully applied.

8. Conclusion
The study and use of high-intensity processes involved in
nuclear explosions has provided valuable insights both into
how these processes evolve and into the relevant properties of
the media involved.

For the first time in terrestrial experiments, high-tempera-
ture thermal processes due to nonlinear radiative heat
conduction were explored and used. Under the conditions of
energy transfer changing from the heat to gasdynamic regime,
heat conduction data for materials in high-temperature dense
plasma environment were obtained. These data stimulated
further work on theoretical models, which, in this context, are
the primary source of information on the heat conduction
properties of materials in this field.

The shock wave flow that results from a regime change-
over is the most intense adiabatic flow experimentally
achievable for such high-density media. It was shown that
strong explosions in media of currently accessible densities, in
fact, show no region of self-similar motion Ð first, because
the region where energy is transferred by heat is relatively
large (making the effective energy release `non-point-like');
and, second, because the region of gasdynamic motion is
relatively small. The subsequent evolution of the shock is
strongly affected by such factors as the quantum mechanical
nature of particle interactions in dense matter, phase

transition phenomena (melting and, possibly, polymorphic
transitions), and strength properties. The evolution of
polymorphic transition is often complicated by kinetic effects.

Shock waves from nuclear explosions were directly used
to extend shock compressibility measurements of dense
materials to the high-pressure range, as well as for compres-
sing highly porous and mixture samples. Through the use of
such explosions, unique data on the shock compressibility of
a number of materials and rocks at pressures beyond the
laboratory scale were obtained. Moreover, precision shock
compressibility measurements at the applicability limit of
quantum-statistical models were made, which not only
confirmed that electron shell effects influence the course of a
normal shock adiabat but also provided an accurate descrip-
tion of the shock adiabat behavior in the region of the first
oscillation for Al and Fe. Detailed studies of shock wave
attenuation in massive quartz revealed the influence of
melting processes and enabled the observation of the two-
wave mode in the region of dynamic transformation of
a-quartz to the high-density phase Ð a regime that has not
been observed in laboratory experiments. These data are
being used even now in constructing more accurate theore-
tical models of the behavior of dense matter both at high
pressures and temperatures and in the region where phase
transitions show up and strength properties become relevant.

Importantly, there was a strong preparatory component
to research on nuclear explosions, including a complex of
laboratory experiments (on low-pressure shock compressi-
bilities and on modeling some relevant processes) and work
on the mathematical simulation of both individual processes
and the explosion as a whole based on the already existing
physical models, software packages, and adequate computa-
tional means. In turn, the results of on-site experiments were
used to improve and develop these tools.

Thus, on the one hand, the experimental results stimu-
lated the development and improvement of physical and
mathematical models and of computer programs, whereas
on the other hand, the results of mathematical simulation
allowed more sophisticated experiments, extended the scope
and range of research, and provided more accurate experi-
mental data. In fact, research into processes involved in
nuclear explosions resulted in a scientific technology for
probing the physics of high energy densities Ð a technology
in which physical models and simulation method develop-
ment and on-site and laboratory experimentation are natu-
rally integrated. As a result, a vast research potential was built
up, so vast, indeed, that even today this technology is being
successfully developed, taking advantage of the power of
modern experimental techniques, using advanced simulation
software and enhanced computational capabilities, and
finding ever more applications. To illustrate these points,
two examples are given in the text.

The first example is concerned with the study of nuclear
explosion effects on Earth-threatening space objects like
asteroids and comets and their fragments. The effects of
standoff, on-surface, and buried explosions have been
examined, and the most effective ways in which the energy
and momentum of an explosion can be transferred to a
threatening body to prevent its collision with Earth (specifi-
cally, two extreme scenariosÐ a `soft' orbit modification and
a high-speed dispersion of the body) have been considered. At
the current level of technology, nuclear explosions are the
only (and also quite feasible) way to prevent dangerous
collisions.
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The other example is pulsed thermonuclear burning on
the surface of a neutron star in a low-mass binary system.
For this scenario, the convective-turbulence-mediated trans-
fer of the released energy is shown to be fundamentally
important. If the accretion rate is sufficiently low, this
mechanism accelerates the delivery of energy to the surface
and leads to the uniform burnout of the thermonuclear fuel.
For a high accretion rate, the burnout process starts in the
region that is most prepared for this and propagates along
the surface in the form of a wave in the gravitational self-
compression regime.

The list of examples could be extended to include both
low-energy (but high-power) explosive processes (found, for
example, in superintense laser pulses) and still higher energy
ranges (e.g., supernova and hypernova explosions).
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Magnetic shape-memory alloys:
phase transitions and functional properties

V D Buchelnikov, A N Vasiliev, V V Koledov,
S V Taskaev, V V Khovaylo, V G Shavrov

1. Introduction

The discovery of the effect of giant deformations due to a
magnetically induced rearrangement of martensite twins in
Heusler alloys Ni2MnGa [1] attracted significant attention to
shape-memory alloys. As a result of intense research in this
field, magnetically induced strains as large as 10%, which can
be controlled by a magnetic field of about 1 T, have been
realized in Ni-Mn-Ga single crystals, and a number of new
families of ferromagnets with a shape-memory effect have
been revealed [2].

In this report, we review the art and science of theoretical
and experimental investigations of phase transitions in
ferromagnetic Heusler alloys with the shape-memory effect
and of related giant changes in entropy and strain under the
effect of an appliedmagnetic field. Attention is mainly paid to
new results concerning the investigations of Ni-Mn-Ga
alloys. In particular, we analyze the results of investigations
of the specific features of the phase diagram of these alloys
and their physical properties in the nanocrystalline state.

2. Magnetic and structural phase transitions

2.1 Phenomenological theories
To describe phase transitions in Ni-Mn-Ga alloys, we first
consider the Landau functional [3 ± 8]
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where ei are the linear combinations of the strain tensor
components: e1 � �exx� eyy� ezz�=

���
3
p

, e2 � �exxÿ eyy�=
���
2
p

,
e3 � �2ezz ÿ eyy ÿ exx�=

���
6
p

, e4 � exy, e5 � eyz, e6 � ezx; c is
the order parameter that describes the modulation of the
crystal lattice and is related to the displacement vector u along
the ��110� axis as u�r� � jcjp sin �kr� j�, where c �
jcj exp �ij�, k � �1=3��110�, and p is the polarization vector;
A is a coefficient proportional to the thermal expansion
coefficient; A0 � �c11 � 2c12�=
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is the bulk elasticity mod-
ulus; a1, b, D, and c1 are linear combinations of elasticity
moduli of the second, third, and fourth orders,
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;

m �M=M0 is the unit magnetization vector; M0 is the
saturation magnetization; B1 is the constant of volume
(exchange) magnetostriction; B2 and B3 are the constants of
anisotropic (relativistic) magnetostriction; K is the first
constant of cubic anisotropy; a1 and d1 are the exchange
constants; A1, A2, C0, and C1 are the coefficients of the
expansion of the functional into a series in powers of the
modulation order parameter c; Di are the coupling coeffi-
cients of the deformation and modulation order parameters;
Ni are the coupling constants of the modulation order
parameter to the magnetization; and P is the hydrostatic
pressure.

The equilibrium states of a cubic ferromagnet can be
determined from thermodynamic potential (1) using the
standard minimization procedure. The solution of this
problem, which can be found both analytically and numeri-
cally, has been obtained in several works (see [2] and the
references therein).

We note that in Ni2�xMn1ÿxGa alloys, the sign of the first
cubic anisotropy constant K depends on the composition [9,
10]. Therefore, the cases where K > 0 and K < 0 must be
considered within a theoretical description of phase transi-
tions (see Refs [66, 67, 91, 200 ± 210] and [211 ± 215] in [2] for
K < 0 and K > 0, respectively).

Investigations of the effect of magnetostriction and
modulation of the crystal lattice on the phase transition in
Ni-Mn-Ga alloys show that, with the modulation order
parameter taken into account, the martensitic transforma-
tion is accompanied by either premartensitic or intermarten-
sitic phase transitions [7, 11].

Taking the magnetoelastic interaction into account leads
to the appearance of a domain of the existence of combined
magnetic and structural (magnetostructural) phase transi-
tions in the phase diagram of Ni2�xMn1ÿxGa alloys [12, 13].
Estimates show that the magnetostructural phase transition
in the temperature ± composition �Tÿx� phase diagram is
realized in a very narrow range of x. Recent experimental
studies of the Tÿx phase diagram of Ni-Mn-Ga alloys in a
wider composition range [14] showed that the magnetos-
tructural transition is realized in a rather wide composition
interval from x � 0:18 to x � 0:27 (Fig. 1). In this concen-
tration range, the alloys undergo a transition from a cubic
paramagnetic phase into a tetragonal ferromagnetic phase.
In this transformation, we can therefore neglect the
magnetostriction related to anisotropy and consider only
the volume magnetostriction, which is usually large just in
the region of a magnetic phase transition. The phase diagram
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