
Abstract. The basic results of the studies of defect ± impurity
interaction in implanted silicon are presented. Factors affecting
the way in which quasichemical reactions proceed Ð namely,
temperature, level of ionization, and internal electric and elas-
tic-stress fields Ð are analyzed. Methods for suppressing resi-
dual damage effects (rodlike defects, dislocation loops), and
schemes for reducing the impurity diffusivity and for gettering
metallic impurities in implanted silicon are considered. Exam-
ples of the practical realization of defect-impurity engineering
are presented and discussed.

1. Introduction

Ion implantation is now one of the main methods of
fabricating doped semiconductor layers. It has a number of
indisputable advantages over the commonmethod of thermal
diffusion of doping impurities from an external source and

the epitaxy method. Here are the factors that make this
method so special: high purity of the process, reproducibility
in the concentration of the injected impurity and the impurity
depth, and the possibility of forming thin doped layers
directly at the surface of the wafer or in its bulk.

The injection of ions into single crystals leads to the
formation of a large number of radiation-induced defects,
which are stable at room temperature. Removing these
defects and moving the injected impurity to the lattice sites
requires applying high-temperature annealing treatment to
the implanted structures. However, thermal treatment does
not totally anneal the defects Ð some of the radiation-
induced defects transform into what is known as residual
damage Ð dislocation loops. These defects substantially
reduce the parameters of the devices and the device yield.

In the process of high-temperature annealing, the radia-
tion-induced defects participate in the diffusion redistribution
of the injected impurities. Here the effective diffusivity may
exceed the values observed in the absence of excess point
defects by several orders of magnitude. This limits the
possibility of forming an abrupt depth distribution of
electrically active impurities, which is required in some
cases. Accelerated lateral diffusion is one of the main
obstacles in the transition to submicron technology in
semiconductor electronics.

The most important problem in the fabrication of
semiconductor devices and integrated circuits is the chemical
purity of the semiconductor. Estimates of the prospects of the
development of microelectronics [1, 2] have shown that by
2007 the industry will need crystals in which the metallic
impurity concentration is no higher than 2:5� 109 cmÿ3.
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Since the very process by which microelectronic devices are
fabricated is a source of contamination of crystals by
impurities, the introduction into the technological process of
operations of purification of the critical zones of devices
sometimes becomes more effective than using crystals that
are initially ultrapure.

The present review focuses on the main ways of solving
these problems through purposefully controlling the defect ±
impurity interaction. Such control ensures the proper para-
meters of the implanted structures and devices based on such
structures. This is the topic of defect-impurity engineering.

2. Main data on radiation-induced defect
formation in implanted silicon

When ions accelerated to high energies (tens and hundreds of
kiloelectronvolts and megaelectronvolts) are injected into a
crystal, they lose their energy in collisions with lattice atoms.
There are two channels through which the ions lose their
energy: in elastic collisions and in inelastic collisions. The
energy that the lattice absorbs in inelastic collisions trans-
forms into the energy of excited electrons of the target atoms
and is lost to ionization of atoms and to the generation of
plasma oscillations. The elastic component of the ion energy
loss is spent on the displacement of atoms from the lattice
sites. A characteristic feature of the motion of ions in the
crystal is the large cross sections for elastic and inelastic
interactions. Hence the ranges of ions with such energies vary
from a fraction of a micron to several microns. This sets ion
implantation apart from the irradiation of crystals with
electrically neutral nuclear particles or photons. When a
crystal is irradiated with reactor neutrons or gamma-ray
photons, the primary displacements of atoms emerge equi-
probably over the entire bulk of the crystal.

The modern concepts of the processes of energy loss by
charged particles that interact with condensed media are
discussed in detail in Kumakhov and Komarov's book [3]
and in the tables on the ranges of various ions in various
substances [4] that they published in cooperation with
Burenkov and Temkin.

A crystal atom will be displaced from its site if it acquires
from an incident particle an energy E that is higher than the
binding energy of this atom in the lattice, i.e., if this energy is
higher than the threshold energy Ed. Because of this
displacement, an interstitial atom and a vacancy form in the
lattice. The energy transferred from the ion in an elastic �Tn�
and inelastic �Te� collision depends on the distance at which
this ion passes the target atom, i.e., on the impact parameter
p. To illustrate, Table 1 lists the values of Tn and Te in the
silicon lattice for different values of p [5]. For large impact
parameters p, ion energy is lost primarily in inelastic
interactions, while for small values of p it is lost mostly in
elastic collisions. The impact parameter p is a probabilistic
parameter; it varies from zero to a value determined by the
interatomic distances in the target. The amount of energy
transferred in elastic and inelastic interactions depends on the

ion mass and energy. Allowing for the fact that the result is
integrated over all values of the impact parameter, we find
that, at equal energies, in elastic collisions heavy ions lose
more energy than light ions. There exists a critical energyEc at
which the total elastic and inelastic losses are equal for a given
ion [3, 5]. Table 2 lists the values of Ec for ions of different
mass implanted into silicon.

A characteristic feature of ion implantation is that an
atom displaced from its site (a recoil atom) receives from an
incident ion an energy that is much larger than the threshold
value �E > Ed�. In this case, this atom can generate similar
displacements of other atoms, i.e., a single high-energy
particle may produce a cascade of displacements. The
formation of a defect structure as a result of irradiation of
the crystal by reactor neutrons or ions, i.e., the onset of a
cascade process, has been examined by several researchers
[6, 7]. Computer simulation shows that vacancies and
interstitial atoms become separated in space directly in the
process of development of a displacement cascade. Inside a
cluster there are mainly vacancies, while interstitial atoms are
mainly located in the cluster shell. This is especially evident in
heavy crystals (Ge and GaAs) and to a lesser extent in silicon.
If the knocked-out atoms receive an energy of about 5 ±
10 keV, they can leave the main cluster, thus creating a
number of subclusters.

What is the fate of a displacement cascade? Primary
defects, i.e., vacancies and interstitials, are mobile even at
low temperatures. The mobility of vacancies depends on their
charge state. In the neutral charge state the vacancies in
silicon begin to move at 140 K, while in the negative charge
state they begin to move at 60 K. When vacancies leave a
displacement cascade and migrate within the crystal, they can
form stable complexes with doping and residual impurities
[8, 9]. A complex consisting of a vacancy and a phosphorus
atom at the lattice site is known as an E center, and a vacancy
and an oxygen atom is known as an A center. The role of
impurities in complex formation in irradiated silicon was
considered in detail by Watkins [10].

In silicon irradiated with heavy particles, complexes with
impurities are formed, but the prevailing defects here are
intrinsic defects, which are concentrated primarily in cluster
regions. Among the intrinsic vacancy defects, a divacancy is
the principal stable defect at room temperature. It is formed
in silicon irradiated by any type of high-energy particles, such
as electrons, gamma-ray photons fromCo60, protons, reactor
neutrons, and ions. When silicon is irradiated by light
particles, divacancies are formed as isolated defects, are
primary defects, and are annealed at about 300 �C. In silicon
irradiated at low temperatures by heavy particles (neutrons
and ions), for which the formation of cascades is a character-
istic feature, the observed divacancies have low concentra-
tions. But if the sample temperature increases after irradia-
tion, then, beginning at a vacancy-mobility temperature, the
divacancy concentration increases and attains the same value
as in the case of silicon irradiated at room temperature [11,
12]. These experiments have been interpreted as proof that
divacancies are formed not as primary defects but primarily

Table 1.Dependence of Tn and Te on the impact parameter p for a 50-keV
silicon ion Si� in the silicon lattice.

p, A
�

1 0.1 0.001

Tn, keV 0.002 8 49

Te, eV 22.6 396 592

Table 2. Critical energy Ec for ions of different mass.

Ion B P Sb

Ec, keV [5] 20 120 103

Ec, keV [3] 17 140 2� 103
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as a result of a combination of vacancies. However, analyzing
the entire set of data on vacancy introduction and accumula-
tion, the authors of Ref. [13] concluded that divacancies are
primary defects in the case of irradiation of silicon by heavy
particles as well. The increase in divacancy concentrationwith
the crystal's temperature from liquid-helium temperatures to
room temperature is related not to additional formation of
divacancies but to the properties of such divacancies that
become pronounced as a result of vacancy annealing. In a
primary (`frozen') displacement cascade, the defect concen-
tration is extremely high: the number of vacancies is 20 times
greater than that of divacancies [14]. As a result of defect
interaction, the defects lose their individual properties. When
vacancies leave displacement cascades, divacancies manifest
themselves as specific centers.

Silicon atoms knocked out from lattice sites have never
been observed in interstitial positions. Their high mobility
was estimated on the basis of the results of Watkins's
experiments on the irradiation of silicon by electrons at low
temperatures. Watkins [15 ± 17] registered signals in the
electron paramagnetic resonance (EPR) spectra of silicon
doped with Al, Ga, or B after irradiation at 4.2 K that
corresponded to the interstitial atoms of these impurities.
The probability of direct electron knock-out of impurities
from lattice sites is so low that the appearance of impurities in
interstitial positions can be explained only by their displace-
ment from lattice sites by interstitial silicon atoms migrating
within the crystal. Later Gwozdz, Koehler, and McKeighen
[18, 19] observed the displacement of Group III impurities
from silicon lattice sites in the process of irradiation of the
silicon lattice at lower temperatures, namely, at 1.6 and 0.5 K.
Then the idea about athermal migration of an interstitial
silicon atom within the silicon lattice emerged in radiation
physics. For a long time the widely accepted model of
athermal migration of an interstitial silicon atom within
silicon was that of Bourgoin and Corbett [20], although the
basics of this model were formulated 10 years earlier by
Weiser [21]. According to this model, an interstitial silicon
atommay be in a hexagonal or tetrahedral interstice in a well-
defined charge state. If the charge state changes, such an atom
passes from one interstice to another. Nonequilibrium charge
carriers generated in the irradiation process can, in principle,
ensure consecutive charge exchange of the silicon atom and,
hence, nonactivation motion of such an atom within the
crystal.

According to another model, proposed by Berezhnov et
al. [22], the cause of athermal migration lies not in silicon
atoms but in substitutional impurities. This model suggests
that all substitutional impurities whose covalent radii differ
from the radius of a lattice atom are displaced from the lattice
sites. An interstitial silicon atom moves in the field of elastic
strains generated by the impurity atoms. The researchers
found the radii of the spheres around the substitutional
atoms defined by the condition that, when an interstitial
silicon atom is within such a sphere, it moves toward the
center of distortion even at helium temperatures. In the
absence of impurity atoms distorting the lattice, interstitial
silicon atoms may be immobile, so that such atoms may
accumulate in silicon irradiated with high-energy particles at
low temperatures. Berezhnov et al. [22] assumed that
interstitial silicon atoms in silicon become mobile at 140 K.
At this temperature Watkins [23] observed partial annealing
of divacancies, which can be explained by their annihilation
with interstitial silicon atoms. He assumed that among the

interstitial silicon atoms that are formed as a result of
irradiation only those that landed into the regions of elastic
strains generated by defect clusters remain immobile up to
140 K. In other words, silicon atoms become mobile at 140 K
only because of elastic stresses acting on them. It is still
unclear, however, what is the true temperature of migration
of intrinsic interstitial atoms. The results of X-ray diffraction
studies [24] of silicon irradiated with electrons at 4 K and with
light ions [25] question the highmobility of silicon interstitials
in silicon. In fact, Mukashev et al. [25] concluded that
interstitial silicon atoms may be stable up to temperatures
close to room temperature.We see that there is more than one
opinion about the mobility of self-interstitials in silicon and
that this problem requires further investigation.

Numerous studies that used the EPR [12, 26, 27], IR
absorption [28, 29], and photoconductivity [11] methods and
combined investigations in IR absorption and ions back-
scattering suggest that in heavy-particle irradiated silicon the
main defects that are stable at room temperature are
divacancies concentrated primarily in cluster regions. Tetra-
vacancies exist at somewhat lower concentrations [30].
Finally, it was found that the concentrations of stable self-
interstitial ± impurity complexes of the Si ± P6 [31], Si ± B3
[32], Si ±A5 [33], or Si ±O2 [34] type are lower than the
divacancy concentration by a factor of 100 to 1000. This led
to a prolonged `vacancy' period in the development of
radiation physics. However, the number of paramagnetic
centers in crystals with a highly nonuniform distribution of
structural imperfections (which is the case in silicon irradiated
with heavy particles) can hardly reflect the true number of
defects.

When studying self-interstitial defects in implanted
silicon, Berezhnov et al. [35] and Jadan et al. [36] used the
Watkins effect, i.e., the displacement of Group III impurities
from lattice sites by interstitial silicon atoms. The researchers
assumed that if there are stable interstitial complexes at
sizable concentrations in irradiated silicon and that if
interstitial silicon atoms are freed during annealing, the latter
will displace substitutional impurities from lattice sites. This
phenomenon was registered by the changes in the crystal
lattice parameter, which is sensitive to the arrangement of
boron impurities at the sites and, hence, to the displacement
of such impurities into interstitial positions. It was found that
there are two types of intrinsic (interstitial-related) complexes
in implanted silicon: in the positive charge state, these are the
Si ± P6 and SiÿB3 centers, which are annealed at 120 and
480 �C, respectively; in the neutral charge state, the same
defects manifest themselves as the paramagnetic centers
SiÿA5 and SiÿO2; with annealing temperatures of 160 and
560 �C, respectively. The concentrations of interstitial com-
plexes were found to be comparable to those of divacancies.

Thus, in the process of implantation of light and medium-
weight ions into silicon, stable radiation-induced defects of
the vacancy type, primarily divacancies, and two types of
interstitial complexes appear in the crystal. These defects and
also larger vacancy complexes (tetravacancies) [30] may
accumulate in the crystal up to a critical concentration
corresponding to the transition of silicon into an amorphous
state. When heavy ions with energies up to tens and hundreds
of kiloelectronvolts are injected into silicon crystals, the
primary tracks (at least their central parts) of the ions are
amorphous, since in a primary track there is already an
overlap of the displacement cascades that are created by
recoil atoms generated by the heavy ions over distances
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smaller than the size of a displacement cascade, in view of the
large cross sections for the elastic interactions. On the other
hand, primary defect clusters are never amorphous in silicon,
no matter how high the recoil-atom energy is. When the
energies of the heavy ions are high (megaelectronvolts),
amorphous tracks may not even appear, in view of the
decrease in the cross sections for elastic interactions and the
increase in inelastic losses. Even for the heavy ion of krypton
with an energy of 210MeV, the ion tracks are not amorphous,
and on the whole the efficiency of injection of stable defects
(the ratio of the number of stable radiation-induced defects to
the number of displaced atoms) is lower than in the case of
medium-weight ions (Si) with an energy of about 100 keV [37].

3. Annealing radiation-induced defects.
Residual damage in implanted silicon

3.1 The nature of residual damage
Removing radiation-induced defects and moving the injected
impurity to the lattice sites requires high-temperature treat-
ment of the implanted silicon structures. Studies of isochronal
annealing of irradiated samples have shown that, in the
process of thermal treatment, point defects (including those
in cluster regions) are partially annealed, annihilating with
each other or moving toward sinks (e.g., on the surface) or
partially rearranging into more complicated complexes (e.g.,
pentavacancy complexes) [38, 39]. Injected or doping impu-
rities may also enter into complicated complexes. For
instance, in silicon heavily doped with Group V elements
and implanted with Si� ions complexes containing P, As, or
Sb atoms are formed. The annealing temperature (500 ±
700 �C) of these complexes exceed the annealing temperature
of intrinsic polyvacancy complexes by 100 �C [40]. Compli-
cated complexes containing boron atoms are annealed at
700 ± 900 �C [41]. Together with the structure of radiation-
induced defects becoming more complicated, more compli-
cated structural imperfections can be formed upon heat
treatment; e.g., vacancies that have emerged from complexes
may form flat disks. After such a vacancy disk reaches a
critical size, the planes adjacent to the disk collapse, and if the
packing of the crystal is more complicated than AÿAÿA, a
stacking fault bounded by a dislocation loop is formed. In a
similar way, interstitial silicon atoms that emerge as a result of
decay of interstitial complexes can form flat disks of the
interstitial type, which are also bounded by dislocation loops.
These defects are sufficiently stable and may endure the high
temperatures of thermal treatment; they are called residual
defects. Usually, however, the formation of f311g rodlike
defects precedes the formation of dislocation loops.

Transmission electron microscopy (TEM) makes it
possible to directly observe residual defects. Both types of
such defects, of both vacancy and interstitial nature, have
been observed in irradiated silicon [42]. Combined clusteriza-
tion of vacancies and interstitial atoms in irradiated silicon
complicates the formation of extended defects because of the
interaction of point defects with each other and with clusters
of such defects [43, 44].

Residual defects begin to form even during rapid thermal
annealing (RTA). Figure 1 shows TEM micrographs of
silicon after implantation with 1-MeV In� ions with doses
amounting to 1:5 and 2� 1013 cmÿ2 and annealing at 900 �C
of various duration [45]. After annealing for 5 s, the defects
that emerge are chiefly rodlike; they are 10-nm long and have

a density of 1011 cmÿ2. As the annealing time increases, the
rodlike defects transform into circular dislocation loops.
Here, as the annealing time grows, the loops increase in
diameter by absorbing the point defects of small loops. Only
loops of an interstitial nature increase in diameter, while loops
of the vacancy type shrink and disappear [42]. Thus, one
actually has to deal with residual defects of an interstitial
nature. Li and Jones [46] studied secondary-defect formation
in silicon implanted with 100-keV Si� ions to a dose of
2� 1014 cmÿ2. The main defects that form after annealing at
800 �C for less than 5 min are rodlike defects f311g with a
concentration of 3� 1011 cmÿ2. When the annealing con-
tinues for more than 5 min, 50% of the residual defects are
circular dislocation loops f111g.

It is still unclear how point defects begin to accumulate
and condense into large aggregates and then form disloca-
tions, although this problem has been actively discussed in the
literature [44, 47 ± 49]. The main difficulty in describing the
nucleation of residual defects is the absence of experimental
data on these processes, which is due to the insufficient
development of experimental techniques that enable the
observation of intermediate defect states between point
defects, which are identified by the EPR method, and
dislocations, which are visualized directly by the TEM
method. It can be expected that ultrahigh-resolution electron
microscopy will make it possible to observe these intermedi-

5 s

20 s

1 min

5 min

15 min

250 nmD � 1:5� 1013 cmÿ2 D � 2:0� 1013 cmÿ2

Figure 1. TEM micrographs of silicon after In� implantation and

annealing (according to Ref. [45]).
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ate defects. Recently, a complex consisting of six vacancies
has been visualized. The researchers believe [44] that this
complex may serve as a nucleus for the growth of a stacking
fault of the vacancy type. It is still unclear what the center of
condensation of point defects is and what role the impurities
play in this process. It has been suggested that the residual
technological impurities in the silicon crystals serve as centers
of nucleation and growth of residual defects [50]. An
important residual impurity in silicon is oxygen, whose
atoms actively participate in the formation of radiation-
induced defects. There is no single opinion concerning the
role of oxygen in the formation of residual defects. According
to Schreutelkamp et al. [51], oxygen has no effect on the
formation of residual defects. However, Brown et al. [52]
suggest that in Czochralski-grown silicon crystals, after
irradiation with 2.3-MeV Si� ions to a dose of
2� 1013ÿ1015 cmÿ2 and annealing at 900 �C, the disloca-
tion-loop concentration is 10 times higher than in crystals
grown by the floating-zone method. According to these
researchers, oxygen also affects the spatial distribution of
the dislocation loops.

Some researchers attribute the formation of residual
defects to the presence of implanted impurities [53, 54].
According to Jones et al. [55], residual defects begin to form
during annealing if the impurity concentration in the impurity
layer reaches a critical value of 1:6� 1019 cmÿ3. Bicknell [56]
even assumed that dislocation loops are formed because of
segregation of boron atoms into flat inclusions. Sechan and
Washburn [53, 57] concluded that the boron atoms serve as
seeds for the formation of rodlike defects. On the other hand,
Tamura et al. [58] concluded that, irrespective of the type of
implanted ions, a certain critical dose, which they found to lie
between 2� 1013 cmÿ2 and 1� 1014 cmÿ2, must be exceeded.
Simpson andMitchell studied silicon implanted with 540-keV
Si� ions under various conditions. The researchers varied the
target temperature and the ion-current density, which must
have an effect on the concentration of the radiation-induced
defects, but found no difference in the formation of secondary
defects. For doses smaller than 1� 1014 cmÿ2, no secondary
defects were detected, while at larger doses they detected
formation of rodlike defects. The conclusionwas that only the
dose of ions determines whether residual-defect formation is
possible.

However, the nucleation and growth of residual defects
are similar in silicon implanted with B� [45], Si� [46], Ne�

[61], P� [57, 62 ± 64], In� [45, 51], or Ga� [51, 60] or irradiated
with electrons [43, 50], neutrons [65], protons [66], or H�2 [67].
The results of these experiments suggest that intrinsic
radiation-induced defects are the building blocks for second-
ary defects.

Benton et al. [68] made an attempt to study the evolution
from point defects to extended defects in Si�-implanted
silicon by deep-level transient spectroscopy. They annealed
the samples at temperatures ranging from 100 to 680 �C.
Point defects disappeared when annealing was carried out up
to 600 �C. At an annealing temperature of 600 �C, the
dominant clusters were those with levels located in the energy
gap at Ev � 0:29 eV and Ev � 0:48 eV. These are still small
clusters, which cannot be observed in a transmission electron
microscope. After annealing at 680 �C is completed, there
form defects with a level Ev � 0:50 eV, and the kinetics of
trapping of carriers by these defects suggests that they are
large. In the same experiments, the TEMmethod also reveals
the presence of f311g rodlike defects. However, it is still

unclear what the intermediate clusters are, although,
obviously, such clusters exist [44, 47 ± 49, 69, 70].

There are also papers that present the results of modeling
the process of coalescence of interstitial silicon atoms in
irradiated silicon [71 ± 75]. Kim et al. [73] calculated the
stability of model defect configurations from the viewpoint
of the energy minimum as a function of the defect's structure,
its size, and the concentration of interstitial atoms in the layer.
The researchers found that the formation of chains of
interstitial silicon atoms along h011i directions is energy-
preferable. Extended f311g defects are formed as a result of
the combination of such chains. Pairs of interstitial silicon
atoms with a low-energy barrier for incorporation into a
cluster play an important role in the process of combining
interstitial atoms into chains and then into rodlike defects.
Cowern et al. [76] determined the stability of a cluster by
calculating the energy of cluster formation as a function of
cluster size.When the number of interstitial atoms exceeds 15,
the cluster formation energy is approximately 0.18 eV, which
is close to the energy of formation of f311g defects. Stable
clusters are those that have four or eight atoms. This agrees
with the results of Arai et al. [74].

The evolution of residual damage in silicon has been
studied by Tamura and Suzuki [60] and Pan et al. [77].
Tamura and Suzuki [60] studied the formation of residual
defects in situ, directly in the column of an electron
microscope. Heat treatment at 800 �C for no more than
5 min leads mainly to the formation of f311g rodlike
defects; when annealing is continued for a longer time, the
f311g defects disappear and dislocation loops are formed.
Pan et al. [77] distinguish three stages in the evolution of
rodlike defects: the nucleation of interstitial clusters, their
growth along h110i directions in f311g planes, and their
dissolution. Eaglesham et al. [78] used the TEM method to
study the evolution of f311g rodlike defects quantitatively. At
the beginning of the annealing process, under conditions of
strong supersaturation by interstitial silicon atoms, a large
number of small precipitates are formed. As the supersatura-
tion diminishes, the small f311g defects begin to dissolve, i.e.,
they become sources of silicon self-interstitials. This is
accompanied by the growth of large precipitates. The driving
force of the entire process is the dependence of the binding
energy of a silicon atom in an extended defect on the size of
this defect. The formation of f111g dislocation loops lags
behind the formation of f311g defects, and the material for
their formation and growth is the interstitial atoms freed in
the decay of rodlike defects. According to Pan et al. [77], at an
annealing temperature of 900 �C, 120 s are needed for the
decay of f311g defects, while only 60 s are needed for the
decay of small f111g loops at 1100 �C. The transformation of
point interstitial defects into rodlike defects and then into
perfect dislocation loops has been analyzed in Ref. [79].
There, it was assumed that rodlike defects are formed from
interstitial complexes in the shape of split dumbbell config-
urations.

Bonafos et al. [72] theoretically examined the kinetics of
coarsening of dislocation loops when such loops are formed
in the matrix ± amorphous-layer interface, where the loops
are both the source of interstitial atoms and, at the same time,
sinks for them. With such behavior of interstitial atoms,
Ostwald-ripening theory [80] can be used to describe the
coarsening of loops. This theory is applied to spherical
clusters; Burton and Speight [81] were the first to adopt it to
the specific geometry of dislocation loops. The theoretical
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description of the evolution of dislocation loops in Ref. [72]
consists of two parts. First, the loop growth rate �dr=dt� is
calculated on the basis of the theoretical ideas on the growth
of stacking faults developed by Hu [82] and Dunham [83]. In
these two works the researchers assumed that their growth is
determined either by the energy barrier when an atom is
trapped by a cluster or by the activation energy of diffusion of
an interstitial atom. The second part examines the evolution
of the size distribution of loops and the evolution of the loop
density. Here the model of Burton and Speight [81] is used.

As a sink, the dislocation encompassing a stacking fault
can be represented by a torus of radius rc (which is usually
assumed to be equal to the Burgers vector b) with the loop
radius being r [82, 83]. To increase the volume of the loop, an
interstitial silicon atom must diffuse to the surface of the
torus, overcome the energy barrier, and become a part of the
stacking fault. The growth rate is proportional to the
concentration gradient in the supersaturated solution of
interstitial atoms near the loop and in its vicinity and to the
diffusion coefficient Di of the interstitial silicon atoms. It
depends on the height DH of the energy barrier on the cluster
for a Si atom. The growth rate can be written as follows [83]:

dr

dt
�
Q
vm
b

r 2c
r 2a
�1� B�ÿ1 exp

�
ÿDH

kT

�
Di�C 0i ÿ C 0� ; �1�

where vm is the atomic volume, ra is the atomic spacing, kT is
the thermal energy, C 0i is the mean concentration of inter-
stitial silicon atoms between loops, C 0 is the concentration of
interstitial silicon atoms in equilibriumwith a loop of radius r,
and B � 0:5 ln �8r=rc��rc=ra�2 exp �ÿDH=kT �, which to the
first approximation is a constant, since it changes little with r.

The expression for C 0 corresponding to the minimum
value of the total stacking-fault energy can be written as
follows [84 ± 86]:

C 0 � C �i exp
�
gvm
bkT

�
exp

�
svm
bkTr

�
; �2�

where C �i is the thermodynamic equilibrium concentration of
interstitial Si atoms in silicon. The first exponential factor is
related to the stacking-fault energy (g is the fault energy per
unit area), while the second exponential factor is related to the
elastic energy of the loop;

s � mb2 ln �8r=rc�
4p�1ÿ n�

is assumed constant since it changes little with r; m and n are
the shear modulus and Poisson's ratio for silicon, respec-
tively. For sufficiently large values of the loop radius
(r4 20 nm), C 0 can be written as

C 0 � C �i exp
�
vmg
bkT

��
1� svm

bkTr

�
: �3�

Equation (3) implies that the concentration of interstitial
silicon atoms around the loop increases as the loop decreases.
Hence, there is a concentration gradient and a flow of
interstitial atoms from small loops to larger loops, i.e., the
small loops diminish and the large loops grow in size.

Under conditions where, as the nucleation of loops ceases,
no sources and sinks other than the loops themselves exist, the
expression for C 0i as the mean concentration of atoms

between the loops for r4 20 nm can be written as

C 0i � C �i exp
�
vmg
bkT

��
1� svm

bkT�r

�
� C : �4�

Substituting C 0i and C 0 into the main equation of growth (1),
we can find the loop growth rate [81]:

dr

dt
�
Q
vmr

2
c

br 2a
�1� B�ÿ1 exp

�
ÿDH

kT

�
DiC

�
i exp

�
vmg
bkT

�

�
�
svm
bkT

�
1

�r
ÿ 1

r

��
: �5�

Equation (5) suggests that loops with r < �r tend to contract,
while loops with r > �r will grow. Loops with r � �r neither
contract nor grow, but after all small loops disappear the
value of �r increases.

Integrating (5), we arrive at an expression for the
evolution of the square of the mean loop radius in time. This
growth can be written as follows [81]:

�r 2 � Kt

2
� �r 20 ; �6�

where �r0 is the initial mean loop radius after nucleation. If the
coarsening process is determined by the activation energy for
diffusion, the coarsening rate K � Kd is given by the
expression

Kd � v 2m m
2kT�1ÿ n� DiC

�
i exp

�
vmg
bkT

�
: �7�

When the loop growth process is determined by the height of
the barrier on the cluster, the coarsening rate K � Kr is given
by the expression

Kr � v 2m m
4kT�1ÿ n� DiC

�
i exp

�
vmg
bkT

�
r 2c
r 2a

ln

�
8r

rc

�
exp

�
ÿDH

kT

�
:

�8�

Equation (6) holds for the case where svm=bkTr5 1, i.e., for
loop radii exceeding 20 nm. In a more rigorous approach,
Eqn (6) assumes the form

�r 2 exp

�
ÿ a

�r

�
� Kt

2
� �r 20 exp

�
ÿ a

�r0

�
; �9�

where a � svm=bkT.
The solution to the equation of the evolution for the loop-

size distribution yields the following distribution as a function
of time:

N�r; t� � A
r

�2ÿ r�4 exp

�
ÿ 4

2ÿ r

��
�r 20 �

Kt

2

�ÿ1
: �10�

This distribution holds for 0 < r < 2; at r > 2, we have
N�r; t� � 0; r � 2 is the cutoff value. The above suggests
that there cannot be a loop whose radius exceeds twice the
mean value. Integrating (10) over all possible values of r, i.e.,
from 0 to r � 2, we arrive at an expression for the following
time dependence of loop density [81]:

Nt � N0

1� Kt=2�r 20
: �11�
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The results of the experimental work done by Burton
and Speight [81] suggest that the temporal variation of the
loop-size distribution in silicon implanted with 150-keVGe�

ions to a dose of 2� 1015 cmÿ2 is described fairly well by the
theoretical distribution (10). Figure 2 shows the evolution of
secondary defects in implanted silicon annealed at 900 �C.
Good agreement between the experimental and theoretical
results was observed at different annealing temperatures from
900 to 1100 �C. These experiments also determine the
activation energy Eact for loop growth. The expression for
loop growth within a broad range of radii as a function of the
annealing temperature was written in Ref. [72] as follows:

T

�
�r 2 exp

�
ÿ a

�r

�
ÿ �r 20 exp

�
ÿ a

�r0

��
� C exp

�
ÿEact

kT

�
; �12�

where C is assumed constant. Since �r0 < �r, we have

�r 20 exp

�
ÿ a

�r0

�
5 �r 2 exp

�
ÿ a

�r

�
;

with the result that Eqn (12) becomes

T �r 2 exp

�
ÿ a

�r

�
� C exp

�
ÿEact

kT

�
: �13�

This expression shows that it is possible to determine the
activation energy of this process from the temperature
dependence of loop growth.

In the experiment, the sample was first annealed for a
short period (1 s) at 900 �C so that the loops could nucleate.
Then the sample was cut into several parts, the temperature
curves of loop growth were built, and the activation energy of
the process was determined. For short annealing times (10 s),
the activation energywas about 1 eV; for long annealing times
(longer than 100 s), the activation energy for loop growth was
found to be 4.4 eV. Bonafos et al. [72] assume that for

annealing times of up to 10 s there is still no equilibrium
between the point defects and the clusters; the loops continue
growing at the expense of interstitial atoms from the highly
supersaturated solution, and the magnitude of the activation
energy is still related to the activation energy of diffusion of
interstitial silicon atoms.When equilibrium is established, the
loops grow only due to the decay of smaller loops. The
activation energy for loop growth in this case (4.4 eV)
becomes related to the self-diffusion activation energy [87].
We believe that under strong supersaturation the interstitial
silicon atoms form SiÿSi pairs, each of which is created when
two Si atoms not linked by a covalent chemical bond land at
random in a single interstitial position. They are held at this
site only by the potential field of the crystal and exist as a pair
as long as there is strong supersaturation with point defects.
We may expect that the activation energy for migration of
such a pair is lower than that for an isolated self-interstitial.
Such a model was proposed in Ref. [88] for a diffusion pair
consisting of an interstitial phosphorus atom and an inter-
stitial silicon atom. The activation energy of diffusion of
interstitial Si atoms in silicon for moderate supersaturation,
4 eV, is also typical of experiments concerning both the
formation of extended defects and diffusion of impurities in
the presence of self-interstitials. At the same time, for the
known di-interstitial centers SiÿP6 [31] and SiÿB3 [32], the
activation energies for annealing amount to 0.8 eV and about
2 eV, respectively. These values determine the energies of
breakup of these complexes rather than diffusion accompa-
nied by the formation of extended defects. These facts suggest
that we are not dealing here with the formation of extended
defects directly from split di-interstitial defects. Rather, when
irradiated samples are heated, the split interstitial defects
disintegrate and form free (i.e., not linked by covalent bonds
in split configurations) interstitial silicon atoms, and it is these
atoms that form rodlike defects and dislocation loops.

Bonafos et al. [72] theoretically investigated the coarsen-
ing of dislocation loops when such loops already existed,
while Lampin and Senez [71] theoretically studied the
nucleation process. The nucleation of precipitates occurs
because of the difference between the free energy of the state
with a strong supersaturation in isolated interstitial atoms
and that of the state with interstitial atoms localized in
dislocation loops. This difference in free energy depends on
the precipitate's size and is shown schematically in Fig. 3. The
nucleation activation energy Dg � is related to the critical size
of the precipitate. This critical size depends on the deforma-
tion parameters of the crystal, temperature, and the degree of
supersaturation in interstitial atoms. In examining the

100 nm

a b

c d

Figure 2. Evolution of secondary defects upon annealing (at 900 �C) of
silicon implanted with 150-keV Ge� ions to a dose of 2� 1015 cmÿ2; the
annealing times t were (a) 1, (b) 10, (c) 100, and (d) 1000 s [81].

Dgn

Dg�

n� n

Figure 3. Free energy of dislocation loops as a function of the number n of

interstitial atoms [71].
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process of cluster formation it is assumed that the process is
limited by the diffusion of interstitial atoms rather than by the
barrier on the cluster [72].

Following Russell's approach [89], we can write the
nucleation rate J�t� as

qCDL

qt
� J�t� � JS exp

�
ÿ t
t

�
; �14�

where CDL is the dislocation loop concentration, JS is the
equilibrium nucleation rate given by the formula

JS � CIh
�Z exp

�
ÿDg �

kT

�
; �15�

and

t � 1

2Z 2h�
�16�

is the incubation period. Here CI is the concentration of free
interstitial atoms, h� is the rate of growth of a critical
precipitate, and Z is the Zel'dovich factor, which reflects the
curvature of the free-energy curve in the vicinity of the critical
point (see Fig. 3). There are three stages in the change of the
nucleation rate. The first stage corresponds to the incubation
period, during which the nucleation rate increases. At this
stage the interstitial Si atoms leave the radiation-induced
defects. Then the nucleation rate reaches an equilibrium value
JS. The concentration of interstitial atoms, which may form
precipitates, decrease in time, and at the third stage the
nucleation rate decreases.

The fact that implanted layers are close to the crystal's
surface, which is a possible sink for point defects, has aroused
interest in studying the effect of the surface on the formation
of residual defects. Chason et al. [90] and Moller et al. [91]
discovered no such effect, at least when the layer lies deeper
than 2000 A

�
. Raman et al. [92] reduced the distance from the

sample's surface to the layer with residual defects that have
already formed from 2600 to 1800 A

�
and even to 1000 A

�
by

polishing the surface. Then the samples were again annealed
in a nitrogen atmosphere at 900 and 1000 �C. TEM studies
revealed that near the surface the density of small dislocation
loops and the loop size diminished. It has also been found that
the flux of interstitial atoms to the surface varied in inverse
proportion to the depth at which the loops resided. This
means that the dissolution of loops is determined by the
diffusion of point defects. Assuming that around the loops
there is supersaturation in silicon self-interstitials and inte-
grating the flux of Si atoms from the loops to the surface, the
researchers estimated the degree of supersaturation at
different depths and different annealing temperatures.

3.2 Threshold dose for residual-defect formation
Do residual defects always form in ion-implanted silicon
layers upon annealing? Figure 1 shows that in silicon layers
created by implantation of 1-MeV In� ions with doses of
1:5� 1013 and 2� 1013 cmÿ2 and short annealing times (5 s),
residual defects emerge primarily in the form of rodlike
defects. At the larger dose, as the annealing time increases,
the defects transform into dislocation loops, whose concen-
tration stabilizes with the passage of time. At a somewhat
smaller dose (1:5� 1013 cmÿ2), the residual defects comple-
tely disappear as the annealing time is increased. The extent to
which these two doses introduce defects into In�-implanted

silicon layers can be estimated if we turn to Fig. 4, which
shows the defect profiles registered by the ion Rutherford
backscattering (RBS) method. Clearly, the difference in the
concentrations of radiation-induced defects in silicon layers
for these two doses is moderate, but the formation of residual
defects differs dramatically (see Fig. 1). Similar results have
been obtained for light and medium-weight ions implanted in
silicon at energies of about 100 keV and several MeV [93]. No
dislocations were detected in silicon layers created by B�

implantation with doses of 7� 1013 cmÿ2, but they were
detected for a dose of 1� 1014 cmÿ2. After implantation the
samples were annealed at 900 �C for 15 min. No residual
defects were detected after annealing for the case of implanta-
tion with 200-keV Si� and P� ions to a dose of 5� 1013 cmÿ2,
but they were detected at a dose of 1� 1014 cmÿ2 [51]. These
examples show that there is a threshold value of the
concentration of radiation-induced defects in the layer for
the formation of residual defects upon annealing. The
physical meaning of the critical concentration of defects
becomes clear after we examine the conditions influencing
residual defect formation.

3.3 Effect of implantation conditions
on residual-defect formation
3.3.1 Ion mass. Investigations have shown that the concentra-
tion of radiation-induced defects in a damage layer is not an
absolute criterion for dislocation formation. The critical
value of concentration depends on the type of ion. Most
unexpected were the results of residual-defect formation in
silicon implanted with light B� ions as compared to silicon
implanted with medium-weight ions (Si� and P�) [51]. In
these experiments the ion energy was about 100 keV. It turned
out that the critical concentration of defects in the damage
layer for the case of medium-weight ions was much higher
than for case of the light B� ions. Schreutelkamp et al. [51],
basing their reasoning on Crowder and Title's work [94],
relate these differences to the type of radiation-induced
defects. In the case of light ions, point defects with a
moderate density in the cluster regions are formed. But in
the case of Si� and P�, the radiation-induced defects are
concentrated in cluster regions with a high local density.
Schreutelkamp et al. [51] believe that the central parts of
these regions are amorphous. Upon heat treatment, the
amorphous inclusions recrystallize, but, naturally, in this
process they do not supply point defects for the formation
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Figure 4.Damage profiles in silicon implanted with 1-MeV In� ions to two
different doses [45].
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of dislocations. The researchers assume that this explains the
higher critical concentration of defects in the case of medium-
weight ions compared to that of light ions. However, at
present it is clear that defect-cluster regions (DCRs) created
in silicon implanted with medium-weight ions are not
amorphous. For amorphous inclusions to be created by
implanting 200-keV Si� or P� ions in silicon, a threefold
overlap of DCRs is required [95]. Studies of the accumulation
of radiation-induced defects have made it possible to
determine the parameters of the DCRs that arise in silicon
implanted with various ions [41, 95, 96]. Table 3 lists the
critical dosesDcr needed for the beginning of the formation of
residual defects, the corresponding concentrations Ccr of
defects in the layer, the relative volume V occupied by the
DCRs at a critical dose, and the defect concentrations CDCR

in the DCRs. It is seen that the critical concentration of
defects in a silicon layer implanted with Si� ions correspond-
ing to the beginning of dislocation formation is 10 times
greater than the threshold value for B�-implanted silicon.
What is also important is that in the case of B� ions the
residual defects are formed if the DCRs occupy 4% of the
implanted layer; in the case of Si� ions this figure is 10%. The
concentration of radiation-induced defects in an average
DCR in B�-implanted silicon amounts to 1020 cmÿ3, while
in the case of Si� ions this concentration amounts to
4� 1020 cmÿ3. In both cases, B� and Si�, at critical doses,
the relative volumes occupied by DCRs are still not large, 4%
and 10%, respectively. Therefore, it is natural to assume that
residual defects are mainly formed in DCRs independently
from each other. But if this is so, the meaning of the critical
defect concentration becomes unclear. It is also unclear why
in the case of DCRs with a higher local defect density (Si�

ions) a larger number of such regions is needed for residual-
defect formation to begin than in the case of DCRs with a
lower local defect density (B� ions).

As is well-known, the presence of radiation-induced
defects increases the lattice parameter of the silicon crystal.
In a DCR the lattice parameter must be larger than the
average value over the layer, but since this region is
surrounded by a more perfect matrix, elastic stresses build
up at the interface and diminish as we move away from the
DCR. These elastic stresses can serve as an additional driving
force for migration of point defects away from theDCR upon
heat treatment. The escape of defects from DCRs and the
formation of residual defects are competing processes: when
there are only a few DCRs, defect escape is predominant and
no residual defects are formed; as the number of DCRs
increases, the elastic-stress fields generated by them in the
layer overlap and thus the total field becomes smoother. As a
result, the rate of migration of defects from the DCRs
decreases upon heating and hence the efficiency of residual-
defect formation increases.

For Si� ions, as compared to B� ions, the concentration of
radiation-induced defects in a DCR is higher than in the
matrix. Hence, the elastic stresses around DCRs are higher in
this case, so that the smoothing of them requires a greater
density of DCRs. In the case of light ions the concentration of
defects in DCRs is lower and, what is important, defects are

also formed outside the DCRs, so that the smoothing out of
the elastic stresses requires lower DCR concentrations. Here,
the higher the energy of the ions, the more uniformly the
defects are distributed in the layer, which should lower the
threshold for the residual-defect formation. This conclusion is
corroborated by the data on the critical ion dose, which for
200-keVB� ions amounts to 1� 1014 cmÿ2, while for 725-keV
ions the critical dose is 6� 1013 cmÿ2 [51]. For Si� implanta-
tion the threshold dose amounts to about 1� 1013 cmÿ2 at an
ion energy of 1.2MeV [97] and 7� 1013 cmÿ2 at 200 keV. The
data of Coffa et al. [98] are also an argument in favor of the
above ideas concerning the effect of elastic stresses on the
formation of secondary defects. The researchers detected an
anisotropy in the residual-defect distribution related to elastic
stresses at the edges of windows in the SiO2 or Si3N4 masks
through which the ions were implanted. Gerasimenko and
Mordkovich, together with their colleagues, studied in detail
the role of fields (electric and mechanical) in the behavior of
radiation-induced defects (e.g., see Ref. [99]).

We have qualitatively examined the effect of elastic
stresses on the formation of dislocation loops from the
viewpoint of the possibility of uniting interstitial atoms into
planar inclusions. On the other hand, Legotin et al. [100] have
theoretically studied the effect of elastic stresses on the
stability of dislocation loops if such loops exist. They found
that the stability of a loop with a critical radius depended on
the sign of the elastic stresses acting on this loop.

In addition to the above reasoning for the existence of
anomalies in the threshold of residual-defect formation when
electrically active impurities are implanted, one must take
into consideration factors related to the charge states of the
radiation-induced defects. In the process of implantation of
boron at room temperature, a considerable fraction (60%
[101] or 70% [102]) of this element resides at lattice sites.
Hence, we can expect that the two types of interstitial defects
that form in the crystal are in the positive charge state, i.e., we
have SiÿP6 [31] and SiÿB3 [32] with annealing temperatures
120 and 480 �C, respectively. In the case of Si� implantation,
these defects are in the neutral charge state, SiÿA5 [33] and
SiÿO2 [34]. There are no data on the presence of these defects
in the negative charge state. Brower [32] and Jadan et al. [36]
found that during heat treatment the SiÿP6 defects in the
positive charge state at 120 �C transformed into the more
stable configuration SiÿB3. In the neutral charge state, the
SiÿA5 defects at 160 �C disintegrate and release mobile
interstitial Si atoms [36]. These atoms are consumed in
annihilation with divacancies. It is the annihilation with
interstitial defects that explains the beginning of divacancy
annealing at much lower temperatures in silicon irradiated by
heavy particles (neutrons and ions) as compared to crystals
irradiated with electrons with energies of about 1 MeV or
gamma-ray photons, when intrinsic interstitial complexes are
not formed in appreciable concentrations. Thus, even before
the temperature reaches the annealing temperature, in boron-
implanted silicon crystals the low-temperature SiÿP6 defects
transform into high-temperature SiÿB3 defects and add to
the concentration of the latter. The data of Lilak et al. [103],
who studied the formation (during annealing) of residual
defects in silicon heavily doped with boron and irradiated by
Ge� ions, also serve as an argument in favor of the above
ideas. The density of the dislocation loops increases with
increasing boron concentration up to 2� 1018 cmÿ3. At
higher levels of doping of the initial crystals with boron, a
reverse effect is observed. This effect is discussed below.

Table 3. Parameters of DCRs created by Si� and B� ions.

Ion Dcr, cmÿ2 Ccr, cmÿ3 V, % CDCR, cmÿ3

B�

Si�
9� 1013

8� 1013
4� 1018

4� 1019
4

10
1� 1020

4� 1020
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In silicon implanted with Si� or P� ions, no such
additional formation of `high-temperature' interstitial
defects occurs with increasing temperature.

It has been found that ion mass has an effect not only on
the residual-defect formation threshold but also on the type of
forming residual defects. In the case of the light B� ions, at
doses of �1ÿ4� � 1014 cmÿ2, energies of about 100 keV, and
annealings for 15 min at 900 �C, the main arising defects are
rodlike [104]. But if medium-weight ions are employed, for
the same annealing conditions and energies, circular disloca-
tion loops are formed in addition to rodlike defects. However,
if the boron ion dose is high (1� 1015 cmÿ2), only dislocation
loops are formed during annealing. These results suggest that
the larger the number of point defects in the impurity layer,
the higher the probability that only circular dislocation loops
will be formed in the annealing process. Kalinin et al. [67]
studied in detail the transformation of residual defects for
different H�2 ion implantation doses. The researchers found
that when the concentration of point defects was high, the
emerging rodlike defects interacted with one another and
dislocation loops and dipoles were formed. The interaction
between dipoles and vacancies also led to the formation of
dislocation loops.

The formation of residual defects caused by implantation
of heavy ions depends on the ion energy. In silicon implanted
with heavy ions Sb� [55] or Ga� [51] with energies of about
100 keV, no residual defects are formed up to doses that lead
to total amorphization. In the annealing and recrystallization
of the amorphous layer, point defects are not supplied to the
process of residual-defect formation. But when the energies of
the ions used in the implantation process are high (mega-
electronvolts), more energy is lost in inelastic interactions and
the ion tracks are not completely amorphous. In this case
there are enough point defects for dislocation loops to form.
For 50-keV Ge� ions, no residual defects are formed after
implantation to a dose of 8� 1015 cmÿ2 and rapid thermal
annealing [105]. But if the energy of these ions is 100 keV,
dislocation loops arise at the amorphous-layer ±matrix inter-
face; in this case the depth distribution of defects is less
slanted, and on the `tails' of the distribution there are enough
point defects for the formation of dislocations.

3.3.2 Implantation temperature. The efficiency of the forma-
tion of stable radiation-induced defects is known to depend
on the implantation temperature, so it is only natural to
expect a certain temperature dependence of residual-defect
formation. Figure 5 shows the RBS spectra for silicon
samples implanted with 1-MeV B� ions to a dose of
5� 1014 cmÿ2 for different substrate temperatures [106]. The
spectra for unimplanted silicon are also shown for the sake of
comparison. As expected, the extent of crystal imperfection
decreases as the implantation temperature grows. Figure 6
shows TEM micrographs of silicon after implantation at 25,
200, and 400 �C followed by annealing at 900 �C for 15min. In
all implantation regimes, bands of elongated dislocation
loops with lengths up to 1 mm were observed at a depth of
1.6 mm.When silicon was implanted with B� ions to a dose of
5� 1014 cmÿ2 at room temperature, the concentration of
defects in the layer was eight times higher than the threshold
value needed for the formation of residual defects. The
concentration of defects at the implantation temperature of
400 �C is much smaller than the critical one. Nevertheless, the
residual defects are detected in virtually equal concentrations.
The results of these experiments suggest that already in the

implantation processes at 200 and 400 �C the formation of
residual defects occurs in such away that in the end, after final
annealing at 900 �C, the concentrations of residual defects are
roughly the same.

Acco et al. [107] obtained interesting results for heavy ions
concerning the dependence of the residual-defect formation
on the implantation temperature. Implantation of heavy ions
at room temperature leads to the formation of an amorphous
layer and, as noted earlier, no residual defects form in the
recrystallization process. Residual defects can form only at
the interface between the amorphous layer and the crystal,
and these are defects of type II. But if implantation is carried
out at low temperatures, the layer is amorphous and resides in
the transition region. Schreutelkamp et al. [51] found that as
the implantation energy decreases, the distribution of the
defects in the layer becomes more pronounced, and the
transition layer becomes so thin that the number of radia-
tion-induced defects in it is smaller than the critical number,
and no residual defects are formed. On the other hand, as the
temperature at which heavy ions are implanted grows,
amorphization of the layer does not occur, but the number
of radiation-induced defects is still large enough for residual
defects to form. For instance, when In� ions are implanted at
ÿ85 �C, the number of displaced atoms estimated by the RBS
method is 1:9� 1017 cmÿ2, but in view of the amorphization
of the layer, no dislocations are formed [106]. On the other
hand, if implantation is carried out at 500 �C, the number of
displaced atoms (stable defects) is smaller than 1016 cmÿ2, i.e.,
40 times smaller, but after annealing at 900 �C residual defects
are detected. As noted earlier, at an elevated substrate
temperature residual defects can form directly in the
amorphization process.

3.3.3 High-intensity ion implantation.Merli and Zignani [108]
were, apparently, the first to notice that the amount of energy
released in the sample in ion implantation is equal to the
amount of energy usually spent on annealing thermally
isolated semiconductor wafers by incoherent light or an
electron beam in millisecond or second duration intervals.
Increasing the ion-current density in implantation can
increase the sample temperature up to the surface-melting
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temperature. Implantation regimes that combine in a single
operation the dosing of the implanted impurity atoms, the
restoration of the crystal structure, and the electric activation
of the impurity (when Groups III or V elements are
implanted) have become known as self-annealing implanta-
tion. The use of self-annealing implantation regimes saves one
the trouble of subjecting the samples to postimplantation
annealing. The high rate of ion dose buildup and the change in
the target temperature in self-annealing implantation lead to
a number of special features in defect formation and the
behavior of the implanted atoms. All these aspects have been
thoroughly studied in experiments and there is an abundance
of experimental material on the subject [109 ± 114]. It has been
established that in the interaction of high-intensity ion beams
and semiconductor crystals the nature of the structural
changes in the crystals depends on a number of parameters,
such as the mass and energy of the implanted ion, the current
density of the ion beam, thermal conditions in the implanta-
tion process, and the chemical nature of the implanted atoms.
In the most general case, a characteristic feature of the self-
annealing regime is the presence of four stages in the changes
of the crystal structure [115].

The first stage is that of the accumulation of radiation-
induced defects. It has been found that, at a constant
temperature, the damage inflicted on the crystal increases
with ion-current density. For high-intensity implantation the
picture is somewhat more complicated, since the target
temperature changes during implantation. Defect formation
competes with defect annealing. The formation of defects at
the initial stage of high-intensity irradiation of silicon has
been studied most fully for the case of Si� ions [116]. In these
experiments the ion energy was 120 keV and ion doses varied
from 5� 1013 to 1016 cmÿ2. The current density in the ion
beam varied from 0.14 to 100 mA cmÿ2. RBS and TEM were
used to study the structure of the defects and their distribution
in space. It was found that, along with radiation-induced
defect accumulation, dislocation loops of the interstitial type

with sizes varying from 1 to 10 nm were formed. The number
of loops and their size increase with the ion-current density.
The first stage ends when a continuous amorphous layer is
formed.

In the second stage, stabilization of the amorphous layer
occurs. Further irradiation broadens this amorphous layer,
but at the same time the temperature of the crystal grows and
defect accumulation competes with defect annealing. At a
certain critical temperature depending on the ion-current
density and the mass and energy of the particles, the
thickness of the amorphous layer stabilizes [116 ± 121]. In
the case of light ions, amorphization of the layermay not even
take place. In this case, at a certain critical temperature the
concentration of the radiation-induced defects and the width
of the damage layer stabilize.

In the third stage, crystallization of the amorphous layer
occurs. Studies of the crystallization rates in the self-
annealing regimes of the implantation of P� ions [122] and
As� ions [123] have shown that at 550 �C this rate is 45 nm sÿ1.
At the same time, it is known [124] that in ordinary thermal
crystallization at 600 �C this rate does not exceed 10 nm sÿ1.
In ordinary thermal crystallization the activation energy is
2.7 eV. The activation energy of crystallization of the
amorphous layer upon high-intensity ion implantation does
not exceed 1 eV [119, 125]. Apparently, this is due to the
presence of excess point defects of both types, vacancy and
interstitial. The third stage of structural changes in the
process of self-annealing implantation ends by the crystal-
lization of the amorphous layer at a temperature higher than
the critical.

The fourth stage ends by the formation of residual defects.
Holland and Narayan [126] used the RBS and TEMmethods
to study the structure of defects and their spatial distribution
in silicon after the high-intensity implantation of 120-keV Si�

ions with a current density of 100 mA cmÿ2 and a dose of
7:5� 1015 cmÿ2. They found that the single-crystal structure
of the implanted layer was completely restored. However, in

500 nm

a b c

Figure 6. TEMmicrographs of silicon implanted with 1-MeV B� ions to a dose of 5� 1014 cmÿ2 at the following substrate temperatures: (a) 25, (b) 200,

and (c) 400 �C. Annealing at 900 �C for 15 min [106].
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the crystal they detected two layers containing residual
defects, primarily in the form of loops of the interstitial type
and dislocation tangles. One layer was at a depth of 290 nm at
the interface between the crystal and amorphous phases, and
the other at a depth of 170 nm. It is assumed that the latter is
formed at the place where crystallization fronts travelling
from the surface and from the bulk of the crystal meet.
Electrical measurements have shown that implantation of
Group III or V elements in the self-annealing regime at high
ion-current densities guarantees an almost total activation of
the impurities [127 ± 129]. For instance, at a current density of
P� ions equal to 230 mA cmÿ2 it takes five seconds for the
temperature to rise to 1450K, and at an ion current density of
500 mA cmÿ2 it takes only two seconds for the temperature to
rise to 1630 K. The impurity profiles broaden substantially,
and impurity diffusion cannot be described by the common
thermal-diffusion model.

Thus, despite the restoration of the crystal structure and
complete activation of the injected impurities in self-anneal-
ing implantation, layers free of residual defects cannot be
produced.

3.3.4 Implantation in the channeling regime. In the channeling
regime the ions lose their energy mainly in inelastic collisions,
with the result that fewer radiation-induced defects form in
this regime than when the implantation is performed in a
`random' direction. However, in practice it has proved
difficult to obtain profiles that are uniform over the entire
wafer [130], but implantation machines with a combined
system of scanning (electrostatic and mechanical) support
channeled implantation overwafers up to 200mm in diameter
[131]. Channeled implantation has already found practical
application in the industrial fabrication of very large-scale
integration (VLSI) circuits [132, 133]. However, in using this
method there are certain limitations in the ion dose.

RBS research [51] has shown that when the doses of B�

ions are moderate (1� 1014 cmÿ2), the defect concentration
obtained in the channeling regime is much lower than for the
nonchanneling regime; the difference in the extent of crystal
imperfection rapidly decreases as the implantation dose
grows. The reason is that random dechanneled ions produce
radiation-induced defects, which in turn promote the dechan-
neling of other ions and a further increase in the number of
defects. Accordingly, after annealing these structures at
900 �C for 15 min, in the case of channeled implantation to a
dose of boron ions of 1� 1014 cmÿ2 no residual defects are
produced, while as a result of dechanneled implantation such
defects are produced. With a higher boron ion dose
(5� 1014 cmÿ2), residual defects are formed as a result of
both implantation regimes.

4. Suppression of residual-defect formation
in implanted silicon

4.1 Multistep ion implantation with intermediate annealing
of radiation-induced defects
As noted in Section 3, for residual defects in the form of
dislocations to arise in implanted silicon in the course of heat
treatment, the concentration of radiation-induced defects
must be higher than a certain critical concentration. This
experimental fact has made it possible to develop a method
for fabricating doped silicon layers without residual defects
[134 ± 136]. Figure 7 shows the RBS spectra for silicon

implanted with 1-MeV As� ions to a dose of 8� 1013 cmÿ2.
This total dose was attained in one, two (4� 1013 cmÿ2 each),
or four (2� 1013 cmÿ2 each) steps, and after each step the
samples were annealed at 900 �C for 15 min. In a single-step
implantation, as Figs 8a and 8d show, the high concentration
of radiation-induced defects at a depth of 0.5 mm ensures
subsequent formation of a high density of dislocation loops.
If implantation is carried out in two steps (Figs 8b and 8e)
with intermediate annealing, the concentration of dislocation
loops is much lower than in the previous case. Four-step
implantation (Figs 8c and 8f) results in the formation of
doped layers without dislocation loops. Similar results were
obtained for P� ions. If it took four steps to attain the total
dose of 1:1� 1014 cmÿ2 of 1-MeV P� ions (2:8� 1013 cmÿ2 in
each step), no residual defects were formed. For 80-keV
boron ions, no residual defects are produced if the dose in
one step is lower than 8� 1013 cmÿ2 [135]. A good illustration
of the possibilities that the multistep method opens in
fabricating silicon layers implanted with boron ions is Fig. 9,
which was taken from Ref. [136]. Clearly, for a total ion dose
of 9� 1014 cmÿ2, six steps are needed to fabricate silicon
layers that are practically free of defects.

4.2 Effect of impurities on the residual-defect formation
Studies of defect formation in silicon implanted with B� and
C� ions, whosemasses are close, produced unexpected results
[42, 137, 138]. According to RBS data, the concentrations of
radiation-induced defects in the implanted layers are practi-
cally the same after irradiation, but after annealing in the
silicon layer implanted with B� ions the residual damage was
found to be high; in [135], it is associated with the formation
of dislocation loops. In the case of C� ions, the RBS spectra
after annealing were found to be almost the same as those for
unirradiated silicon. Wong et al. [137] and Liefting et al. [138]
explain this positive effect by the fact that a carbon atom in
the silicon lattice occupies a small volume and that this atom
may be surrounded by interstitial silicon atoms that do not
participate in the formation of dislocation loops. We believe,
however, that this interpretation is unconvincing: usually
almost all the interstitial silicon atoms are taken up by
residual defects in short-duration annealing and no less than
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Figure 7.RBS spectra in the channeling regime for silicon implanted by the

step-by-step method with As� ions (according to Liefting et al. [135]):

(1) one step, (2) two steps, (3) four steps, and (4) unimplanted silicon.
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10% in prolonged annealing [139, 140]. If these atoms
surrounded carbon atoms, their presence should reveal itself
in RBS spectra, but so far there is no experimental evidence of
this [137].

In our opinion, the mechanism of suppression of residual-
defect formation by carbon atoms operates somewhat
differently. According to the ideas developed in Ref. [22], all
substitutional atoms whose covalent radii differ from the
lattice-atom radius are displaced, via the Watkins mechan-
ism, from lattice sites by interstitial Si atoms; this displace-
ment was discovered by Watkins for Group III impurities B,
Al, andGa [15 ± 17]. According to Ref. [22], interstitial silicon
atoms move toward substitutional impurity atoms in the
elastic strain field generated by these impurities (Fig. 10).
The displacement of carbon atoms from lattice sites into
interstitial positions by interstitial Si atoms was observed
directly by Watkins and Brower [141]. A carbon atom
displaced from a lattice site to an interstitial position can
then be trapped by a vacancy, etc. Thus, the Watkins effect
and subsequent trapping of a substitutional impurity by a
vacancy is an additional channel by which point defects are
annihilated. This process can be written in terms of the
following reactions:

Cs � I! Ci ; Ci � V! Cs ;

1:5� 1014 cmÿ2

3:0� 1014 cmÿ2 2� �1:5� 1014 cmÿ2�

6:0� 1014 cmÿ2 4� �1:5� 1014 cmÿ2�

9:0� 1014 cmÿ2 6� �1:5� 1014 cmÿ2�1 mm

Figure 9. TEM micrographs of silicon implanted with 30-keV B� ions in

single- and multistep regimes. Annealing at 900 �C for 15 min [136].

SiI

Figure 10. Motion of an interstitial Si atom in the silicon-lattice elastic

strain field generated by a substitutional atom whose covalent radius

exceeds the radius of a lattice atom [22].

D � 1:1� 1014 cmÿ2 D � 8� 1013 cmÿ2

1 step

2 steps

4 steps

2 steps

1 step

4 steps

500 nm 250 nm

a d

b e

c f

Figure 8. TEM micrographs of silicon implanted using the multistep

method with 1-MeV (a ± c) P� and (d ± f ) As� ions to doses of 1:1� 1014

and 8� 1013 cmÿ2, respectively. Annealing at 900 �C for 15 min [135].
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where Cs is a substitutional impurity at a lattice site, I and V
are a silicon self-interstitial atom and a vacancy, respectively,
and Ci is an impurity in an interstitial position.

The suppression of dislocation formation by using carbon
in silicon implanted with phosphorus was described by
Tamura et al. [142]. The dose of phosphorus was fairly
large, 1� 1015 cmÿ2. Additional injection of C� ions in a
dose of 4� 1015 cmÿ2 made it possible to suppress dislocation
formation almost totally. The equilibrium solubility of
carbon in the lattice sites is moderate (2� 1018 cmÿ2), but if
there is a large concentration of excess vacancies, the carbon
solubility increases by several orders of magnitude [143, 144].

Tamura et al. [142] established the need to match the
profile of injected C� ions to that of the radiation-induced
defects generated by the principal impurity. If the carbon
profiles are shifted with respect to the profile of radiation-
induced defects by 0.2 mm, the positive effect disappears.
According to Tsukamoto et al. [145], for small ion doses
such a strict match of profiles is unnecessary. The researchers
suppressed the formation of residual defects upon annealing
of silicon implanted with 700-keV Si� ions by additionally
implanting 1.6-MeVC� ions. In this case the mismatch of the
profiles of carbon and radiation-induced defects created by
the injection of Si� ions amounted to 1.5 mm.

Liefting et al. [138] demonstrated the possibility of
suppressing dislocation formation in silicon implanted with
B� ions within a broad range of doses: from 6� 1013 to
4� 1015 cmÿ2. The doses of 800-keV C� ions were within the
range from 2� 1014 to 1016 cmÿ2. On the whole, the results
were positive, but it was found that if the dose of C� ions
exceeds 4� 1015 cmÿ2, certain inclusions, apparently related
to the supersaturated carbon solution, appear in the layer.
There are a number of works devoted to the study of the
structure of these inclusions [146 ± 148].

If the above mechanism of defect annihilation as a result
of consecutive substitution of site carbon by interstitial silicon
atoms and its subsequent trapping by vacancies is indeed true,
then it is obvious that the carbon atoms in this case are
unsaturable traps for point defects and that carbon can
eliminate interstitial Si atoms in the amount exceeding that
of carbon atoms. Indeed, Claverie et al. [149] found that the
efficiency of absorption of interstitial silicon atoms by a
carbon atom is greater than unity. But, as the data of
Simpson et al. [150] reveal, this absorption is even more
effective if carbon atoms are located from the very beginning
in lattice sites. This is understandable, since the trapping of
interstitial carbon by lattice sites requires some time. Note
that the interaction of point defects with carbon and the
formation of residual defects are competing processes.

The position of carbon (or another substitutional impur-
ity) at silicon lattice sites is only one of the conditions that
ensure the suppression of residual-defect formation. One also
needs to know how to control the Watkins reaction and
ensure the condition in which carbon will not be displaced
from lattice sites by interstitial Si atoms already in the process
of implantation of electrically active impurities (boron or
phosphorus). During implantation the number of displace-
ments exceeds that of the forming stable interstitial complexes
by a factor of roughly 20. It is important to keep the
substitutional impurity atoms (e.g., carbon) at sites, so that
later they could operate as traps for silicon atoms during heat
treatment. Studies of the processes of boron displacement
from silicon lattice sites have shown [151] that the Watkins
effect can be suppressed by increasing the level of ionization

in the implanted layer. In practice this is achieved by
increasing the current density in the ion beam. It has also
been established that the displacement of boron from lattice
sites can be suppressed by heat treatment of the implanted
silicon [22]. A characteristic feature of the curves of electrical
activation of boron implanted in silicon (these curves reflect
the dependence of the charge-carrier concentration on the
temperature of isochronal annealing) is the presence of a
`reverse-annealing' stage at 500 ± 600 �C. The reason for such
a stage is the displacement of boron atoms from lattice sites to
interstitial sites by silicon atoms produced as a result of the
decay of SiÿB3 complexes. If during annealing the implanted
layer is irradiated by low-energy (10-keV) electrons with
a 5-mA cmÿ2 current density in the electron beam, there is
practically no reverse-annealing stage. When the level of
ionization is high, the nonequilibrium electrons and holes
screen the electric dipoles in the deformed sphere (see Fig. 10),
with the result that the motion of silicon atoms in the elastic
strain field generated by the substitutional atom is sup-
pressed.

Boron atoms are effectively displaced from lattice sites by
interstitial Si atoms [16]. However, as we have noted earlier, in
boron-implanted silicon, in contrast to C�-implanted silicon,
residual defects do form. This is probably due to the fact that
boron participates in the formation of thermally stable
complexes (stage of isochronal annealing at 700 ± 900 �C),
presumably with divacancies [41]. Both boron and divacan-
cies are used to form these complexes. This hinders con-
secutive interaction between boron atoms and interstitial Si
atoms and vacancies needed for the annihilation of point
defects. But if boron atoms are located at the lattice sites, they
can serve as traps for interstitial Si atoms [151].

Lilak et al. [103] studied residual-defect formation in
silicon heavily doped with boron and irradiated with Si ions.
When the concentration of boron in silicon is higher than
2� 1018 cmÿ3, the concentration of residual defects decreases
with increasing concentration of the substitutional boron in
the initial crystals, and at boron concentrations higher than
1019 cmÿ3 no dislocation loops are formed during annealing.

4.3 Implantation synchronized
with microwave-assisted annealing
Along with traditional methods of annealing of implanted
semiconductor structures (furnace annealing and RTA), new
methods of annealing are being developed, e.g., microwave-
assisted annealing [152]. Most promising among these
methods is implantation-synchronized microwave-assisted
annealing (ISMAA) [153, 154]. The intensity of absorption
of microwave radiation (2.45 GHz) by, and, accordingly, the
heating of, a silicon wafer increase with the concentration of
free charge carriers. During implantation, a large concentra-
tion of nonequilibrium electrons and holes is created due to
inelastic losses within the area where the scanning ion beam
operates. It is at this moment that there occurs strong
absorption of microwave radiation, and local heating
follows the scanning ion beam. In this method, the radia-
tion-induced defects created by the ion beam are immediately
annealed, and thus there is no accumulation of these defects
to a concentration needed for dislocation formation.

The research done by Gay et al. [154] on implanted
silicon in the synchronized annealing regime has shown that
the doped layers have good electrophysical properties.
Electron microscope studies revealed no formation of
residual defects.

802 A R Chelyadinski|̄, F F Komarov Physics ±Uspekhi 46 (8)



4.4 Suppression of residual-defect formation
in implanted silicon by creating
an additional damage layer
Zhao andWang [155] examined the formation of dislocations
in a silicon layer fabricated by implanting 50-keV P� ions to
two doses, 2� 1014 and 2� 1015 cmÿ2, with complementary
irradiation of the crystals by 1-MeV Si� ions with doses
ranging from 5� 1014 to 4� 1015 cmÿ2. After double
implantation had been completed, the samples were sub-
jected to RTA at 950 �C for 20 s in a nitrogen atmosphere.
The researchers concluded that the effect of suppression of
secondary-defect formation in layers created by P� implanta-
tion increases with increasing dose of Si� ions. Here, as they
note, the effect is more pronounced at higher phosphorus
doses. The buried damage layer created by the implantation
of Si� ions serves as a getter for the point defects that form in
the surface layer as a result of the decay of radiation-induced
defects. On the other hand, Lu et al. [156] studied, by the
electron microscopy method, the buried layers of silicon
produced by implantation of 2-MeV B� ions to a dose of
2:2� 1014 cmÿ2, with additional formation of a surface defect
layer through the implantation of 140-keV Si� ions in three
different doses: 1� 1012, 1� 1013, and 1� 1015 cmÿ2. In
silicon implanted only with high-energy B� ions, a band of
defects, mainly in the form of elongated dislocation loops and
rodlike defects, appeared at a depth of about 3 mm after
annealing at 900 �C for 15 min. If an additional defect layer is
created by implanting Si� ions in a small dose (1� 1012 cmÿ2),
then perfect dislocation loops with sizes ranging from 40 to
100 nm arise instead of rodlike defects and elongated
dislocation loops. If the dose of Si� ions amounts to
1� 1013 cmÿ2 or greater, then only separate dislocations
form in the boron-implanted layer.

Thus, if the number of radiation-induced defects in the
additionally created damage layer is smaller than in the main
layer, residual defects in the latter form even more effectively
than in the absence of an additional layer. Defects leave the
main layer for the additional one if the extent of imperfection
of the latter is higher than that of the former. This fact can be
related to the elastic stresses generated in the implanted
crystal [157]. Point defects move in the elastic strain field
generated by the defect layers. When there are two defect
layers, the resultant field is determined by the layer with the
higher concentration of radiation-induced defects.

The use of this method leads to a substantial, but not
complete, reduction in the number of residual defects [156].
One more advantage of the method is that the additionally
fabricated defect layers are at the same time getters for
metallic impurities, which is especially important for the
production of semiconductor devices.

5. Examples of implementation
of the results of defect-impurity engineering

The use of ion implantation in the fabrication of semicon-
ductor devices and integrated circuits has revealed not only
the advantages but also the drawbacks of this method. The
obvious advantages are (a) that the doping is uniform over the
entire area of the semiconductor wafer and over the depth at
which the impurity is located, and (b) that the process is
reproducible. At first, the electrophysical parameters of the
semiconductor structures fabricated by ion implantation and
the device yield were lower than for structures fabricated by
the common thermal diffusion method [158]. Electron

microscope studies revealed the presence of large numbers
of dislocations in the ion-doped layers. With the dislocations
in the electrically active regions in devices were associated the
elevated leakage currents across junctions, electric short-
circuiting, and low gains of transistors. The effect of
dislocations becomes stronger if they are decorated by
impurities (both doping and residual, metallic). Studies of
the temperature dependence of the reverse current ± voltage
characteristics of p ± n junctions have established the values of
the activation energy, which were found to be close to half the
energy gap. This suggested the presence of deep generation ±
recombination centers, which were associated with residual
defects.

Initially, the efforts of researchers and engineers were
directed toward perfecting the regimes of annealing of
implanted structures. For instance, it was found that RTA
yields somewhat better results compared to ordinary furnace
thermal annealing [159]. According to Takahashi et al. [160],
an increase in the implantation current density drives the
temperature of samples up, and this leads to somewhat better
results in residual defects and device parameters. The
researchers found that to reduce the dislocation density it is
better to carry out postimplantation high-temperature
annealing in an inert atmosphere rather than in an oxidizing
atmosphere. Subsequent drive-in of the impurity can be done
together with oxidation of the wafer surface [161]. The reason
is that interstitial Si atoms are produced in the oxidation
process, and these atoms add to the interstitial defects of the
implantation origin [162 ± 164]. However, the researchers
were unable to solve the problem of residual damage solely
through thermal treatment.

The next step in eliminating residual structural defects in
devices was to carry out implantation through oxide layers.
Since in the implanted layers the profiles of the radiation-
induced defects and the implanted impurity are spatially
separated and the defect profiles are closer to the surface,
implantation through an oxide layer of an appropriate
thickness created beforehand made it possible to transfer, at
least partially, the elastic ion-energy losses into the oxide layer
[165]. Figure 11 shows the temperature dependence of the
leakage currents across the collector ± base junction for
different thicknesses of the oxide film. When the film is
0.08-mm thick, the elastic ion-energy losses occur mainly in
the crystal. The activation energy determined from the slope
of the respective curve amounts to 0.63 eV. This suggests that
within the collector ± base junction there are generation ±
recombination centers with energy levels in the middle of the
energy gap. If the oxide film is 0.17-mm thick, the dislocation
density in the active region of the device is lower by a factor of
1000, according to the data of Ashburn et al. [165], and the
activation energy is equal to the energy gap width, thus
suggesting that in this case band-to-band generation is
predominant. Although, because of the overlap of the defect
profile and the implanted-impurity profile, this method does
not make it possible to fabricate totally defectless ion-doped
silicon layers, it may be considered as the first step in defect
engineering in implanted silicon.

The next step in perfecting ion-doping technology
followed from the fact that there is a critical concentration
of radiation-induced defects at which residual-defect forma-
tion begins upon annealing. Liefting et al. [106, 166]
demonstrated the potential of defect-impurity engineering
by fabricating a vertical bipolar transistor. The schematic of
this transistor is shown in Fig. 12. The buried collector in this
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transistor is formed by implantation of high-energy (1.5MeV)
P� ions. To create a collector with a required low resistance,
Bohm et al. [159] andWijburg et al. [167] used fairly large ion
doses, which usually should be no smaller than 4� 1013 cmÿ2.
At such an energy (1.5MeV) this dose is much larger than the
critical one, and, as a result of annealing of the implanted
structures, dislocations must form in the collector region.
Studies of the electrophysical parameters of such devices have
shown that there are often excess collector currents in them
when voltages across the base ± emitter junction are low.
Figure 13a shows the base current Ib and the collector
current Ic as functions of the base voltage Vb. The large
values of the collector current Ic are usually related to the
electrical short-circuiting of collector and emitter (the c ± e
short-circuits). These short-circuits determine the device
yield. Some dislocations that form in the collector may pass
toward the surface, thus short-circuiting the collector ± base
and base ± emitter junctions. Figure 14 shows the device yield
as a function of the emitter area. When the emitter area is
104 mm2, 65% of all devices are shorted, while when this area

is 1200 mm2, 20% are shorted. This result is expectable, since
the greater the emitter area, the higher the probability that a
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Figure 12. Schematic of a vertical bipolar transistor with a collector

formed by implantation of high-energy P� ions [166].
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dislocation will pass through it. To the first approximation,
the yield is an exponential function of the emitter area with a
`fatal' dislocation density of 1:25� 104 cmÿ2 [168]. This value
correlates with the results obtained by Bohm et al. [159] and
Takahashi et al. [160] for a bipolar transistor with an
implanted collector, where the dislocation density was
determined from the etch pits on the frontal surface. This
means that the dislocation from the collector emerged onto
the surface, passing through the entire device. In the collector
itself, the dislocation density is on the order of 108 cmÿ2 when
the dose of 1.5-MeV phosphorus atoms amounts to
4� 1013 cmÿ2. Hence only one out of 104 dislocations is
fatal, i.e., passes through the entire device. Similar results
were obtained for a bipolar transistor with a base created by
implanting 50-keV B� ions to a dose of 6� 1014 cmÿ2 [165].
Here, the researchers studied the dislocations using data on
the etch pits and by the TEM method.

If the collector is formed by two-step implantation, i.e.,
the dose of 4� 1013 cmÿ2 is built up in two steps with
intermediate annealing at 900 �C for 15 min, the device yield
amounts to 97% for an emitter area of 104 mm2 and 100% for
small emitter areas (see Fig. 14). For these transistors, the
collector currents at low base ± emitter voltages correspond to
dislocation-free devices (Fig. 13b). Similar results on the
device yield have been obtained for transistors fabricated by
implanting phosphorus ions and, additionally, carbon ions
with doses amounting to 2� 1014 and 5� 1014 cmÿ2 (the
C� ions had an energy of 1.15 MeV).

In Fig. 15 we compare the data on the leakage currents for
standard devices and devices with collectors fabricated by
two-step implantation of phosphorus or double implantation
of P� and C�. For an ideal defectless diode the reverse
current ± voltage characteristics can be represented in the
form I � Vn, with n � 0:5 [165, 168]. Figure 15 shows that
for a standard diode (only the collector ± base junction is
formed; no emitter is present) n � 2 at low voltages and 4.2 at
higher voltages; these are typical characteristics of diodes
with dislocations in the junction region [161, 165]. In diodes
fabricated by two-step implantation of P� or double
implantation of P� and C�, the leakage currents under a
reverse bias of 5 V are 10 times lower than in diodes fabricated

by standard techniques. But under reverse biases from 1 to
5 V, the exponent n is 0.7 rather than 0.5, as it should be for an
ideal diode. In the case of additional implantation of C�, this
effect can be related to the existence of carbon precipitates,
which, according to Wong et al. [169], lead to an increase in
the leakage currents. However, a similar situation is observed
in the case of two-step implantation, too; the nature of this
effect remains unclear.

6. Effect of radiation-induced defects
on the diffusion of impurities implanted
in silicon. Methods of suppressing
anomalously enhanced diffusion

Studies of implanted silicon have revealed that the values of
diffusivities of implanted impurities differ substantially from
their intrinsic values, i.e., values inherent in ordinary thermal
diffusion from an external source. Initially, the enhanced
diffusion of implanted boron and phosphorus in RTA was
associated with the presence of excess vacancies [170, 171],
since it was common practice to assume that in implanted
silicon divacancies are the main radiation-induced defects.
Interestingly, the retarded diffusion of boron implanted in
silicon in thermal annealing in a furnace is also was explained
by the effect of excess vacancies as traps for the impurity [172].
According to Werner et al. [173] and Gorban' and Gorodo-
khin [174], radiation-induced defects have no significant
effect on the diffusion of boron and phosphorus. These
researchers believe that enhanced diffusion occurs because
many implanted atoms are in interstitial positions. It is
assumed that the rate of diffusion via the interstitial channel
is higher than via the site channel. Enhanced diffusion is
present before an equilibrium distribution of the injected
impurities over sites and interstices sets in.

To establish the role played by radiation-induced defects
in the diffusion of impurities, one group of researchers
studied the diffusion of boron [175 ± 178] and another group
studied the diffusion of phosphorus [179] in silicon layers with
different defect concentrations, which were varied by addi-
tionally irradiating the layers with Si� ions. To exclude the
effect of displacement of boron and phosphorus atoms from
sites into interstices by interstitial Si atoms in the implanta-
tion process (the Watkins effect), silicon was first implanted
with Si� ions, and only after that was it implanted with boron
or phosphorus.

6.1 Diffusion of implanted boron
Table 4 lists the values of the effective diffusion coefficients of
boron for different doses of boron ions �FB� and silicon ions
�FSi� [177]. Also listed are the values of the defect concentra-
tion Cd in the implanted layer. Diffusion took place under
lamp annealing at 1050 �C for 10 s. In silicon irradiated by
small doses of B� ions (6� 1013 cmÿ2), the diffusivity of
boron (7� 10ÿ13 cm2 sÿ1) exceeds the intrinsic value
(1� 10ÿ13 cm2 sÿ1) and rapidly increases with the defect
concentration in the impurity layer. When boron ion doses
are high (3:7� 1015 cmÿ2), additional irradiation by Si� ions
does not lead to a substantial increase in the boron diffusivity;
enhanced diffusion is driven by its own internal source. The
very process of diffusion at high impurity concentrations
creates an excess of interstitial Si atoms, which are responsible
for the enhancement of impurity diffusion. This is true not
only of the diffusion of an implanted impurity but also of
ordinary thermal diffusion from an external source.
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Figure 15. Current ± voltage characteristics of the collector ± base junction

under reverse bias [166]: (*) standard implantation technology, (*) two-

step implantation, and (�) double implantation with phosphorus and

carbon.
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Enhanced boron diffusion caused by radiation-induced
defects lasts for a short time [180]. At 1050 �C the curve
representing the dependence of the boron diffusivity on the
annealing time passes through the intrinsic value D0 on the
seventeenth second of annealing, and the diffusivity decreases
under further annealing in a furnace (more than 30 s); as the
annealing time becomes longer than one hour, the boron
diffusivity tends to its intrinsic value.

Table 5 lists the values of the effective diffusivity of boron
in thermal annealing in a furnace for different boron doses
and different concentrations of the radiation-induced defects
in the implanted layer [175]. The annealing temperature was
1050 �C, and the annealing time was 15 min. In the case of
thermal annealing in a furnace, for small boron doses
(6� 1013 cmÿ2), the boron diffusivityD (1:5� 10ÿ14 cm2 sÿ1)
is much lower than the intrinsic value (1� 10ÿ13 cm2 sÿ1).
With the concentration of radiation-induced defects increas-
ing under additional irradiation with Si� ions, the diffusivity
increases from 1:5� 10ÿ14 to 8� 10ÿ14 cm2 sÿ1, but even by
the onset of amorphization it does not reach its intrinsic
value. For large boron-ion doses (3:7� 1015 cmÿ2), as in the
RTA case, the appearance of additional radiation-induced
defects does not change the diffusivity.

The observed behavior of the diffusion of boron
implanted in silicon can be explained by the double-flux
diffusion model [181]. Under ordinary conditions, in the
absence of excess point defects, boron diffuses partially via
the site channel and partially via the interstitial channel. The
impurity is mostly situated at lattice sites, but the rate of
diffusion over sites is much smaller than interstitial diffusion.
And boron atoms continually pass from sites to interstitial
positions and vice versa.

The large values of the boron diffusivity in ion-implanted
silicon and the increase of this diffusivity with defect
concentration is explained by the fact that preferable
diffusion via the `fast' interstitial channel is stimulated by
the consecutive displacement of boron atoms from lattice sites
to interstitial positions by silicon self-interstitials (the Wat-

kins substitution). Interstitial Si atoms arise as a result of the
annealing of interstitial complexes SiÿP6 and SiÿB3. In view
of the large cross section for the displacement of boron atoms
from sites by silicon self-interstitials, enhanced diffusion lasts
a limited time. Then, interstitial boron atoms are trapped by
excess vacancies and the diffusivity drops. The diffusion
coefficient is minimum when the impurity concentration is
comparable to the vacancy concentration. The state with a
preferable distribution of boron over the excess vacancies
lives for a fairly long time; at an annealing temperature of
1050 �C approximately one hour is needed for an equilibrium
distribution of boron over sites and interstices to set in. As the
dose of additional implantation of silicon ions increases, the
concentration of vacancy defects becomes much higher than
the impurity concentration. The substantial gradient of the
defect concentration leads to their diffusion into the bulk of
the crystal and, as a result, to the enhancement of boron
diffusion over excess vacancies. But since in this case the `fast'
interstitial diffusion channel is excluded, in the limit the boron
diffusivity remains smaller than its intrinsic value.

Some researchers (see Refs [182 ± 185]) have attributed the
observed anomalously low values of the diffusivity of
implanted boron during thermal annealing in a furnace to
the trapping of boron atoms by dislocation loops that arise as
a result of transformation of the radiation-induced defects.
However, the observed increase in the diffusivity of boron
with the concentration of radiation-induced defects does not
support this assumption. Because of an additional implanta-
tion of silicon layers with Si ions, the concentration of
dislocation loops increases. In accordance with this fact, the
diffusivity of boron in these structures must decrease still
further if the mechanism of this decrease is the trapping of
impurities by residual defects. When suggesting this mechan-
ism of reducing the diffusivity of boron, the researchers
probably had in mind a kind of `dynamic' trapping of boron
by residual defects with subsequent freeing of such atoms,
since as a result of annealing there is a 100% electric
activation of the impurity.

Table 4. Boron diffusivities D upon lamp defect annealing vs. concentration Cd of radiation-induced defects in the implanted silicon layer.

FB, cmÿ2 FSi, cmÿ2

0 6� 1013 1� 1014 6� 1014

6� 1013 Cd, cmÿ3

D, cm2 sÿ1
7� 1018

7� 10ÿ13
4:2� 1019

4:2� 10ÿ12
7� 1019

7� 10ÿ12
Onset of amorphization
7� 10ÿ12

6� 1014 Cd, cmÿ3

D, cm2 sÿ1
3:6� 1019

2� 10ÿ12
7:1� 1019

2:5� 10ÿ12
1� 1020

3:2� 10ÿ12
Onset of amorphization
3:5� 10ÿ12

3:7� 1015 Cd, cmÿ3

D, cm2 sÿ1
1:2� 1020

3:5� 10ÿ12
1:6� 1020

4� 10ÿ12
2� 1020

4� 10ÿ12
Onset of amorphization
4� 10ÿ12

Table 5. Boron diffusivities D in silicon upon thermal annealing in a furnace vs. concentration Cd of radiation-induced defects in the implanted layer.

FB, cmÿ2 FSi, cmÿ2

0 6� 1013 1� 1014 6� 1014

6� 1013 Cd, cmÿ3

D, cm2 sÿ1
7� 1018

1:5� 10ÿ14
4:2� 1019

2:5� 10ÿ14
7� 1019

6:8� 10ÿ14
Onset of amorphization
8� 10ÿ14

3� 1014 Cd, cmÿ3

D, cm2 sÿ1
1:8� 1019

9� 10ÿ14
2� 1020

1:7� 10ÿ13
2:5� 1020

2:5� 10ÿ13
Onset of amorphization
3:5� 10ÿ13

6� 1014 Cd, cmÿ3

D, cm2 sÿ1
3:6� 1019

3� 10ÿ13
7:1� 1019

2� 10ÿ13
1� 1020

1� 10ÿ13
Onset of amorphization
7� 10ÿ14

3:7� 1015 Cd, cmÿ3

D, cm2 sÿ1
1:2� 1020

5:5� 10ÿ13
1:5� 1020

5� 10ÿ13
2� 1020

5� 10ÿ13
Onset of amorphization
5� 10ÿ13
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Table 5 shows that there is a substantial difference in the
boron diffusivity when additional irradiation with Si� ions is
performed into crystals implanted with small (6� 1013 cmÿ2)
and moderate (6� 1014 cmÿ2) boron doses. In the first case,
diffusivity is at its minimum without additional irradiation
with Si� ions, and this is attributed to the trapping of
impurities by excess vacancies. In the second case, additional
irradiation by Si� ions is needed to reduce the diffusivity. This
effect can be explained by the nature of accumulation of
radiation-induced ions upon boron implantation. For boron
ion doses up to 1� 1014 cmÿ2, the number of defects increases
linearly with the irradiation dose [41], with the efficiency of
the buildup of stable defects being on the order of unity per
boron ion. At higher doses there is a sublinear accumulation
of defects �Cd � F 0:5�, i.e., the volume impurity concentra-
tion becomes higher than the volume concentration of stable
defects. Hence, only the additional creation of defects by
implanting Si� ions leads to the trapping of boron atoms by
excess vacancies and a decrease in the boron diffusivity upon
annealing in a furnace.

The fact that it is silicon self-interstitials that are
responsible for the enhanced boron diffusion is supported
by the data on the diffusion of boron, including implanted
boron, under conditions of oxidation of the silicon surface
[186, 187], i.e., the generation of excess interstitial Si atoms.
On the other hand, Stel'makh et al. [177, 178] observed a
substantial decrease (by a factor of 10) in the boron diffusivity
in germanium-predoped silicon layers. Germanium was
introduced by implanting it into silicon with subsequent
annealing in order to recrystallize the amorphous layer and
placeGe atoms at lattice sites. Then boron was implanted and
its diffusion was studied. Initially, the reduction in the
diffusivity was attributed to the elastic stresses in ion-doped
silicon layers [177, 178]. Germanium doping of silicon
increases the silicon lattice parameter, while the presence of
substitutional boron leads to a compression of the lattice.
Since the germanium diffusivity is small, it was assumed that
boron remains in the implanted layer to balance the elastic
stresses in silicon structures. But it was found later (see
Ref. [188]) that a decrease in the diffusivity of implanted
boron was observed in silicon layers that had been addition-
ally implanted with carbon. The covalent radius of carbon
(and that of boron) is smaller than the radius of the Si atom,
and in the case of double doping the elastic stresses in the
structures increase. However, the effect in the cases of carbon
and germanium is the same. Peterstr�om and Svensson [189]
detected a decrease in the boron diffusivity in germanium-
doped silicon. Berezhnov et al. [22] developed the idea that,
due to the Watkins effect, all substitutional impurities with a
covalent radius that differs from the lattice-atom radius serve
as traps for interstitial Si atoms. This is illustrated by the
curves of electrical activation of implanted boron (the
dependence of the sheet concentration of the charge carriers,
Ns, on the temperature of isochronal (15 min) annealing) in
silicon and in silicon layers doped with germanium (Fig. 16)
or carbon (Fig. 17). Emtsev and Margoryan [190] established
that the stage of `reverse annealing' for boron implanted
silicon (curves 1 in Figs 16 and 17) is caused by the
displacement of boron from lattice sites by interstitial Si
atoms that are released in the breakup of interstitial SiÿB3
complexes. There is practically no reverse-annealing stage in
the curves of electric activation of boron for silicon layers
doped with germanium or carbon (curves 2 in Figs 16 and 17).

When the boron ion doses are large, additional introduc-
tion of radiation-induced defects does not change the boron
diffusivity. In this case, however, the boron diffusivity can be
reduced by predoping the silicon layers with germanium [177,
178]. This is just one more confirmation of the fact that it is
the interstitial Si atoms that are responsible for the enhanced
high-concentration diffusion. The advantage of germanium
over carbon in this case lies in the unlimited solubility of
germanium in silicon. The cross section for the displacement
of germanium atoms from the silicon crystal sites is smaller
than that for boron atoms [22], but the possibility of
implanting germanium into a silicon layer in concentrations
higher than the boron concentration makes it possible to
influence the diffusion of the latter. The cross section for the
displacement of carbon atoms from the crystal sites is greater
than that of boron atoms, but the use of carbon is limited by
its moderate solubility in silicon.

1

2

1015

Ns, cmÿ2

1014

1013

400 600 800 1000
T, �C

Figure 16. Electrical activation curves of implanted boron in Ge�-doped
silicon layers [178]: (1) check sample, B� ion dose is 1:3� 1015 cmÿ2;
(2) Ge� ion dose of 1� 1016 cmÿ2 � annealing � B� ion dose of

1:3� 1015 cmÿ2.
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Figure 17. Electrical activation curves of implanted boron in carbon-

doped silicon layers [188]: (1) check sample, B� ion dose is 1� 1014 cmÿ2;
(2) C� ion dose of 1� 1014 cmÿ2 � annealing � B� ion dose of

1� 1014 cmÿ2.
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Elastic stresses are generated in ion-implanted silicon
structures because of the difference in the lattice parameters
of the implanted layer and substrate. The lattice parameter of
the implanted layer increases due to the presence of radiation-
induced defects. During the subsequent thermal treatment
some radiation-induced defects are annealed, others are
transformed into residual defects, while the implanted
impurity is activated and is transferred to lattice sites. If the
covalent radii of the atoms of the impurity and the matrix
coincide or are roughly the same, as they are, for instance for
Si (1.175 A

�
) and As (1.17 A

�
), no elastic stresses arise in the

structures, at least within the limits of the impurity's
solubility. The tetrahedral radii of boron and phosphorus
are smaller than that of the Si atom. The difference in the
covalent radii of boron (0.8 A

�
) and silicon is substantial. The

misfit of the lattice parameters of the doped layer and the
substrate generates a network of misfit dislocations [191].
Kalinin et al. [191] found that these dislocations absorb
rodlike defects and dislocation loops. Here, double implanta-
tion of boron and germanium has proved to be useful in
balancing the elastic stresses. Later, Stel'makh et al. [192]
discovered that the boron-to-germanium concentration ratio
should be 1 : 8. Also, Ohta et al. [193] discovered an
enhancement of perfection of silicon structures ion-
implanted with boron and germanium. To balance the elastic
stresses in silicon ion-implanted with antimony, carbon can
be implanted in addition to antimony.

6.2 Diffusion of implanted phosphorus
A characteristic feature of implanted phosphorus (just as of
boron) is its anomalously high diffusivity. In lamp annealing
at 900 �C, the diffusivity of phosphorus from the implanted
layer exceeds the intrinsic value by a factor greater than 1000.
As the annealing time increases, the diffusivity of phosphorus
tends to its intrinsic value. Some researchers attribute such
enhanced diffusion to the presence of excess vacancies [171,
172]. The enhancement of phosphorus diffusion in the course
of oxidation of the silicon surface and, on the other hand, the
slowing-down of diffusion in the production of nitride
coatings [186, 193 ± 195] suggest that we are dealing with
stimulation of diffusion by interstitial Si atoms. Pair models
were also used to describe the anomalous behavior of
phosphorus diffusion, e.g., E centers (complexes consisting
of a phosphorus atom and a vacancy) or pairs that consist of a
phosphorus atom and an interstitial Si atom [196 ± 198].
Burenkov et al. [199] and Ajmera et al. [200] demonstrated
that the diffusivity of implanted phosphorus is reduced
considerably (by a factor of 10 or more) if the layer is
predoped with germanium or carbon. These results suggest
that the enhanced diffusion of phosphorus is caused by the
presence of silicon self-interstitials. Burenkov et al. [199]
found that the diffusivity of implanted phosphorus in lamp
annealing is temperature-independent: after annealing at 900,
1000, and 1050 �C the diffusion profiles were found to
coincide. The effective diffusivity at such temperatures
amounted to 2� 10ÿ12 cm2 sÿ1. The same value was
obtained by Oehrlein et al. [201] in the case of lamp annealing
at 800 �C. A close value of the diffusivity of implanted
phosphorus was recorded by Negrini et al. [202] for anneal-
ing at 600 �C.

The experimentally observed temperature-independent
diffusivity of implanted phosphorus upon lamp annealing
can be explained if we assume that diffusion involves
complexes. The enhancement of phosphorus diffusion in

silicon under surface oxidation and the slowing-down of the
enhanced diffusion in layers doped with Group IV elements
suggest that diffusion involves complexes consisting of a
phosphorus atom and an interstitial Si atom (a PI pair)
rather than E centers.

The rate of pair generation is written as

G�x; t� � KCp�x; t�Ci�x; t� ; �17�

where CP is the concentration of phosphorus atoms, Ci is the
concentration of the intrinsic interstitial Si atoms that are
released as a result of the breakup of interstitial complexes,
and K is the reaction rate.

At a diffusion temperatureT1, the number of complexesN
is G�x; t�t1, where t1 is the lifetime of a complex at this
temperature. The impurity flux is

J1 � D1
dN

dx
� D1

d

dx
G�x; t�t1 ; �18�

where D1 is the complex diffusivity at T1.
At a higher temperature T2, for the impurity flux J2 we

have

J2 � D2
d

dx
Gt2

� D1 exp

�
EdifDT
kT1T2

�
d

dx
Gt1 exp

�
E anDT
kT1T2

�
: �19�

The fact that the profiles for equal diffusion times at different
temperatures coincide means that J1 � J2. This is possible if
the diffusion activation energy of the complex, Edif, is equal
to the activation energy of annealing (breakup) of this
complex, E an. On the basis of these results, a model of this
complex was proposed in Refs [88, 203]. In this model, the
complex is formed when a phosphorus atom and a silicon
atom find themselves at the same interstitial site. Phosphorus
and silicon are not connected by a covalent chemical bond.
The bond is determined by the potential relief of the crystal
(Fig. 18). In this model the barrier for migration of a separate
phosphorus atom isEP

m. For a pair consisting of a phosphorus
atom and an interstitial Si atom (PI) this barrier EPI

m is lower,
which determines the higher mobility of the PI pair compared
to that of an isolated P atom. For this pair the annealing
activation energy of the complex and the diffusion activation
energy of the same complex coincide (this follows from
experimental results). When the PI pair acquires an energy
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m

Figure 18. Energy barriers for migration of a phosphorus atom �EP
m� and a

pair consisting of a phosphorus atom and an interstitial Si atom �EPI
m � in

the silicon lattice [88].
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greater than EPI
m , it can jump to a neighboring interstitial

position as a whole or the P and Si atoms can jump into
different interstitial positions (breakup of the pair).

In view of the strong supersaturation of the implanted
layer with defects (for a P� ion dose of 1� 1014 cmÿ2, the
defect concentration is on the order of 1020 cmÿ3, with the
phosphorus concentration in the layer being on the order of
1019 cmÿ3), pairs may be generated at random. However, pair
formation may occur purposefully if the crystal has P atoms
at lattice sites and excess Si atoms emerge. A phosphorus
atom at a silicon lattice site, as well as any other substitutional
atom whose covalent radius differs from that of the matrix
atom, creates around itself a region of elastic strain.
According to the ideas developed by Berezhnov et al. [22],
when an interstitial Si atom lands inside a distorted sphere of
radius R, it moves in the elastic strain field toward the source
of strain (see Fig. 10). For a phosphorus atom in silicon, the
radius R is about 40 A

�
. If two Si atoms land in such a sphere,

they both move toward the P atom; one displaces the P atom
to an interstitial position, the other finds itself in the same
interstitial position. As a result, a PI pair is formed. In both
cases, PI pairs formwith an appreciable concentration as long
as there is an excess concentration of interstitial Si atoms.
When electrically neutral elements of Group IV (Ge and C),
which serve as traps for interstitial Si atoms, are introduced
into the implantation layer, the diffusivity of phosphorus is
reduced.

6.3 Role of residual defects in diffusion
of implanted impurities in silicon
The literature abounds with discussions concerning the role
of residual defects in the diffusion of implanted impurities.
Cowern et al. [204] used the TEM method to simultaneously
study (a) the process of transformation of residual defects of
the interstitial type f311g in implanted silicon and (b) the
diffusion of boron. The researchers concluded that the time
scale of the decay of f311g rodlike defects coincides with the
time in which enhanced diffusion takes place. Other research-
ers (see Refs [205 ± 207]) also found that the saturation time
for loop growth coincided with the time in which enhanced
diffusion of boron and phosphorus takes place. Cheng et al.
[208] used TEM to study residual defects in silicon implanted
with boron and phosphorus. The researchers came to the
conclusion that, as a result of annealing at 850 �C for 5 s, all
interstitial Si atoms are tied up by f311g defects. As the
annealing time increases and rodlike defects decay, enhanced
diffusion of implanted boron and phosphorus impurities sets
in. Ajmera et al. [200] studied silicon implanted with boron
and additionally with Si� ions and found that the number of
interstitial Si atoms stored by the f311g defects was equal to
the number of implanted Si� ions, which was about 10% of
the number of stable complexes. Nevertheless, the researchers
attribute the enhanced diffusion of boron to the displacement
of boron atoms to the interstitial diffusion channel by
interstitial Si atoms released from f311g defects. When the
initial supersaturation of interstitial Si atoms in implanted
silicon is strong (one atomic percent or higher), zigzag f311g
defects are formed (in addition to ordinary rodlike defects).
These defects are more stable under annealing and, in the
opinion of the researchers, substantially increase the time of
enhanced diffusion of implanted impurities [209]. Liu et al.
[210] studied the enhanced diffusion of implanted boron as a
function of the ion energy (5, 10, 20, and 40 keV). The ion
dose amounted to 2� 1014 cmÿ2. They also used the TEM

method to investigate the formation of f311g rodlike defects.
These defects were detected only in silicon layers implanted
with ions whose energy was 10 keV or higher. It was found
that the residual-defect concentration increased with ion
energy. For 5-keV ions, no f311g defects were formed, and
the researchers state that no enhanced boron diffusion was
observed. They attribute the enhanced diffusion to the
presence of complexes consisting of a boron atom and an
interstitial Si atom released during transformation of f311g
defects. Zhang et al. [211] investigated the diffusion of
implanted boron in silicon implanted with 4-keV ions to a
dose of 1� 1014 cmÿ2. Annealing was carried out in a
nitrogen atmosphere at 700 ± 800 �C, with the annealing
times ranging from 15 s to 8 h. Using the TEM method, the
researchers found that no f311g defects were formed even in
short annealing times. On the other hand, enhanced diffusion
was observed, and was found to reach saturation in annealing
times of about 15 min. These experiments irrevocably show
that f311g defect formation is by no means necessary for
enhanced diffusion to set in.

On the whole, all the data of such research indicate that,
under thermal treatment of implanted silicon, some of the
interstitial Si atoms released upon the breakup of complexes
displace the impurities into the interstitial diffusion channel
or form pairs with the impurity atoms, which is needed for
enhanced diffusion to set in. At the same time, other
interstitial Si atoms form f311g defects. As the annealing
time is increased, the silicon atoms released in the transforma-
tion of residual defects sustain enhanced impurity diffusion.

7. Gettering of impurities in silicon

Impurities that belong to the transition-metal group (Fe, Co,
Ni, Cu, Au, and Pt) introduce deep levels into the forbidden
band and in this way strongly affect generation±recombina-
tion processes in silicon. These processes worsen the electro-
physical parameters and reduce device yield. The formation
of metal silicides in the electrically active regions of devices
during thermal treatment also lowers quality. In the near
future, silicon crystals with a metal content no higher than
2:5� 109 cmÿ3 will be needed in themicroelectronics industry
[1, 2, 212]. However, the use of transition metals with their
high diffusivity in the semiconductor industry, e.g., in the
metallization technology, forces researchers to look for ways
of purifying the active regions of crystals directly in the device
fabrication process. One way of purifying crystals is to
employ gettering, which means shifting metallic impurities
and localizing them in the areas of the semiconductor wafer
where they do no harm to the fabricated device. Both
physicists who study the defect ± impurity interaction in
crystals, and industrial engineers contribute to the develop-
ment of gettering methods. By a vivid expression of Bergholz
and Gilles [213], the advances in understanding gettering are
determined by the synergetic interaction of the academic
studies of the defect scenarios in silicon and the wide-scale
research in industry, which includes, among other things, the
analysis of the statistics of producing millions of devices. The
scientific basis of gettering methods being currently devel-
oped is formed by research in quasichemical reactions in
solids and studies that establish the internal and external
factors governing the course of these reactions, such as the
type of radiation acting on the crystal, the temperature, the
ionization level, the internal electric fields, and the elastic
stress fields [214 ± 216].
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7.1 Intrinsic gettering
Intrinsic or internal gettering got its name in view of the use of
internal resources of crystals to create trapping centers for
harmful impurities. Such gettering in Czochralski-grown
silicon crystals is achieved by using residual oxygen, whose
concentration is about 1018 cmÿ3. Instead of being an
undesirable impurity, oxygen became an important agent
for forming getters in the bulk of wafers in the fabrication of
silicon devices. Intrinsic gettering is not directly related to ion
implantation, but it is highly advisable to study this method,
which has found wide application in semiconductor technol-
ogy. Other methods based on ion implantation are usually
comparable in efficiency with intrinsic gettering.

The formation of an internal getter presupposes the use of
the following methods of heat treatment. The first heat
treatment at 1150 ± 1250 �C is carried out to remove oxygen
from the surface layer of the wafer as a result of its diffusion
into the ambient atmosphere. This process is illustrated in
Fig. 19, which shows the oxygen concentration profile for a
silicon wafer after annealing in an Ar atmosphere at 1200 �C
for 1 h [217]. The oxygen concentration near the surface to
depths of about several microns is ten times lower than in the
bulk of the wafer. It is here, near the surface, that the active
regions of the device are formed. The second heat treatment
(650 ± 800 �C) ensures nucleation of oxygen precipitates
(SiO2) in the wafer's bulk; in the surface layer, the oxygen
concentration is low and no precipitates are formed. At the
third stage, a higher temperature (1000 ± 1100 �C) is used to
ensure a more intense growth of the precipitates from the
nuclei formed.

There are many papers devoted to the study of oxygen
outdiffusion from silicon. The focus is on the effect that the
temperature and the atmosphere used in heat treatment have
on this process. Yamazaki et al. [217], Ruiz and Pollack [218],
and Hu [219] detected no effect of the annealing atmosphere,
including an oxidizing atmosphere [218, 219], on oxygen
diffusion. Gaworzewski and Ritter [220] studied oxygen
outdiffusion from silicon in the temperature range from 900
to 1230 �C with different atmospheres (H2, N2, Ar, and O2).
They found that the atmosphere has no effect on the oxygen
diffusion profiles at depths up to 10 mm. On the other hand,
Newman et al. [221] showed that when annealing was
performed in the presence of oxygen at temperatures up to
500 �C, oxygen diffusion is enhanced. No such effect was

observed at higher temperatures. But if the silicon samples are
preheated in a hydrogen atmosphere, enhanced oxygen
diffusion is observed at all annealing temperatures [222].
According to Zhong and Shimura [223], enhanced oxygen
diffusion occurs even at temperatures higher than 1000 �C
when annealing proceeds in a hydrogen atmosphere. A
difference in the oxygen diffusivity in silicon upon annealing
at 1200 �C in a hydrogen atmosphere (5:6� 10ÿ10 cm2 sÿ1)
and argon (6:9� 10ÿ10 cm2 sÿ1) was reported in Ref. [215].
The authors related it to the rate of oxygen-precipitate
formation. The rate of precipitate growth was found to
depend on the rate at which the temperature was increased
upon annealing in the presence of hydrogen and argon
because of the difference in heat capacities of these gases.
Izunome et al. [224] reported on the dependence of the rate of
precipitate formation on the rate at which the temperature
increased from 900 to 1200 �C. The formation of precipitates,
in turn, lowers the rate at which oxygen diffuses from the
sample.

Some researchers reported on enhanced diffusion of
oxygen from silicon that had been heat treated at low
temperatures (up to 400 �C) [225, 226]. GoÈ sele and Tan [225]
have proposed that enhanced diffusion is caused by the
diffusion of quasimolecules O2 that are in dynamic equili-
brium with interstitial oxygen. A detailed study of the
temperature dependence of the oxygen diffusivity at low
temperatures allowed the researchers to postulate that
enhanced diffusion is observed because of the formation of
some kinds of rapidly diffusing centers. These centers may
travel, in the course of diffusion, over large distances until
they become trapped. In the opinion of the researchers,
carbon atoms at lattice sites may be such traps. The nature
of the rapidly diffusing centers is still unclear, but the
observed behavior excludes the O2 dimer as a possible
candidate. The researchers assumed that oxygen ± vacancy
complexes are the rapidly diffusing centers. Some scientists
attribute the enhanced outdiffusion of oxygen from silicon at
low temperatures to the presence of carbon impurities in the
crystals [227, 228].

The first to report about the growth of oxygen precipitates
in Czochralski-grown silicon during heat treatment at
1000 �C was Kaiser [229]. The researcher also established
that during heat treatment at 1350 �C the precipitates
decompose and the oxygen atoms are distributed over the
interstitial positions due to their higher solubility at this
temperature. At that time (1957), single crystals of silicon
contained a large number of dislocations, so it was difficult to
determine the correct precipitation mechanism. In the same
year, Lederhandler and Patel [230] found that dislocations
serve as nucleation centers for oxygen precipitates. Two
decades later, Hu [231] showed that in dislocation-free silicon
precipitation may occur homogeneously in the form of
discrete particles; here, oxygen ± vacancy complexes serve as
nucleation centers for the precipitates. Further research
revealed that the density of the precipitates depends on the
initial concentration of oxygen, the concentration of other
impurities and defects, and the heat-treatment procedures.
The nucleation and growth of precipitates are determined by
the following mechanisms: (1) homogeneous nucleation due
to oxygen supersaturation; (2) heterogeneous nucleation on
structural defects, which may have existed or could form and
grow during thermal treatment; and (3) further growth of
precipitates if their nuclei arose while the crystal was being
grown [231 ± 233].
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Figure 19.Oxygen concentration profile for silicon after high-temperature

annealing [217]: (1) results of measurements by the secondary-ion mass-

spectroscopy (SIMS) method; and (2) results of computer simulation.
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The research conducted by Wada et al. [234] showed that
precipitate growth is determined by the oxygen diffusion rate.
Ham [235] found the interstitial oxygen concentration (from
the 9-mm IR absorption line), the precipitate density (from the
etch pits), and the precipitate size (from the data on small-
angle low-energy neutron scattering) during heat treatment.
The results made it possible to conclude that the precipitation
process can be described by Ham's theory [235], according to
which the precipitate densityN is determined by the equation

N � 3

4p

�
CP

CO ÿ CS

�1=2

�3Dt0�ÿ3=2 ; �20�

where CS is the equilibrium solubility of oxygen after
annealing, CP is the oxygen concentration in the SiO2

precipitates (4:5� 1022 cmÿ3), CO is the initial oxygen
concentration, D is the oxygen diffusivity, and t0 is the time
constant in the exponential dependence of the interstitial
oxygen concentration on the precipitation time.

As a result of their research, Rozgonyi et al. [236] arrived
at the following conclusions: the higher the initial oxygen
concentration in silicon, the greater the number of nucleation
centers that form as a result of low-temperature (750 �C)
treatment; for the same initial oxygen concentration, the
nucleation center density increases with the time of low-
temperature annealing; and the higher the nucleation center
density, the greater the precipitation rate in high-temperature
annealing.

The kinetic model of oxygen precipitation was developed
in Refs [237 ± 239]. The evolution of the precipitate density is
represented by rate equations for precipitates of size n (the
number of oxygen atoms in it):

q f �n; x; t�
qt

� J�n; x; t� ÿ J�n� 1; x; t� ; n5 2 ; �21�

J�n; x; t� � g�nÿ 1; x; t� f �nÿ 1; x; t� ÿ d�n; x; t� f �n; x; t� ;
�22�

where f �n; x; t� is the concentration of precipitates containing
n oxygen atoms, and g�n; x; t� and d�n; x; t� are the precipitate
growth and dissolution rates, respectively. Precipitates may
be as large as several hundred nanometers, so that the number
of rate equations becomes unmanageably large. Hence,
Eqns (21) and (22) are transformed into the differential
Fokker ± Plank equation:

q f �n; x; t�
qt

� ÿ qJ�n; x; t�
qn

; �23�

J�n; x; t� � ÿB q f �n; x; t�
qn

� A f �n; x; t� ; �24�

A � g�n; x; t� � d�n; x; t�
2

; B � g�n; x; t� ÿ d�n; x; t� ÿ qA
qn

:

�25�
Since the differential equation (23) is invalid for small
precipitates, the model we are discussing here incorporates
the rate equations (21) and (22) for small precipitates �n < 20�
and the differential equation (23) for large precipitates. It is
assumed that the precipitates are immobile. In addition, for
separate oxygen atoms we have the equation

qCO

qt
� q2CO

qx 2
ÿ q
qt

X
n> 2

f �n; x; t�n ; �26�

where CO � f �1; x; t� is the oxygen atom concentration. The
first term on the right-hand side of Eqn (26) describes the
diffusion of oxygen atoms, and the second term reflects the
change in the amount of precipitated oxygen.

The growth rate for a spherical precipitate containing n
oxygen atoms can be written as follows [240]:

g�n; x; t� � 4pr 2dC if
On exp

�
ÿDGn! n�1

kT

�
; �27�

where r is the precipitate radius, d is the thickness of the
precipitate ±matrix interface (it is assumed to be equal to the
elementary hopping length of an oxygen ion, � 2 nm), C if

O is
the oxygen atom concentration at the precipitate ±matrix
interface, and n is the oxygen atom hopping rate in diffusion.
According to Vineyard [241],

n � 6DOc

gd 2
; �28�

where g is the number of equivalent diffusion paths �g � 36�,
andDOc is the pre-exponential factor in the oxygen diffusivity
DO [242]. According to Turnbull and Fisher [243], the energy
barrier is specified as follows:

DGn! n�1 � Gac � 1

2

qGn

qn
; �29�

where Gac is the free activation energy; and Gn is the free
Gibbs energy of a precipitate containing n oxygen atoms,
which is the sum of the bulk and surface energies,

Gn � ÿnkT ln
CO

C eq
O

� 4pr 2g ; �30�

with k being the Boltzmann constant, T the temperature, C eq
O

the equilibrium oxygen concentration, and g the surface
energy density.

The rate of precipitate dissolution, d�n; x; t�, can be
obtained from the growth equation [244]

dn

dt
� g�n; x; t� ÿ d�n; x; t� � Kr�C if

O ÿ C if; eq
O � ; �31�

d�n; x; t� � KrC
if; eq
O ; Kr � 4pr 2dn exp

�
ÿDGn! n�1

kT

�
;

�32�
where C if; eq

O is the equilibrium oxygen concentration at the
precipitate ±matrix interface calculated on the assumption
that dGn=dn � 0 and CO � C if; eq

O .
An alternative form of the growth law qn=qt can be

obtained for the steady state by solving the diffusion
equation in spherical coordinates:

qn
qt
� Kd�CO ÿ C if

O� ; Kd � qn
qr

O
2

DO

r
; �33�

where O is the molecular volume of SiO2 [245]. Using
equations (31) ± (33), we can write C if

O in the following form:

C if
O �

KrC
if; eq
O � KdCO

Kr � Kd
: �34�

Senkader and Hobler [239] conducted the necessary
experiments and did the calculations required by this model.
They found that there was good agreement between the
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experimental and theoretical results concerning the depen-
dence of the passage of interstitial oxygen into precipitates on
the initial oxygen concentration and the annealing regimes,
the oxygen distribution over the depth of the wafer, and the
evolution of the precipitate size and density.

The oxygen precipitates that form in silicon manifest
themselves in experiments. Koizuka and Yamada-Kaneta
[246] used deep-level transient spectroscopy (DLTS) and
found that oxygen precipitation in silicon causes the appear-
ance of deep levels in the forbidden band: Ev � 0:30 eV and
Ec ÿ 0:25 eV. These levels are related to EPR centers in
identical samples [247]. The discovered centers are similar to
the Pb0 and Pb1 centers observed in the thermally oxidized
silicon structures [248, 249]. These centers are attributed to
dangling bonds at the silicon substrate ± oxidized layer inter-
face. Hence, Koizuka and Yamada-Kaneta [247] concluded
that the deep levels Ev � 0:30 eV and Ec ÿ 0:25 eV are Pb

centers generated at the silicon ± oxygen precipitate interface.
Oxygen precipitates also manifest themselves in IR absorp-
tion, and 1218- and 1183-cmÿ1 absorption bands are related
to planar oxygen precipitates [250], while 1124-cmÿ1 bands
are related to spheroidal oxygen precipitates [251]. The initial
oxygen concentration determines the shape and size of the
forming precipitates. Borghesi et al. [252] found that as the
initial oxygen concentration in silicon increases, the flat
precipitates grow to a certain critical size. If the initial oxygen
concentration exceeds 7� 1017 cmÿ3, the spheroidal precipi-
tates grow continuously as the initial oxygen concentration
increases, while the flat precipitates, after reaching a certain
size, transform into volume precipitates.

The question of how carbon participates in oxygen
precipitation has been widely discussed in the literature.
There are several viewpoints here. According to Kishino et
al. [253, 254], the presence of carbon accelerates oxygen
precipitation. Tang et al. [255] concluded that the presence
of carbon in silicon suppresses oxygen precipitation. On the
other hand, the results of Tan et al. [256] suggest that carbon
does not affect oxygen precipitation in silicon. Shimura [257]
assumed that in silicon with high carbon content the carbon
atoms at lattice sites are centers of heterogeneous precipitate
nucleation. As the number of oxygen precipitates increases,
the concentration of carbon in the lattice decreases. This was
found to be true at annealing temperatures not exceeding
800 ± 850 �C. If the temperature was higher, the increase in the
number of oxygen precipitates was not accompanied by a
decrease in carbon concentration. In Shimura's opinion [257],
in this case the carbon atoms act as catalysts, changing the
surface energy of the precipitates. According to Liu et al.
[258], the effect of carbon on oxygen precipitation is
determined by the thermal history of the crystal. If the
crystals were not preannealed or were annealed at low
temperatures, such as 450 or 650 �C, carbon actively
participated in oxygen precipitation. At the same time, if the
crystals were actively preannealed at 1200 �C, carbon had
practically no effect on precipitation. In the opinion of Liu et
al. [258], carbon affects precipitate growth as long as the
precipitates are small, but it does not affect the further growth
of large precipitates. Leroncille [259] believes that the forming
complexes of the CÿO type are nucleation centers for oxygen
precipitation. According to Shimura and Hockett's data
[260], the presence of nitrogen atoms also affects the
nucleation of oxygen precipitates in silicon. Aihara et al.
[261] assume that the effect of nitrogen on the precipitation
process is indirect; i.e., it reveals itself by acting on the point

defect concentration; this could also be true of carbon. The
displacement of these impurities from lattice sites by inter-
stitial Si atoms by theWatkins mechanismmay have an effect
on the balance of point defect concentrations.

The growth of oxygen precipitates is accompanied by the
formation of interstitial-type stacking faults and dislocation
loops. Elastic stresses at the precipitate ±matrix interface also
lead to the formation of dislocations [262]. It is known that
dislocations are decorated by impurities, and so it was
initially assumed that it is precisely the trapping of metallic
impurities by dislocations that are the cause of the gettering
effect on precipitates [263 ± 265]. The trapping of impurities
by structural defects is determined by the binding energy E,
the temperature T, and the impurity concentration C. The
probability P for an impurity atom to occupy place on a
structural defect is given by the following formula:

P � 1

1� �1=C� exp �ÿE=kT � : �35�

In addition to these parameters, which are determined by
the type of a defect and an impurity, the rate of crystal cooling
has an effect on the precipitation process. The precipitation of
iron on dislocation loops and long dislocations is observed if
the iron concentration is no lower than 1015 cmÿ3 when the
crystal is slowly cooled from high temperatures (1100 �C
[266]) to room temperature. Iron atoms are evenly distrib-
uted along a dislocation and do not coalesce into particles of
an appreciable size. Copper precipitation on dislocations can
be detected by the TEM method if the initial copper
concentration in the crystal is higher than 6� 1016 cmÿ3.
Copper precipitates form on dislocations both in the case of
slow cooling and in the case of rapid cooling (1600 K sÿ1).
Oxygen precipitates are shaped like isolated cylinders located
along a dislocation line. If the initial oxygen concentration is
high and annealing continues for a long time, the cylinders
merge and form one continuous cylinder on a dislocation line.

As a result of their studies of the kinetics of iron gettering
by oxygen precipitates, Gilles et al. [267] came to the
conclusion that it is the centers that are located directly on
precipitates rather than on dislocations that show the highest
efficiency of gettering. It is assumed that the dangling bonds
at the precipitate ± silicon crystal interface are the gettering
centers. The deposition of transition metals directly on
oxygen precipitates was recorded by Ourmazd and Schr�oter
[264], who used the TEM method. Comparing the results of
depositing iron on dislocations created through plastic
deformation of silicon grown by the floating-zone method
with those of gettering iron onto oxygen precipitates in
Czochralski-grown silicon, Tan et al. [56] came to the
conclusion that, for the efficiency of gettering to be the
same, the dislocation densitymust be very high, 2� 109 cmÿ2.

7.2 Gettering by damage layers
The first reports about gettering of metallic impurities onto
damage layers were Refs [268, 269]. Buck et al. [269] studied
the gettering of Fe, Co, Ni, Cu, and Au onto damage layers
produced by implanting 100-keV Si� ions to a dose of
1016 cmÿ2. 1000-A

�
thick metal layers were deposited on the

back side of the wafer by the sputtering technique. This was
followed by annealing at 900 �C for 30 or 300 min.
Rutherford backscattering of He ions was used to observe
the redistribution of the metals over the wafer. It was found
that copper and nickel are most effectively gettered onto the
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residual defects of the damage layer; Fe, Co, and Au are
gettered less effectively. In Refs [269 ± 272], the efficiency of
gettering of transition metals by layers produced through ion
implantation and phosphorus diffusion is compared. The
factors that influence the gettering capacity of diffusion
layers are still unclear. This property could result from the
formation of complexes consisting of a metal atom and a
phosphorus atom. The interstitial-type stacking faults and
dislocation loops may also exhibit the gettering property in
the case of phosphorus diffusion. Goetzberger and Shockley
[270] found that after annealing at 1000 �C the efficiency of
gettering by a diffusion layer proved to be higher than that
by defects created through ion implantation of silicon. Here,
the Cu and Au atoms in diffusion layers are located at lattice
sites, while in ion-implanted damage layers they are in
interstitial positions. Buck et al. [269] used the RBS method
to study the gettering of gold by defect layers produced
through implantation of Ar, O, P, Si, and As. The efficiency
of such gettering is compared with that of gettering by
phosphorus-diffusion layers. At temperatures up to
1000 �C, the gettering by layers produced through implanta-
tion with Ar� ions was found to be more effective than that
by diffusion layers; at 1150 �C, the efficiencies are the same;
and at 1000 �C, the efficiency of gettering by damage layers
was found to be determined by the type of ion in the
following sequence: Ar > O > P > Si > As > B. In all the
cases, residual defects (rodlike defects and dislocation loops)
serve as gettering centers. In the opinion of the researches,
the gettering efficiencies in this sequence of ions is deter-
mined by the number of residual defects.

Wong et al. [273] found that the efficiency of gettering of
Au and Cu by layers produced through C� ion implantation
is higher (by a factor of 10) than that by layers produced
through implantation of O, Ni, BF2, Ne, and Ar ions. As the
C� ion dose was increased from 1015 to 1016 cmÿ2, the
amount of gettered Au was found to increase linearly with
the implantation dose. Additional injection of oxygen into
these layers does not influence the efficiency of the gettering
of metals. This proves, in the opinion of the researchers, that
the efficiency of gettering should be related directly to carbon
rather than to the growth of oxygen precipitates stimulated by
carbon.

Benton et al. [274] studied the gettering of Fe by damage
layers produced by B� ion implantation. The efficiency of
gettering by these layers proved to be much higher than that
of gettering by layers created by implantation of other ions,
including carbon ions. The higher gettering efficiency is
related to the formation of complexes consisting of iron and
boron. At high doses of B� ions implanted in silicon, B3Si
inclusions are formed during heat treatment [266]. With
boron-ion doses amounting to �2:5ÿ5� � 1016 cmÿ2 and ion
energies of 50 and 300 keV, the size of the amorphous B3Si
inclusions that form after annealing at 600 ± 1000 �C is about
10 nm. They effectively getter the impurities of metals such as
Fe, Co, Cu, and Au. The metal atom±boron silicide binding
energies have been determined. For the above impurities, they
are in the range of 1.2 to 2.5 eV. Both in the gettering rate at
600 ± 1000 �C and in the residual impurity concentration this
method has proved to bemore effective than gettering by SiO2

precipitates.
The use of high-energy (megaelectronvolts) ion implanta-

tion makes it possible to place the gettering layer on the
planar side of the wafer, close to the active regions of the
device, which ensures effective gettering at lower tempera-

tures and shorter durations of annealing. This method is
suitable very well for the technology of the modern semi-
conductor industry and ensures a substantial improvement of
the device parameters [275 ± 277]. Kuroi et al. [278] studied
the gettering of Cu and Fe by damage layers created by
implanting high-energy Si� (2.4MeV) and B� (1.2MeV) ions
with doses amounting to 1� 1015 cmÿ2. Layers fabricated by
implantation of Si� ions are more effective getters, due to the
large number of residual defects. TEM studies have shown
that after annealing at 800 �C the main residual defects are
rodlike defects, after heat treatment at 900 �C they are rodlike
defects and dislocation loops, and after annealing at 1000 �C
they are primarily dislocation loops. In all the cases, copper
atoms are gettered more effectively than iron atoms. Borland
and Koelsch [276] found that damage layers getter not only
metallic impurities but also oxygen atoms.

In addition to being gettered on damage layers within the
projected range Rp, impurities are gettered at depths on the
order of Rp=2 [279 ± 282]. While residual defects in the layer
near Rp are well-detected by the TEM method, this method
cannot be used to bring out the layers at a depth on the order
of Rp=2. It is believed that at such depths the layers contain
vacancy clusters that cannot be visualized by the TEM
method [279, 283]. Benton et al. [274] found that in silicon
implanted with highly energetic Si� ions, the gettering of iron
by a layer at Rp=2 is stronger than by a layer at Rp. In
Czochralski-grown silicon, the efficiency of Fe gettering is
reduced due to the trapping of oxygen atoms by the layer
located at Rp=2. The redistribution of Fe and O atoms over
the wafer was detected in these experiments by the SIMS
method. The weak temperature dependence of the solubility
of Cu and Ni impurities in silicon [282] made it possible to
determine the contributions of the damage layers at Rp and
Rp=2 into decoration at different temperatures. Here, the
damage layers were fabricated by implanting 2.3-MeV Si�

ions to a dose of 1� 1015 cmÿ2. As a result of annealing at
900 �C for 1 h, the copper is located primarily in the layer at
Rp; after an additional annealing at 700 �C for 1 h, copper is
located primarily in the layer at Rp=2. If the samples are then
again annealed at 1000 �C, copper again is gettered by the
layer at Rp. During such a successive redistribution of copper
atoms over the layers, the total concentration of the
decorating impurity remains unchanged. This research has
made it possible to determine the binding energies of Cu and
Ni atoms with the defects located in the damage layers at Rp

and Rp=2.
K�ogler et al. [280] investigated the gettering of metallic

impurities by the Rp=2 layer that forms after high-energy
implantation and subsequent annealing at 700 and 900 �C.
The residual defects were studied by the TEM method.
According to these researchers, the residual defects in the
Rp=2 region are of an interstitial nature rather than of a
vacancy nature, contrary to the assumption made by Venezia
et al. [279] and Brown et al. [283]. However, in their latest
paper on the subject, K�ogler et al. [284] have changed their
opinion in favor of the vacancy nature of defects in the Rp=2
layer. They were able, in their opinion, by additionally
implanting Si� ions into the Rp=2 layer to compensate for
the excess vacancies and thus lower the gettering capability of
that layer.

Gueorguiev et al. [285] studied the gettering of copper by
layers created by implanting silicon with 3.5-MeV Si� or
P� ions to doses 5� 1014 and 1� 1015 cmÿ2. The researchers
found that, in addition to the gettering layer nearRp, there is a
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deeper gettering layer with a higher gettering capability. They
believe that small clusters of intrinsic interstitial atoms that
cannot be resolved in an electron microscope serve as
gettering centers.

K�ogler et al. [286] investigated the spatial redistribution of
gettered copper in silicon with a buried amorphous layer. The
damage layer was created by implanting 4-MeVGe� ions to a
dose of 5� 1015 cmÿ2. On the opposite side of the silicon
wafer, 45-keV copper ions were implanted to a dose of
5� 1013 cmÿ2. After annealing at 500 �C for 1 h, all of the
copper was found to move to the inner (deeper) amorphous ±
crystalline silicon interface. The researchers believe that the
amorphous layer serves as a barrier for the diffusion of copper
atoms. After annealing at 650 �C and crystallization of the
amorphous layer the copper is located at both boundaries of
the former amorphous layer. Here, more copper is at the
upper interface. After annealing at 1000 �C, copper remains at
the deeper amorphous layer ± crystal interface, while from the
surface interface it travels to the region where the amorphous
layer was earlier. Parallel studies by the TEMmethod allowed
the researchers to conclude that copper mostly decorates
small dislocation loops of the interstitial type and, to a much
lesser degree, line dislocations.

To electrically activate the implanted impurities and
anneal radiation-induced defects on the active side of the
wafer, Troitski et al. [287] carried out additional high-
intensity implantation on the reverse side of the wafer. In
addition to the effect of impurity activation, the residual
defects that formed on the reverse side showed themselves to
be effective getters for metallic impurities in silicon.

7.3 Microcavities as getters in implanted silicon
Recent years have seen the development of a getteringmethod
based on the fabrication of layers containing microcavities
(micropores) inside silicon wafers [288 ± 293]. These micro-
cavities are created by implanting silicon with ions of
hydrogen or helium (to doses ranging from 1016 to
1017 cmÿ2) and then by thermally treating the samples
(800 ± 1000 �C). The metal atoms getter on the dangling
bonds on the inner walls of these micropores. It is still
unclear how these micropores nucleate. What is known is
that implantation generates vacancy complexes. The largest
of these complexes, which appear directly as a result of
irradiation of silicon with reactor neutrons or ions, are
tetravacancies [294], but the prevailing, in concentration,
vacancy defects are divacancies. Subsequent heat treatment
of the irradiated silicon restructures the radiation-induced
defects, with the result that pentavacancy complexes may
form, and so may other polyvacancy complexes that have to
be identified [295, 296]. Calculations have shown that the
stable complexes in silicon are those consisting of six
vacancies �V6� and of ten vacancies �V10� [297]. These
vacancy defects can serve as traps for hydrogen atoms and
form complexes of the V2H6, V6H12, or V10H16 type. The
SiÿH vibrations in these complexes manifest themselves in a
number of bands (1883, 1926, 1957, and 2213 cmÿ1) in the
Raman scattering spectra of implanted and hydrogenated
silicon [297]. As the dose of H� ions is increased, the
complexes become larger and then form gas-filled microcav-
ities resembling spheres or planar inclusions (platelets).

As the samples are heated to 400 �C, the atomic hydrogen
in the microcavities forms H2 molecules. The gas pressure in
the cavities may be very high, on the order of 1GPa [297, 298].
The hydrogen molecules that form in the process manifests

themselves in Raman scattering spectra at a frequency of
4158 cmÿ1, provided that there are H2 molecules in the
micropores. Initially this vibrational band was attributed to
hydrogen molecules in interstitial positions [299], but the
calculations done in Refs [300 ± 302] showed that in a
tetrahedral interstice of silicon the vibrational frequency of
the H2 molecule will be strongly shifted relative to its
eigenvalue. Comparison of the calculated values with the
experimental data led to the conclusion that anH2molecule in
a tetrahedral interstice corresponds to a vibration with a
frequency equal to 3618 cmÿ1 [303 ± 305].

While studying the Raman spectra of silicon irradiated by
Si� ions and treated in hydrogen plasma at different substrate
temperatures (60 ± 400 �C), among the well-known vibra-
tional bands of hydrogen molecules Kitajima et al. [306]
discovered a new band at 3822 cmÿ1. This band was related
to the vibrations inH2molecules incorporated in polyvacancy
complexes. By comparing the calculated frequencies of SiÿH
and HÿH vibrations and the experimental data on the
Raman scattering spectra, Kitajima et al. [307] concluded
that the 3822-cmÿ1 band is caused by vibrations in an H2

molecule incorporated in a divacancy.
At temperatures higher than 400 �C, hydrogen abandons

the silicon crystal, leaving the microcavities empty. After
annealing at 550 �C, only one-half of the implanted hydrogen
remains in the cavities; at 750 �C this amount reduces to less
than 1% [308, 309]. According to the data of Kitajima et al.
[307], the activation energy for diffusion of an H2 molecule in
silicon is 0.95 eV, while Markevich et al. [310] arrived at a
value of 0.78 eV. The diffusion barrier is influenced by the
position of the Fermi level in the crystal. Under laser
illumination, the H2 molecules in silicon become mobile at
cryogenic temperatures [311]. There is also an alternative
model of diffusion of hydrogen through the dissociation of
the molecule followed by diffusion of the atoms. However,
the dissociation energy of the molecule amounts to 1.74 eV
[312], which is much higher than the activation energy for
diffusion of the H2 molecule as a whole.

Apparently, irradiation and vacancy generation are not
really necessary for the formation of gas ± vacancy complexes
followed by microcavity growth. The limited solubility of
hydrogen and helium in silicon and their segregation into
complexes are the reasons why microcavities filled with gas
are formed in silicon. Leitch et al. [313] found that in
hydrogenated silicon at the hydrogen plasma temperature of
150 �C the H2 molecules occupy tetrahedral interstices, and a
band at 3601 cmÿ1 is detected in theRaman spectra. At higher
plasma temperatures (> 150 �C), a vibrational band at
4157 cmÿ1 was observed in the spectra, which suggests that
microcavities filled with hydrogen were being formed.
Kitajima et al. [307] studied the depth distribution of
molecular hydrogen for hydrogenated crystalline silicon and
silicon preimplanted with 200-keV Si� ions. The researchers
found that the hydrogen molecules in the microcavities (a
Raman scattering line at 4160 cmÿ1) are largely located in the
nondamaged part of the crystal.

The threshold nature of microcavity formation suggests
that the segregation process is responsible for it. The data of
Raineri et al. [314] on the formation, during heat treatment, of
cavities in silicon implanted with He� ions imply that the
volume concentration of helium atomsmust be no lower than
3:5� 1020 cmÿ3. For a helium ion dose of 1� 1015 cmÿ2 (the
ion energy is 40 keV), the concentration of helium at the
distribution maximum amounts to 4� 1019 cmÿ3, and no
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cavities appear during annealing [297]. If the helium dose is
much higher than the critical value of 5� 1016 cmÿ2,
microcavities are formed directly during implantation with-
out additional heat treatment [297]. The size of the cavities is
moderate (1.1 ± 4.5 nm). After heat treatment (800 �C for
10 min), the cavities become larger, with sizes ranging from 3
to 17 nm. The threshold effect is not related to the
concentration of radiation-induced defects. When light ions
(H� or He�) are implanted to a dose of 1015 cmÿ2, the
radiation-induced defect concentration reaches saturation
due to annihilation of the newly formed vacancies and
interstitial atoms with the stable defects introduced earlier
[315]. Akiyama et al. [297] observed in silicon implanted with
He� ions to a dose of 1� 1016 cmÿ2 and annealed at 800 �C a
planetary-like system ofmicrocavities (Fig. 20). A large cavity
is at the center of this system (about 57 nm on average), which
is surrounded by smaller cavities in one plane (Fig. 20b). This
plane is parallel to the sample surface. Figure 20c shows that
the cavities are surrounded by elastic stress fields.

At present there are two models of microcavity coales-
cence [290, 291, 309]. It is assumed that up to 1000 �C the
mechanism of Ostwald ripening operates. According to this
mechanism, small cavities release vacancies and He atoms,
which move to the larger cavities. Above 1000 �C the small
cavities, on the whole, become mobile and coalescence into
larger cavities. This mechanism is known as the migration ±
coalescence mechanism.

Griffioen et al. [288] were the first to study the rate at
which helium is released by the cavities as functions of helium
concentration and heat treatment regimes. Then, Myers et al.
[316] showed that microcavities freed from helium are
effective traps for metallic Cu and Au impurities. This work
has stimulated the development of this gettering technology
used in the production of VLSI circuits [293, 310, 314, 317].
The results of the research suggest that chemisorption to the
dangling bonds on the inner walls of the microcavities is
responsible for the gettering of metallic impurities.

The studies of gettering of transition metals by micro-
cavities at different temperatures have shown that the process
is determined by the diffusion rate of the impurity atoms.
Zhang et al. [318] observed gettering of copper in cavities
created by implanting H� ions immediately after annealing at
500 �C, but the annealing time amounted to several hours. As
the temperature of heat treatment increases, the gettering
efficiency grows. This is due not only to the increase in the
diffusion rate but also to the decomposition of precipitates of
metal silicides [319, 320].

Zhang et al. [320] compared the efficiency of gettering on
cavities created by H� and He� ion implantation. The
researchers came to the conclusion that copper is better
gettered on microcavities created by He� ion implantation,
since the residual hydrogen competes with metals in the
formation of bonds with the microcavity walls. On the other
hand, Job et al. [321] found that the oxygen in silicon is
gettered more effectively on microcavities created by implan-
tation of hydrogen rather than by helium. If the heat
treatment is carried out in a hydrogen atmosphere, the effect
is stronger than if it is carried out in a nitrogen atmosphere.
The explanation is that hydrogen enhances the diffusion of
oxygen.

Kinomura et al. [322] investigated gettering of platinum
and silver on microcavities. The getter layer was formed by
implantation of 70-keV H� ions to a dose of 3� 1016 cmÿ2

and subsequent annealing at 850 �C for 1 h. Then, 70-keV Pt�

and Ag� ions were implanted on the same side of the wafer.
Then, the wafer was again subjected to heat treatment at
850 �C for 1 h. It was found that for a 1� 1014 cmÿ2 dose of
Pt� ions and a 3� 1014 cmÿ2 dose of Ag� ions, all the
impurities move to microcavities. When ion doses are
1� 1015 cmÿ2, 50% of silver and only 6% of platinum are
gettered on the microcavities. The reason is the formation of
platinum silicides and the escape of silver to the surface.

a

b

c

500 nm

100 nm

500 nm

Figure 20. TEM micrographs of silicon with microcavities [297].
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Under similar conditions, gold implanted to a dose of
1� 1015 cmÿ2 is completely gettered on microcavities [323].

Detailed studies of gettering of Ni have been carried out
by Mohadjeri et al. [324]. The doses of Ni� ions and the
substrate temperatures were varied during implantation. The
researchers found that the gettering efficiency is smaller if the
layer becomes amorphous. Recrystallization of the layer
triggers the formation of nickel silicide NiSi2; of all silicides,
the value of the lattice parameter of NiSi2 is closest to that of
crystalline silicon: the difference in lattice parameters is about
0.4% [325]. This silicide crystallizes epitaxially on the silicon
surface. However, research done at different temperatures
(650, 800, and 1000 �C) has shown that when the Ni� ion dose
is 1� 1015 cmÿ2, all nickel may find itself in microcavities
created by implantation of 100-keV H� ions to a dose of
3� 1016 cmÿ2. When the dose of Cu� ions is large
(3� 1015 cmÿ2) and heat treatment is carried out at 750 �C,
a polycrystalline layer is formed. About 80% of copper goes
to microcavities and the remaining 20% stays in the
polycrystalline layer on grain boundaries. No silicide phase
is formed in this case [290]. Myers et al. [316, 326] found that
Cu and Ni are tied up stronger in microcavities than in metal
silicides and on oxygen precipitates SiO2.

Research done by Godey et al. [290], Myers et al. [292],
andWong-Leung et al. [327] demonstrated that in addition to
chemisorption, transition metals trapped in microcavities can
form three-dimensional precipitates of metal silicides. This
happens when all the bonds on the walls of the cavities are tied
up by impurity atoms, i.e., a continuousmonolayer ofmetal is
formed. The removal of metals from crystals by precipitation
is of interest only when their concentrations are high, i.e.,
higher than the solubility limit of the particular element. The
special importance of gettering of metallic impurities on
cavities lies in the possibility of cleaning the crystal from all
impurities even at small concentrations (below the solubility
limit) by chemisorption.

Myers et al. [293, 328] quantitatively studied the gettering
of transition metals (Cu, Au, Fe, and Co) on microcavities in
silicon formed by implantation of He� ions and subsequent
thermal treatment. The researchers determined the binding
energies of the metal atoms with the cavity walls (with respect
to their state in a solid solution) and the binding energies in
the metal silicides. First, the silicide layer was formed, and
then the impurity transport onto the created layer of
microcavities was recorded. The reaction strength with
which an impurity interacts either with a cavity wall [cav] or
with a silicide precipitate [sil] is determined by the change in
the free energy, DG, when one metal atom is transferred from
the bound state to the solid solution. The concentration of the
dissolved metal in equilibrium with chemisorption on the
cavity wall is given by the formula

Ccav � y
1ÿ y

exp

�
ÿDGcav

kT

�
; �36�

where Ccav is expressed in atomic fractions, and y is the
fraction of occupied traps on the cavity wall.

The equation for the equilibrium between the dissolved
impurities and the impurities that have precipitated into the
metal silicide phase has the form

Csil � exp

�
ÿDGsil

kT

�
: �37�

When y5 1, i.e., when the cavities are far from being filled,
the gettering energy for cavities in equilibriumwith the silicide

phase can be found from the equilibrium condition
Ccav � Csil. Combining Eqns (36) and (37), we obtain

y
1ÿ y

� exp

�
DGcav ÿ DGsil

kT

�
: �38�

By measuring in the layer of microcavities the amount of
gettered metal replenished from the distant silicide layer, we
can find the binding energy DGcav, provided that DGsil is
known from independent experiments.

Lee and Corbett [294] and Petersen et al. [328] also carried
out experiments in which they studied the transfer of the
impurity used in gettering from one microcavity layer to
another microcavity layer that is an exact copy of the first.
Measuring the impurity flux F from one layer to the other as
long as y1 6� y2, the researchers directly found the binding
energy DGcav. The diffusion flux F is specified as follows:

F � DCSDNSi

Dx
; �39�

whereD is the diffusivity of the metal,NSi is the atomic silicon
density,Dx is the distance between themicrocavity layers, and
DCS is the difference in the concentrations of the dissolved
impurity in equilibrium with one layer and with two layers.
For the case of two microcavity layers, Eqn (38) becomes

DCS �
�

y1
1ÿ y1

ÿ y2
1ÿ y2

�
exp

�
ÿDGcav

kT

�
: �40�

Determining, in these experiments, the binding energy of a
metal atom on the cavity wall,DGcav, we can use Eqn (38) and
the results of experiments in the redistribution of the metal
between the microcavity layer and the silicide layer to find
DGsil. Petersen et al. [328] assume that in these experiments
they were able to determine DGsil for Cu and Aumore exactly
than it had been done earlier. The researchers found that Cu
and Au are more likely to form bonds on the cavity surface
�DGcav > DGsil�, while Co and Fe are more likely to form
precipitates of metal silicides in the bulk phase
�DGcav < DGsil�. However, in the case of Co and Fe, when
their concentrations are lower than the silicide precipitation
threshold, effective gettering also proceeds according to the
chemisorption mechanism. The concentrations of these
impurities in the crystal can be reduced by several orders of
magnitude. Getter layers may be on the active side of the
wafer and on the opposite side. This type of gettering fits very
well into the technology of microelectronics.

The possibility of wafer cleaving along a layer of
microporous silicon forms the basis of the `Smart-Cut'
technology of fabricating silicon-on-insulator structures
[329]. Popov et al. [330] used the `Dele-Cut' method (a variety
of the Smart-Cut method) to fabricate silicon-on-insulator
structures with record thin films of silicon (3 nm). These
structures are characterized by extreme planeness of inter-
faces and a low concentration of surface states on them.

8. Conclusion

The study of quasichemical reactions in solids and of factors
that affect these reactions (temperature, ionization level,
internal electric fields, and elastic stress fields) forms the
scientific basis of the science of semiconductor materials.
The level of understanding of the physics of the defect ±
impurity interaction allows us to control the properties of
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implanted silicon. Using specially implanted impurities or
defects, we can fight impurities and defects. Most enlighten-
ing here is the suppression of formation of residual defects
(dislocations) by using the multistep method of implantation
or by introducing electrically neutral substitutional impurities
(carbon). This makes it possible to lower the density of
dislocation loops in ion-implanted layers by several orders
of magnitude and thus radically improve the electrophysical
parameters of discrete devices and integrated circuits. Special
introduction of impurities belonging to Group IV (C and Ge)
ensures a significant reduction (by a factor of 10 or more) of
the diffusivity of boron and phosphorus implanted in silicon,
which is important for submicron technology.

The creation of radiation-induced defects by ion implan-
tation makes it possible to form getter layers in silicon wafers.
Such layers can be used to rid wafers of residual impurities,
primarily rapidly diffusing transition-metal elements, and of
intrinsic defects. Here, layers of microporous silicon created
by implantation of hydrogen or helium ions are most
promising, both in terms of effectiveness and technology.

Despite the significant advances, the topic of defect
impurity interaction is far from being exhausted. The most
important factor in the advances in the field of defect
engineering in silicon is the close interaction of academic
science and industrial research.

The authors are grateful to N N Gerasimenko and
P V Zhukovski|̄ for useful discussions involving some of the
aspects of the present review.
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