
Abstract. The state-of-the-art of research into processes and
mechanisms of defect and track formation in materials irra-
diated by fast ions is reviewed. It is shown that the nature and
morphology of tracks depend on the type and structure of the
material and on the amount of energy density transferred to its
electron subsystem. It is also shown that the relaxation of high
electronic excitations dominates the track formation process.
Discontinuous track formation mechanisms and those under-
lying the migration of atoms and the channeling of ions in tracks
are discussed.

1. Introduction

For fast ions with kinetic energies E5 1MeV a.m.u.ÿ1, the
intensity with which energy is imparted to the electron
subsystems, �dE=dx�e, is 103 ± 104 times higher than that of
the of energy imparted to the nuclear subsystem of the solid.
For instance, �dE=dx�e amounts to 20 ± 30 keV nmÿ1 for
heavy ions with a mass of about 100 a.m.u. and an energy
E�1MeV a.m.u.ÿ1. The high rate of energy transfer to the
electron subsystem enhances the role of electronic excitations

in generating structural defects, causes intense inelastic
sputtering of materials, and initiates a number of specific
effects, such as track formation, local melting, amorphiza-
tion, creation of extraordinary phases (high-pressure phases,
fullerenes, and nanotubes), the generation of shockwaves and
destruction of materials. The most important and interesting
result concerning the penetration of high-energy ions through
solids is the formation of specific spatially distributed
macrodefects, or tracks. Such defects are commonly known
as latent tracks if they can be identified by chemical etching of
the irradiated material. With some materials, most often with
insulators, this technique is used to create various filters and
microdiaphragms.

2. Effect of intense electronic excitations on
transformation of the defect system in metals

Recently, there have been many investigations into the
effect of a high density of electronic excitations on the
generation of structural defects in metals or the transforma-
tion of defects created as a result of elastic collisions
between the impinging ions and the target atoms. Some
researchers (see Refs [1 ± 17]) have found that high-density
electronic excitations lead to defect formation in certain
crystalline metals. For instance, Henry et al. [18] studied
titanium irradiated by Pb ions with E � 1ÿ5 GeV by using
a transmission electron microscope (TEM). The inquiries
demonstrated that dense agglomerates of defect clusters
form along the direction of the ion beam. The magnitude
of the defect-formation cross section s, obtained from
measurements of the electrical resistance at cryogenic

F F Komarov Belorussian State University

ul. Kurchatova 7, 220064 Minsk, Belarus'

Tel./Fax (+375-17) 277 48 33

E-mail: komarovf@bsu.by

Received 18 July 2002, revised 15 January 2003

Uspekhi Fizicheskikh Nauk 173 (12) 1287 ± 1318 (2003)

Translated by E Yankovsky; edited by A Radzig

REVIEWS OF TOPICAL PROBLEMS PACS numbers: 61.80. ± x, 61.82. ±d, 61.85.+p

Defect and track formation in solids irradiated

by superhigh-energy ions

F F Komarov

DOI: 10.1070/PU2003v046n12ABEH001286

Contents

1. Introduction 1253
2. Effect of intense electronic excitations on transformation of the defect system in metals 1253
3. Track formation in metals and alloys and in compounds with metallic conduction 1255
4. Effects accompanying the passage of high-energy ions through metals 1260

4.1 Inelastic metal sputtering; 4.2 Plastic deformation, creep, and growth; 4.3 Other effects

5. Track formation in semiconductors 1263
6. Track migration of atoms and track channeling of ions 1265
7. Track formation in InP crystals 1267

7.1 Track formation in InP crystals at room temperature; 7.2 Evolution of disturbances in crystalline InP irradiated by

xenon ions at different temperatures; 7.3 Morphology of track regions; 7.4 Fluctuation mechanism of discontinuous-

track formation in solids by swift ions

8. Track formation in inorganic insulators 1273
8.1 Possible mechanisms of track formation in insulators; 8.2 Defect formation and track formation in alkali-halide

crystals; 8.3 Processes accompanying the passage of swift ions through oxide materials

9. Conclusions 1279
References 1280

Physics ±Uspekhi 46 (12) 1253 ± 1282 (2003) #2003 Uspekhi Fizicheskikh Nauk, Russian Academy of Sciences



temperatures, was found to be much larger than the
theoretical prediction scalc obtained with allowance for
only elastic displacements of the matrix atoms. The defect-
formation efficiency x is defined as follows: x � s=scalc. For
instance, for Ti irradiated by 4.484-GeV ions of Pb, the
value of x is as high as 21.5 [19, 20], while for the Fe60Co40
alloy irradiated by 445-MeV ions of Ag, the result is
x � 22:8 [8].

The differences in defect formation inmetals irradiated by
heavy ions may be substantial [8, 10, 16, 18 ± 21]:

(1) in some metals, such as Cu, W, Ag, and the ordered or
disordered Cu3Au alloy, only elastic collisions contribute to
defect formation;

(2) in such materials as Ni, Pb, Pt, Nb, Ni3Fe, austenites,
and pure iron, there is partial annealing of the defects
produced in elastic collisions. For iron, such a behavior is
characteristic only in the 2.5 ± 50-keV nmÿ1 range of electro-
nic stopping powers for ions;

(3) the high level of electronic excitations may be the cause
of additional damage to such metals and alloys as Ga, Ti, Be,
Sc, V, Cr, Mn, Re, Zr, Co, Fe60Co40, and Fe [when
�dE=dx�e > 50 keV nmÿ1], as well as the semimetal Bi. For
the Fe60Co40 alloy, the threshold stopping power at which the
inelastic stopping of ions contributes to defect formation
amounts to roughly 5 keV nmÿ1.

The grading of materials by their sensitivity to
electronic excitation is based on the maximum value of
�dE=dx�e inherent in the beam of uranium ions with
E � 5 MeV a.m.u.ÿ1 and may change if one adopts higher
values of �dE=dx�e, achieved through irradiation by cluster

beams [12, 22] or by ions of radioactive elements with values
of the atomic number Z higher than that of uranium. Such
irradiation reduces the number of materials that were
assumed insensitive to electron irradiation.

The data on defect formation in metals obtained in
various experiments are listed in Table 1.

It is only natural to assume that in regions where the
density of electronic excitations is high there are two
processes that run simultaneously: defect production, and
defect annealing. For instance, Dunlop et al. [23] and
Dammak et al. [24] studied the transformation and annealing
of defects produced during ion irradiation as a result of elastic
processes. Iron specimens 11-mm thick were first irradiated by
iron ions of different energies (polyenergetic implantation in
the 10 ± 170-MeV range) atT � 5 K to create a homogeneous
distribution of displacement cascades over the thickness and
volume of the specimen. In the course of such treatment, both
the electrical resistance of the specimens and their length
increased.

The cascade regions that had not collapsed into
dislocations were then bombarded by 500-MeV iron ions
at T � 5 K. The decrease in resistance and length of foil
specimens in the course of the second irradiation was
interpreted as the collapse of the already produced defects
into dislocation loops. The instability of the defect-contain-
ing regions is due to the transfer of some of the inelastic ion
energy losses from the electron system to the lattice atoms,
which changes the defect configurations. Thus, in metals,
too, there are effects similar to track formation in
insulators.

Table 1. Defect-formation efficiency for metals irradiated by high-energy ions at T � 77 K. The electronic stopping power �dE=dx�e is expressed in
kiloelectron-volts per unit interatomic distance, and Ed is the threshold energy of displaced-atom formation.

Target Ion Ion energy,
GeV

�dE=dx�e,
keV per u.i.d.

Thickness,
mm

Ed,
eV

scalc � 10ÿ18,
cm2

x

Ag O
Pb
Pb

0.165
4.676
3.521

0.399
13.4
14.62

11.75
12
11.2

39 0.705
24.8
29.4

0.63
0.92
0.82

W O
Pb

0.119
3.697

0.736
21.78

10.7
10.5

50 1.09
35

0.52
0.78

Pt Pb 2.802 24.59 6.6 44 51 0.26

Pd O
Pb

0.1145
4.462

0.474
14.81

8.3
7.7

41 0.72
23.9

0.73
0.44

Ni O
Pb
Pb

0.149
4.056
2.117

0.378
12.24
14.35

9.6
10
9.8

33 0.55
19.2
33

0.78
0.64
0.44

Co O
O
Pb

0.177
0.110
4.847

0.325
0.451

11.14

5.54
5.8
5.65

36 0.4
0.63

14.1

0.57
0.42
4

Zr O
O
Pb

0.177
0.156
4.087

0.274
0.303

10.11

8.2
8.2
8

28 0.77
0.84

30.5

0.81
0.84
2

Ti O
O
Pb

0.166
0.142
4.484

0.189
0.242
7.18

13.5
13.6
13.8

17 0.71
0.83

27.5

0.84
0.95
21.5

Fe60Co40 N
N
Ag

0.04
0.186
0.445

2.4*
0.93*
33.9*

0.07
0.07
0.07

24 ì
ì
ì

0.87
0.40
22.8

*Unit of measurement: keV nmÿ1.

1254 F F Komarov Physics ±Uspekhi 46 (12)



3. Track formation in metals and alloys
and in compounds with metallic conduction

Another confirmation of the particular spatial localization of
disturbances is the amorphization of metal alloys in the
individual track region near the ion paths. Barbu et al. [16,
25] studied irradiated NiZr2 alloys and were able to directly
measure the average track diameter (� 4 nm), which corro-
borates the estimates of Dammak et al. [24]. The initially
extended drop-like shape of the tracks gradually transforms
into a continuous cylindrical shape as �dE=dx�e increases.

As in the case of insulators, latent tracks can be exposed in
materials with metallic conduction by applying chemical
etching followed by the capture of the image of the pattern
by scanning electron microscopy (SEM) methods. For
instance, Trautmann et al. [26] exposed, after applying
selective etching in a solution of HCl or FeCl3, the latent
tracks in the amorphous metal alloy Fe81B13.5Si3.5C2 bom-
barded by ions of U, Bi, and Au with energies corresponding
to values of �dE=dx�e ranging from55 to 63 keVnmÿ1 (Fig. 1).

All tracks were etched at the same rate and had the same
pore size. The annealing of the irradiated specimens had no
effect on the etching rate. The etching rate in the disturbed
areas was twice as high as in the nonirradiated part of the
specimen. This suggests that the densities of the material in
the track and in the nonirradiated areas are different. Latent
tracks were not exposed by chemical etching when the target
was bombarded by ions with �dE=dx�e � 24 keV nmÿ1,
which points to the threshold nature of the chemical etching
process.

Dunlop andLesueur [27] observed amorphization in some
conducting alloys (Ni-Zn, Ni-Ti), when the specimens were
irradiated by ions with energies no lower than 1 GeV. Note
that these metal targets become amorphous under low-energy
ion irradiation (E4 1 MeV) either. However, complete
amorphization is achieved under irradiation by heavy ions
with energies E5 1 GeV and fluences corresponding to the
calculated number of displacements per atom caused by
elastic collisions; these fluences are at least a hundred times
smaller than those required by low-energy ion implantation.
Apparently, in such materials the stage of relaxation of

electronic excitations is followed by a thermalization stage
in the atomic subsystem of the track areas, with the latter
stage similar to processes in the cascade regions in low-energy
ion implantation.

Electronic excitations in metals lead to the formation of
disturbances only when the energy density imparted to the
electron subsystem is very high. For instance, discontinuous
tracks are formed inNiZr2, when the rate of energy transfer to
electronic excitations exceeds 40 keV nmÿ1 [25], while the
typical threshold values of �dE=dx�e for track formation in
insulators are approximately 10 times lower. To examine in
full the problem of defect formation in metals owing to
electronic excitations, we must first classify the main
processes: the relaxation of intense electronic excitations
with a fraction of the energy transferred to the atomic
subsystem, and the subsequent thermalization of the excited
atoms with the excess of energy transferred to the surround-
ing matrix.

The first process is strongly determined by the type of
material (metal, semiconductor, or insulator), the electron
concentration in the conduction band (at the Fermi level),
and the electron mobility. The transport of energy from the
electron subsystem to the atomic one also depends on the type
of material, the material's structural features (bulky material,
thin film, size of grains in polycrystals, concentration and
type of impurities, etc.). The thermalization process and the
structural features of the region after `cooling' is completed
depend (just as they do in low-energy ion implantation) on the
type of material, the type of crystal lattice, the ratio of the
volumes of the material in the liquid and solid phases, and the
presence of allotropic forms. The processes of energy transfer
from electrons to lattice and the dissipation of the local stored
lattice energy are usually estimated by an approach that
allows for electron ± electron and electron ± phonon interac-
tions [28 ± 31].

Such an approach is not without its faults, since at a high
level of electronic excitation (e.g., on stripping all electrons in
a local area in the crystal near the ion path) or during
formation of a dense cascade of atomic displacements in
low-energy ion implantation, the existence of phonons can be
assumed only with great reservation. In the latter case, the
molecular dynamics method reveals a state of the cascade
region (a thermal spike) resembling a liquid-like structure
with a radial distribution function (and a static structural
factor) similar to that of liquids [32]. Without postulating the
existence of phonons and electron ± phonon coupling at
thermal spikes, Koponen [33] assumed that the cooling of
such peaks is due to the interaction of the collective modes of
ion motion in the cascade with the valence electrons of the
metal. The collective modes of fluctuations of the ionic
(atomic) density with short characteristic times (fractions of
a picosecond) provide the mechanism for energy exchange
with electrons, which is similar to electron ± phonon interac-
tion.

We believe that in both cases the first approach should be
used to estimate the role of the type of material and the
concentration and mobility of free electrons. The relaxation
of the intense electronic excitations caused by the bombard-
ment of the material with high-energy ions is the main factor
determining the nature of the track region. In many pure
coarse-grained metals (the grain size is much larger than the
electron mean free path), the relaxation of the electronic
excitations in the track region is determined by the electron
heat conductivity. The energy transfer from hot electrons to

Figure 1. SEM micrograph of the surface of a Fe81B13.5Si3.5C2 specimen

[26] which has a porous structure after ionic bombardment and etching.

The irradiated (upper right and lower left) and nonirradiated (central)

parts of the region are clearly distinguished (the length of the light dashes

at the top is 10 mm).
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cold electrons increases the radius of the excitation region and
drives the electron temperature inside this region down. The
free path l corresponding to this process at high temperatures
(Te > �hop, with �h the Planck constant, Te the electron
temperature, and op the plasma frequency) is determined by
plasmon excitation (l � lp), while as the temperature lowers
the free path becomes related only to Coulomb collisions
(l � l0). Hence, the electron free path at an arbitrary
temperature is given by the formula

l � l0lp
l0 � lp

; �3:1�

while the electron thermal diffusivity in the metal is defined as

w � hvli
3

; �3:2�
where v is the electron velocity. The dependence of the
thermal diffusivity of metals on the electron temperature,
w�T �, is represented by a curve with a dip at Te > eF (eF is the
Fermi electron energy), with the minimum thermal diffusivity
wmin being roughly 1 cm2 sÿ1, which is smaller by a factor of
100 than for metals under ordinary conditions.

Thus, the characteristic time it takes the electrons in the
excited region of metals to cool off because of electron heat
conductivity can be estimated as follows:

t1 � R2
tr

4wmin

� 10ÿ15 s : �3:3�

HereRtr � 1 nm is the radius of the cylindrical excited region.
The electron ± phonon relaxation time is roughly 10ÿ12 ±
10ÿ13 s [29, 31, 34]. The electron cooling time in such metals
is much shorter than the electron ± phonon relaxation time.

Lifshits et al. [28] described the process of formation and
development of an energy track in metals in terms of the two-
temperature model: they introduce the lattice temperature Ti

and the electron temperature Te, and then solve a system of
two nonlinear heat conduction equations, which in cylindrical
coordinates assumes the form

Ce�Te� qTc

qt
� 1

r

q
qr

�
rKe�Te� qTe

qr

�
ÿ g�Te ÿ Ti� � A�r; t�;

Ci�Ti� qTi

qt
� 1

r

q
qr

�
rKi�Ti� qTi

qr

�
� g�Te ÿ Ti� ; �3:4�

where Ck and Kk are the specific heat capacity and the heat
conductivity, respectively; the subscript k corresponds to `e'
for the electron subsystem, and to `i' for the ion (lattice)
subsystem; g is the electron ± phonon coupling constant,
A�r; t� is the density of the energy imparted by an impinging
ion to the electron subsystem of the solid; r is the radial
coordinate, and t is the time variable. Equations (4.1) are
solved numerically, since their coefficients are temperature-
dependent. Numerical calculations also make it possible to
take into account the solid ± liquid phase transition. The
methods used in the numerical solution of this system of
equations are discussed in Refs [31, 35, 36].

The main physical parameters and coefficients for the
system of equations (3.4) must be examined in terms of the
thermal spike model of track formation in metals. For pure
metals, the lattice heat conductivity Ka�Ta�, the heat capacity
Ca�Ta�, and the latent heats of melting and vaporization are

known from the measurements done by Wang et al. [37] (for
crystal atoms the subscript `i' is replaced with `a'). The
parameters in the equations that are responsible for energy
diffusion in the electron subsystem are defined in an
approximation in which it is assumed that the electrons are
similar to the `quasi-free' electrons in a noble metal. The
electron ± phonon coupling constant is described with allow-
ance for the physical properties of the irradiated material [10,
14].

In accordance with the theory of delta-electron formation
accompanying the passage of swift electrons [38], we canwrite
for the energy density:

A�r; t� � bSe exp

�ÿ�tÿ t0�2
2t 20

�
F�r� : �3:5�

Here, t0 is the mean time of flight of the delta electrons,
t0 � 1ÿ5� 10ÿ15 s (the choice of t0 has only a small effect on
the radius of the melt area [37]), Se � 1=N �dE= dx�e, whereN
is the number of atoms per unit volume of the stopping
medium, and b is a normalization constant. The half-width of
the Gaussian distribution is assumed to be equal to t0, and
F�r� is the spatial distribution function for the delta-electron
energy in the stopping medium [38]:�1

t�0

�rm
r�0

bSe exp

�
ÿ �tÿ t0�2

2t 20

�
F�r� 2pr dr dt � Se ;

F�r� � 1

2prlw�E� exp
�
ÿ r

lw�E�
�
; �3:6�

where rm is the maximum value of the projection of the
electron free path on the direction perpendicular to the ion
path, and lw is a parameter determined by fitting F�r� to the
real expression and, therefore, is highly dependent on the
energy E of the incident ion, with the result that F�r� also
depends on E. For instance, about 70% of the energy
imparted to the electron subsystem is concentrated within a
region with a radius of 0.2 nm for the case of a C60 ion cluster
with an energy of 0.025 MeV a.m.u.ÿ1, and within regions
with radii of 5 and 12 nm for ions of Pb208 with energies of
3 and 20 MeV a.m.u.ÿ1, respectively.

In the theory of a free electron gas, the electronic specific
heat of metals at low values of Te is given by a linear function
Ce � �p2k2Bne=2eF�Te, whereme is the electron mass, ne is the
electron number density, kB is the Boltzmann constant, and
eF � ��h2=2me��3p2=ne�2=3. The specific heat capacity is
described by this linear function up to Te � TF, where
TF � eF=kB, while for Te > TF it becomes a constant,
namely Ce � �3=2� kBne.

The electron heat conductivity Ke�Te� can be deter-
mined by normalizing it according to the experimental data
on thermal diffusion De�Te� of gold, whose electrons
behave like those of a quasi-free electron gas: Ke�Te� �
Ce�Te�De�Te�. For such metals as Ti and Zr, De �
150 cm2 sÿ1 at Te � 300 K, and Dmin � 4 cm2 sÿ1.

The electron ± phonon coupling constant g is a free
parameter which can be expressed in terms of the other
parameters. If the lattice temperature is not much lower
than the Debye temperature TD, the coupling constant can
be approximately written as in Ref. [28]:

g � p2menev
2

bte�Te�Te
;
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where te�Te� is the mean free time between two collisions of
an electron at the temperature Te, and v is the speed of sound
in a metal, which is related to the Debye temperature TD and
the atomic number density Na by the formula

v � kBTD

�h�6p2Na�1=3
:

Finding te constitutes a complicated problem [39]. As a first
approximation, we can take into account the relation between
te�Te� and the metal's heat conductivity Ka�Ta� measured
under ionic bombardment [37]. Then, assuming that the
electron ± phonon coupling constant is governed by the
lattice temperature [37], we obtain

g � p2�kBnev�2
18Ka�Ta� : �3:7�

Equation (3.7) implies that the number density ne of the
electrons participating in conduction now becomes a free
parameter. The electron number density is determined by the
formula ne � ZNa, where the parameter Z for, e.g., Ti and Zr
is equal to the number of valence electrons, Z � 2, while for
Fe and Bi, according to the data of femtosecond laser
experiments [40], Z � 1:1 and 1.3, respectively. Metals with
Z � 2 and w < 1 (alkaline, noble, and some heavymetals) are,
in relation to defect formation, only slightly sensitive to high-
energy ion beams, while metals with Z � 1 and w > 1 (Be, Sc,
Ti, V, Cr, Mn, Ge, and Re) are sensitive to such beams.

Thus, using the above approach, we can determine all the
necessary parameters and coefficients of the system of
equations (3.4) that are needed in order to perform calcula-
tions in the thermal spike model. The numerical solution of
equations (3.4) makes it possible to evaluate the radii of the
melt areas (tracks) surrounding the ion paths, and the
dependence of the track size on the ion velocity for equal
values of �dE=dx�e, as well as to estimate the density of the
energy released in the excited region for equal values of
�dE=dx�e.

For instance, Wang et al. [13] discovered through
experiments the dependence of the track radius on the ion
velocity at equal values of �dE=dx�e for Xe, Kr, and Pb ions.
Apparently, for equal values of �dE=dx�e the ion velocity also
plays an important role in track formation in metals that are
sensitive to dense electronic excitations. Dunlop et al. [12]
used the example of irradiation of titanium targets by
monatomic beams and C60 cluster ions with approximately
equal values of �dE=dx�e to show that the damaged areas have
a much larger diameter around the paths of cluster ions
compared to that of similar areas around the paths of
monatomic ions. The outlined difference is due to the larger
spatial localization of the energy released in the stopping of a
cluster ion. The released energy density is related to the
maximum range of delta electrons being excited. When
titanium is irradiated with 1 ± 5-GeV Pb or U ions, the radial
range of the delta electrons amounts to more than 1000 nm,
while with fullerene ions the radial range decreases to several
interatomic distances, with the released energy density reach-
ing values as high as (3 ± 8)�102 eV per atom.

Nevertheless, as noted earlier, such a description can be
considered appropriate only for metals with a perfect crystal
lattice. If the crystal structure has defects, the cross section of
the energy track is determined by the characteristic sizes of the
structural elements, such as the grains in a polycrystalline

target or interphase boundaries (if their size is smaller than
the track radius). Many experimental results concerning the
effectiveness of inelastic sputtering of fine-grained metallic
targets [41] corroborate this idea. When gold targets were
irradiated by uranium ions with E > 1 GeV, the measured
sputtering yield was found to be more than 10 times larger
than the value predicted for elastic processes. If the energy in
the electron subsystem is concentrated within a certain area of
the crystal, the lattice may become strongly heated and the
target could even be destroyed. The electron ± phonon
relaxation time is also highly dependent on other microde-
fects of the structure, such as impurities (in semiconductors),
dislocations, microtwins, and so forth.

The characteristic relaxation times tee and tei for metals
and semiconductors differ substantially (Table 2), which
speaks for the distinction in the processes of track formation
in them. According to the calculations done in Ref. [39], the
relaxation times also depend on the energy spectrum of the
electronic excitations (see Table 2) and the metal conduction.
The rate at which the excited electrons loose their energy
through scattering on phonons and on other electrons may be
related to the characteristic relaxation time in energy, tE, in
the following manner:

dDE
dt
� DEÿ DE �

tE
; �3:8�

where E � is a quantity of order kBT. In semiconductors, the
energy imparted to the electron subsystem over a time of
order tei is transferred to the lattice, while in metals the
prevailing channel of energy redistribution is electron colli-
sions.

Toulemonde et al. [42] used the model of a thermal spike
and a melted track region to explain defect formation (using
the results of measurements of electrical resistivity in the
course of irradiation) in the amorphous a ±Fe85B15 metal
alloy.

In the thermal spike approximation, the track structure
after complete thermalization of the excited region depends
on the type of material (type of bonds), type of lattice, target
temperature during irradiation and investigations (the tem-
perature determines the mobility of point defects), the
possibility of allotropic phases appearing in the system, and
the ratio of the volumes of the material in question in liquid
and solid states. Similar dependences are observed in low-
energy implantation of heavy ions [43, 44]. As in irradiation of
materials by slow heavy ions, unusual phases can form in the
case of intense electronic excitations in ion tracks. For
instance, Dammak et al. [11] and Dunlop and Lesueur [27]

Table 2. Characteristic relaxation times for Si and Al [39].

DE, eV 0.1 0.5 1 3

tei, s
tee, s

�dDE=dt�ei
�dDE=dt�ee

9:4� 10ÿ11

8� 10ÿ10

8:5

4:2� 10ÿ11

8� 10ÿ9

190:4

3� 10ÿ11

2:2� 10ÿ8

733:3

1:6� 10ÿ11

1:1� 10ÿ7

6470:6

tei, s
tee, s

�dDE=dt�ei
�dDE=dt�ee

8:8� 10ÿ13

4:2� 10ÿ12

4:8

4:78� 10ÿ13

1:7� 10ÿ13

3:6� 10ÿ2

10ÿ11

4:3� 10ÿ14

4:3� 10ÿ3

3:74� 10ÿ11

5:2� 10ÿ15

1:4� 10ÿ4
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reported on a phase transformation in irradiated titanium
targets in which the hexagonal close-packed a-phase of
titanium is transformed into a hexagonal a-phase usually
present at high pressures. The semimetal bismuth is of interest
in this respect, since its density in the solid state is lower than
in the liquid state. A local rise in pressure will cause the
melting point to drop.

This can explain the results of Dammak et al. [11] and
Paumier et al. [45] concerning the irradiation of bismuth
crystals by highly energetic ions of O, Mg, Kr, Xe, Pb, and
U at T � 10 K with �dE=dx�e varying from approximately
1 to 50 keV nmÿ1. The resistivity Dc of crystals for
�dE=dx�e > 20 keV nmÿ1 rapidly grows already at fluences
of order 1011 cmÿ2. The value of Dc obtained in the case of
bismuth irradiated by uranium ions with �dE=dx�e �
50 keV nmÿ1 was found to exceed a similar value for electron
irradiation by a factor of 150. Such a phase with exceptionally
high electrical resistivity forms as a result of condensation of
bismuth vapor on cold substrates and is similar to the phase
produced under high pressures. As the phase that is formed at
high pressures, the implantation phase possesses a very high
resistivity and a high annealing temperature (T > 150 K). On
the basis of these results, Dammak et al. [11] and Paumier et
al. [45] inferred that each ion of Pb or U creates along its path
a cylinder (r � 20 nm) of transformed bismuth. When these
cylinders begin to unite, the entire volume of bismuth is
transformed and acquires high resistivity. It is assumed that
the material in such a cylinder first melts, then goes through
the quenching stage under rapid cooling, and finally recrys-
tallizes into the same phase that is produced in vapor
condensation on a cold substrate.

Generally, metals for which high-pressure phases are
characteristic in the pressure vs. temperature state diagram
exhibit such phases in track regions under irradiation by
superhigh-energy ions with �dE=dx�e > �dE=dx�thr:ph:tr,
where �dE=dx�thr:ph:tr are the threshold energy losses for the
phase transition.

A common way of explaining the formation of such
phases is to use the ideas of shock wave generation [11, 29,
46 ± 48] and collective atomic motion [49]. Pronounced
thermal spikes near an ion path lead, among other things, to
generation of thermoelastic stresses which, according to
rough estimates given by Davydov and Kalinichenko [29],
may exceed the strength of the material and in combination
with the thermal spikes have a strong effect on the processes
of defect formation, creep, diffusion, etc. With the help of the
thermodynamic fluctuation theory of Davydov and Kalini-
chenko [29], numerical estimates have been made of the
destruction of various materials caused by thermoelastic
stresses that develop coincidentally with thermal spikes. The
materials were divided into groups according to their
electrical conductivity.

The acoustic pulses generated by particles stimulate the
crystal lattice transformation and may manifest themselves
far from the ion path (the long-range effect).

Several mechanisms of track formation have been dis-
cussed in the literature:

(1) the mechanism known as the Coulomb explosion [50,
51], which is effective when the ion velocity is close to the
velocity of the electrons belonging to the K-shell of the target
atoms, may be responsible for track formation in light targets
(LiF, plastic, diamond, cubic boron nitride, etc.). A moving
ion creates in the target a highly ionized cylindrical medium
which is unstable because of Coulomb repulsion between

electrostatic like charges (ion cores). Several related models
have been formulated on the basis of this mechanism: the
model of the plasma core of the track region [52, 53], the
shock-wave model [46], and the model of a modified lattice
potential [54]. The Coulomb explosion mechanism is also
often used to explain track formation inmetals and alloys [11,
16], which can hardly be justified because of the high rate of
neutralization of the uncompensated charge by free electrons;

(2) the high ionization density substantially lowers the
threshold energy Ed of the atomic displacements from lattice
sites. The low values of Ed increase the displacement
probability of the matrix atoms that receive a small amount
of elastic energy from a moving ion;

(3) the thermal spike mechanism described in this section
is the most often usedmechanism.Within such an approach it
is assumed that the energy is transferred from the electron
subsystem being excited to the lattice through electron ±
phonon interactions [55].

Until recently the production of defects at the expense of
electronic excitations in massive metal specimens was
assumed to be unrealistic. Applying track-formation models
valid for insulators to metals seems unjustified because of the
high mobility of conduction electrons which effectively
`disseminate' the energy imparted to the electron subsystem
over a larger volume and also effectively screen the ionized
atoms in the ion `tail'. So far there is no exact theory that
would explain defect formation by high-energy heavy ions in
metals.

The thermal spike model has been successfully used to
explain track formation and to estimate the track radius in
amorphous alloys with metallic conduction [16, 42]. Lately,
an attempt has been made (see Refs [56, 57]) to estimate the
validity range of the thermal spike model more exactly and to
determine the radius of the excited region and the fraction of
the energy of this region that is carried away by the pressure
wave (acoustic wave) within the framework of the molecular
dynamics method. However, so far numerical calculations
have been done only for model materials, such as solids
consisting of gases that have condensed at low temperatures.
Acoustic waves may carry away up to 30 ± 40% of the total
released energy from the excited region.

The first tracks in metallic massive materials were
observed in intermetallic alloys (amorphous regions). The
first class consists of materials that have a complex composi-
tion and easily become amorphous because of elastic colli-
sions when irradiated by low-energy ions or electrons [43].
Representatives of this class are characterized by low local
crystal symmetry. Among such materials, NiZr2, NiTi, and
Ni3B are especially interesting from the viewpoint of applica-
tions. In contrast toNi3B andNiZr2, which have, respectively,
an orthorhombic and tetragonal crystal structure in the entire
temperature range, NiTi undergoes a martensite transforma-
tion at a temperature close to 300K, is in the cubic B2 phase at
T > 300 K, and is in the monoclinic phase at temperatures
below the phase transition temperature.

The second class consists of materials with high local
symmetry (LI2 crystal structures). It includes the Zr3Al alloy,
which does not easily become amorphous as a result of elastic
collisions, and the Cu3Al alloy, which never becomes
amorphous but may undergo chemical disordering when
subjected to low-temperature irradiation in the elastic
collisions mode. The classes of various intermetallic phases
that become amorphous and remain stable under irradiation
are listed in Ref. [43]. Here are the additional criteria that are
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helpful in the prediction of whether an intermetallic alloy
becomes amorphous in the elastic-collisions and intense-
electronic-excitations modes: the simultaneous existence of
several phases on the concentration vs. temperature state
diagram; a narrow homogeneity region that allows for slight
deviations from stoichiometry, and a target temperature that
determines the mobility of the structure defects and their
interaction (the defect kinetics). A certain correlation has
been observed between the well-known experimental data on
the amorphization of alloys by the method of vapor-phase
deposition onto a cold substrate and by ion irradiation [43,
58].

The threshold specific energy losses for track formation in
monatomic metals and intermetallic alloys amount to about
40 keV nmÿ1, which is 4 to 10 times higher than in the case of
insulators [16, 58].

Latent tracks have been observed inNiZr2 at 80 and 300K
by Barbu et al. [25] and Dunlop et al. [59], who used the
electron microscopy method after the specimens were
irradiated by ions with E > 1 GeV and fluences higher than
1011 cmÿ2 and sufficiently large values of �dE=dx�e. Irradia-
tion by xenon ions with �dE=dx�e � 30 keV nmÿ1 does not
lead to formation of a contrast of latent tracks in the
irradiated specimens, while irradiation by Pb ions with
�dE=dx�e � 40 keV nmÿ1 provides a picture of passage from
discontinuous to quasi-continuous tracks. Uranium ions with
�dE=dx�e � 54 keV nmÿ1 form tracks that are, for all
practical purposes, continuous. The number of tracks per
unit specimen area correspond exactly to the number of
incident ions. Electron diffraction data suggest that there is
an amorphous material inside the cylindrical disturbed region
within the ion path. Closely related results were obtained
somewhat later by Barbu et al. [58], when theNi3B compound
was irradiated by ions with a high level of �dE=dx�e.
However, in this case the tracks were found to be unstable at
room temperature. No visible tracks in this compound were
detected several months after ion irradiation.

What is interesting from the scientific and application
angles is the phase transformations inNiTi which is one of the
alloys with thermomechanical shape memory (a thermoelas-
tic transformation near room temperature). In examining the
possibility of such transformations we arrive at two possible
courses that such phase transformations may take:

(a) a martensite transition in NiTi from the low-tempera-
ture (80 K) monoclinic structure to a high-temperature cubic
structure in accordance with the thermomechanical actions,
and

(b) phase transformations as functions of the irradiation
temperature (irradiation may be done at a temperature at
which the target contains either only one phase or both
phases).

The main results of the studies conducted by Barbu et al.
[16, 58 ± 60] is that the sensitivity of cubic and monoclinic
phases to electronic excitations is different. Above the
threshold value of �dE=dx�e � 48 keV nmÿ1, the tracks in
the NiTi alloy exist only in those areas of the specimen that
were in the monoclinic phase during ion implantation.
Figure 2a shows the electron micrograph of a specimen in
which both phases existed during ion irradiation. The tracks
are observed in the monoclinic interlayer and are not present
in the surrounding cubic matrix. Figure 3 clearly shows
amorphous tracks that were observed in the cubic phase of
the NiTi specimen irradiated by uranium ions (prior to
irradiation the specimen was in the monoclinic phase). The

tracks created in the low-temperature phase are clearly
apparent; they have a diameter of 12 nm and are homo-
geneously distorted cylindrical regions. According to electron
diffraction data, they are amorphous and remain stable when
the specimen transforms back into its cubic structural
modification at an alloy temperature of 300 K.

The presence of a substantial number of amorphous
tracks does not hinder phase transformations. The structural
stability of the tracks is very obvious, since there occurs a
certain displacement during the phase transition. This
manifests itself in a clear-cut slant of the tracks. Figure 2b
corresponds to a specimen that was irradiated in the
monoclinic phase at 80 K; here, the tracks appear over the
entire specimen. If the specimen is subsequently heated to
room temperature, its material transforms into the cubic
modification. In this transformation, the monoclinic inter-
layers turn by several degrees in relation to each other. At the
temperature at which the microscopic study was conducted,
the matrix was entirely in the cubic modification. The
amorphous tracks appear to be slightly disoriented due to
the memory effect. When the specimen is returned to its
monoclinic phase by lowering the temperature, the initial
orientation of the tracks is restored. Here the tracks serve as
markers of the displacing phase transition.

200 nm

200 nm

a

b

Figure 2. Bright-field electron micrographs of (a) an NiTi specimen

irradiated at T � 300 K by Pb ions with E � 0:84 GeV,

�dE=dx�e � 52 keV nmÿ1, and a fluence of 1011 cmÿ2 [58], and (b) a

monoclinic NiTi specimen irradiated at T � 80 K by uranium ions with

E � 0:76 GeV, �dE=dx�e � 57 keV nmÿ1, and a fluence of 5� 1010 cmÿ2

(the micrograph was taken at T � 300 K). The latent tracks are evident in

Fig. 2a only in themonoclinic lattice but not in the surroundingmatrix, the

latter being in the cubic phase during irradiation.
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4. Effects accompanying the passage
of high-energy ions through metals

4.1 Inelastic metal sputtering
When swift ions interact with condensed matter, the surface
of material may become eroded because of an intense
excitation of the electron subsystem; this phenomenon is
known as inelastic sputtering. The studies conducted by
Baranov et al. [61] in respect to the bombardment of metals
as well as oxides and fluorides of the metals by fission
fragments and swift ions have shown that inelastic sputtering
differs from ordinary sputtering by its laws and physical
mechanisms. The inelastic sputtering yield may exceed the
values characteristic of elastic sputtering by a factor of ten or
more. For instance, Lapteva and Ershler [62], who were the
first to discover inelastic sputtering, found that the sputtering
yields of uranium and plutonium by fission fragments exceed
the expected values by a factor of 10 to 100.

The distinction in the mechanisms of elastic and inelastic
sputtering determines the distinction in the dependences of
the corresponding sputtering yields S on the ion energy and
on �dE=dx�e. The energy dependence of the inelastic sputter-
ing yield S�E� on the whole follows the energy dependence of
the inelastic losses �dE=dx�e, with S � �dE=dx�ne , where
n � 2 ± 4.

The results of the experimental research done by Lapteva
and Ershler [62] and Birtcher et al. [63] suggest that inelastic
sputtering, at least for metals and metal oxides, occurs only
when the target surface is an ultradispersive layer with a grain
size L4 30 nm (Fig. 4), and the electronic stopping power of
the material is no lower than 6 ± 30 keV nmÿ1 (there is a
threshold for a certain grain size). Characteristically, inelastic
sputtering for fine-grained metals with grain sizes L4 10 nm
(see Fig. 4) is 10 to 1000 times larger than for coarse-grained
materials [62 ± 64]. If the surface layer of the material has a
coarse-grained structure, then S � Sn � 1=N �dE=dx�n,
where �dE=dx�n are the nuclear energy losses of the ions,
with the result that sputtering proceeds by the elastic
mechanism (S4 10 atoms per ion). In inelastic sputtering,
the sputtering yield is, as noted earlier, proportional to the
electronic stopping power and hence increases with the ion
energy (Fig. 5) in the energy range where �dE=dx�e � En.
Usually, either of two models is used to explain the available
results: the isolated grain model or the model of `free hot
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Figure 4. Inelastic sputtering yield S of Au and U targets by fission

fragments with Z1 � 50 and E � 100 MeV as a function of the average

grain size L [61].
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Figure 5. Energy dependences of the spattering yield of fine-grained gold

layers by fission fragments [63]: 1 Ð experimental data with the average

grain size L � 3 nm, 2 Ð results of model calculations by Birtcher et al.

[63] for grains with L � 3 nm, 3 Ð experimental data for targets with

L � 7:5 nm, and 4 Ð results of calculations by Birtcher et al. [63] for

grains with L � 7:5 nm.
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Figure 3. Bright-field electron micrographs of a monoclinic NiTi specimen

irradiated at T � 90 K by uranium ions with E � 0:76 GeV,

�dE=dx�e � 57 keV nmÿ1, and a fluence of 5� 1010 cmÿ2 [58]. At

T � 300 K, the amorphous latent tracks are clearly visible. (a) The

electron beam is parallel to the ion beam. (b) The specimen is turned in

the microscope through an angle of 27�.
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electrons on the grain boundaries of the metal'. In the first
approach [61] it is assumed that all the energy imparted by an
impinging ion to the electron subsystem of a grain proves to
be `locked inside' the grain and is utilized to heat and
evaporate the grain. The isolated-grain model can be used
when small singular grains have a small area of contact with
the metallic substrate or lie on an insulating substrate.

In the model developed by Martynenko and Yavlinski|̄
[41], when an ion flies into a grain it excites electrons at a
distance of roughly 1 nm from its path. After approximately
10ÿ15 s, the electrons become thermalized via thermal
diffusivity (3 ± 4 cm2 sÿ1) and the hot electrons with an
energy in the 1 ± 10 eV range become Bloch electrons (i.e.,
are only slightly scattered in the grain). The situation is quite
special in the area where the grain is in contact with the
substrate. The hot electrons, on their way from the grain to
the substrate, interact with atoms as free electrons prior to the
first collision. Since the mean free path of electrons with an
energy of roughly 10 eV is approximately 1 nm, the atoms of
the substrate and the grain that are at a distance of about 1 nm
from the interface will rapidly acquire energy from the hot
electrons, with the result that the substrate exerts pressure.
Calculations show that the grain may tear itself away as a
whole from the substrate. The proposedmechanism of energy
transfer to the atoms near the grain boundaries explains why
sputtering occurs predominantly along the normal to the
surface [63], the presence of tracks of swift ions in fine-grained
metals [50, 65], and the sintering of finely dispersed powders
and thin films in the course of their irradiation by swift
multicharged ions [66].

There are also other approaches to interpreting the data,
namely, evaporation of single atoms from the grains, the
ejection of atoms due to acceleration in the double electrical
layer of a grain [63], the removal of grains through `shaking-
off' by the shock wave generated in the passage of an ion
through a nonconducting substrate, and the `bouncing' of
grains caused by rapid thermal expansion [67].

Recent experiments conducted by Didyk et al. [68, 69]
have shown that the grain boundaries of polycrystalline
metals are sputtered much more intensely than the grain
surface. The characteristic value of the sputtering yield S for
the grain boundaries is no less than 103 atoms per ion. Here,
as the defects accumulate in the process of irradiation of
nickel by krypton ions with E � 305 MeV up to a fluence of
3� 1015 cmÿ2, the metal sputtering yield on the grain surface
rapidly grows and becomes comparable to the grain-bound-
ary sputtering yield. The explanation is that, as the defects
accumulate in the crystal, the electron ± phonon relaxation
times get shorter, hot tracks form, and the evaporation
sputtering mechanism comes into action. The value of S
becomes comparable to the amorphisized-metal sputtering
yield [70].

4.2 Plastic deformation, creep, and growth
A second interesting effect that has recently been discovered is
that the size of the layers of amorphous metal alloys increases
in the directions perpendicular to the ion beam and that the
layer thickness decreases in the process, with the volume
remaining practically unchanged (Figs 6 and 7).

Thus, there occurs a considerable displacement of
material, just as in the rolling of foil or applying a
sledgehammer to the foil. Here are the main peculiarities of
this process [72 ± 79]. The effect is observed in metal alloys
(Ni3N, Pd80Si20, Fe85B15, and Ti50Be40Zr10), insulators

(SiO2), and semiconductors, provided they are in an amor-
phous state. The effect becomes more evident at higher values
of the electronic stopping power and at lower irradiation
temperature. For the Fe85B15 alloy it was found that plastic
deformation is not annealed even at room temperature. The
effect cannot be saturated. Most often there is an incubation
radiation fluence before plastic deformation of a material sets
in. As long as this fluence is not reached, defects accumulate,
as observed in resistometric experiments. When external
tensile stresses are applied, the effect is enhanced signifi-
cantly, while compression stress suppresses the effect. Pla-
cing relatively thick marker layers of gold 20- and 100-nm
thick between two amorphous layers of Ni2B, each 1.5-mm
thick, did not result in a noticeable change in the plastic
deformation process in either case. The rough surface of
glass-like materials becomes smoother (mirrorlike) as a result
of the plastic flow of the material, caused by ionic bombard-
ment.

Placing crystal layers of Au and W 20-to-900-nm thick
between thick amorphous glassy metals made of Ni3B (1 ±
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Figure 6. Schematic of the effect of the plastic flow of amorphousmaterials

under ion irradiation. Here, b0 and l0 are the initial transverse and

longitudinal dimensions of the specimen, and Db and Dl are the incre-

ments of the quantities, respectively, acquired under irradiation.
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Figure 7.Variation of the transverse size of specimens of a cold-rolled film

of the amorphous Pd80Si20 alloy bombarded by Xe+ ions with

E � 1:34 MeV a.m.u.ÿ1 as a function of the ion fluence [71] for the

following film-thickness values: 1 Ð b0 � 2 mm, 2 Ð b0 � 4:5 mm, 3 Ð

b0 � 7 mm, and 4Ð b0 � 8:1 mm.
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1.5 mm) [76, 78] and irradiating this wafer by Ti22+ ions with
E � 500 MeV results in radiation-induced creep setting in the
crystal layers. The effect is not observed with free crystalline
materials. Here, the variation of the thickness of the metal
layer is due not to the penetration of ions through the film but
to the plastic deformation occurring in the adjacent amor-
phous layers. By measuring the variation of the metal film
thickness we can find the stresses generated by a beam of swift
heavy ions passing through the amorphous solid, which were
estimated at 2 GPa [76, 78].

The above effect is closely related to the rapid increase in
the electrical resistance R when the threshold fluence is
reached [72]. Just like plastic deformation, the new effect
strongly depends on �dE=dx�e (Fig. 8) [there is a threshold
value of �dE=dx�e; thr]. For low irradiation fluences (up to the
incubation level), the ratio DR=R0 (where R0 is the resistance
prior to irradiation, and DR � Rÿ R0) is independent of the
direction of irradiation (the angle j between the direction of
the ion beam and the normal to the target). After the end of
the incubation period, DR=R0 obeys the following law [72]:

DR�j�
R0

� Dr
r0
� 2Dx�j � 0�

x0
�1ÿ 3 sin2 j� ;

where r and r0 are the current and initial resistivities of the
specimen, respectively, withDr � rÿ r0, and x and x0 are the
current and initial sizes of the specimen along the direction of
the ion beam, respectively, with Dx � xÿ x0. A similar
dependence of the plastic flow of the material on the
irradiation angle has also been observed in experiments by
Benyagoub and Klaumunzer [73].

There is as of yet no rigorous theoretical model that
describes all these processes. We must assume that the
amorphous material acts as follows: (a) it provides sufficient

free volume for substantial mass transfer to be possible, and
(b) it drives the electron ± phonon interaction time down in
the relaxation stage for the excited region. Themost favorable
pattern of track formation for the development of strong
tangential stresses is the one in which a hollow region (or a
region with reduced atomic density) forms in the track core,
with the region surrounded by a shell with a large number of
implanted interstitial atoms. Such shells generate high
stresses. As the fluences increase, the number of such track
regions grows (and so do the stresses) up to the point where
they cover all the surface of the specimen (incubation period).
Knowing the incubation fluence Dinc found through experi-
ments, we can calculate the size Rtr of the track:

D inc � 1

pR2
tr

:

For instance, for 3-GeV Xe ions bombarding the Fe85B15

alloy [73], D inc � 5� 1012 cmÿ2, which yields Rtr � 2:5 nm.
At low irradiation temperatures, the vacancies are immobile
and defect annealing is inhibited. Longitudinal stresses
effectively relax on the specimen surface, while tangential
stresses may relax only under subsequent irradiation. Under
such irradiation, the target ions that land into formed track
regions act as triggers for mass diffusion of atoms in the
transverse direction under tangential shear, i.e., plastic flow
of the material begins. This explains the dependence of
DR=R0 and the size of the deformation on the orientation of
the target in relation to the ion beam. Additional tensile
stresses applied do not change the incubation fluence: they
only enhance the effect when D > Dinc.

The above hypothesis was proposed inRef. [80]. Lately, in
a number of works (e.g., see Refs [81 ± 86]) the anisotropic
increase of the transverse size of specimens and the relaxation
of stresses in amorphous materials, both induced by ion
irradiation, have been described in terms of viscous flow and
the relaxation of shear stresses in locally heated, disturbed
regions near ion paths. In such a semiquantitative theory,
local heating is caused by intense electronic excitations. In
materials with a strong dependence of viscosity on the
temperature and the defect concentration (as in amorphous
alloys), a rapid increase in temperature and defect concentra-
tion leads to a radical reduction in viscosity within a small
volume of the material near the path of a swift heavy ion, and
this reduction happens in a very short time: t � tei � 10ÿ11 ±
10ÿ12 s. Hence, large temperature gradients, displacements of
the primary atoms, and the momenta of the primary atoms
near an ion path may be the reason for plastic flow in the
material in the direction perpendicular to the ion beam. The
elastic energy stored in the track contributes significantly to
the driving force of track etching.

The presence of threshold values of �dE=dx�e; thr for stress
relaxation and anisotropic growth is stipulated by the need
for a sufficiently distinct thermal spike to form, i.e., a fairly
high local temperature must hold for a fairly long time. The
duration of the incubation period (the incubation irradiation
fluence) reflects the rate at which the viscosity of the
amorphous material decreases. It can be more or less
prolonged for small values of �dE=dx�e and diminishes or
disappears entirely as �dE=dx�e increases. Stress relaxation
enhances with target temperature, but the rate of anisotropic
growth decreases as the temperature grows. The stressed
track regions are like a mesoscopic probe for analyzing the
creep in the media surrounding the tracks.
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Figure 8. Relative variation of the electrical resistance of a Fe85B15

specimen as a function of the electronic stopping power �dE=dx�e
(irradiation was carried out at T � 90 K, and the measurements at

T � 77 K).
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4.3 Other effects
Intense electronic excitations are the cause for ion-beam
mixing in layer structures. Such an effect was observed in
many double-layer and multilayer systems: metal ±metal,
metal ± semiconductor [87 ± 91], and metal ± insulator [92].

The thermal spikes created by swift heavy ions may be the
driving force behind the mixing of metal ± ceramic material
systems (Fe, Cu, Ni, Ti, Au, Ag)/(MgO, Al2O3, SiO2, ZrO2)
and the increase in interphase adhesion, as in the case of
thermal spikes created by atomic displacement cascades for
the keV ±MeV energy range [92, 93].

High-quality adhesion of metallic coatings on polymers is
important for the fabrication of multilayer electronic systems
and microtechnology. High cohesive strengths have been
achieved (through irradiation by beams of Bi ions with
E � 0:3ÿ2:6 GeV and relatively low fluences of 107 ±
1013 cmÿ1) with a double-layer system consisting of a
300-nm thick copper film on a polychlorotrifluoroethylene
(Teflon) substrate [94].

By high-energy implantation of 100-MeV ions of boron
and phosphorus into soft-magnetic amorphous ferromag-
netic alloys Fe-Cu-Nb-Si-B and Fe-B-Si-C, it is possible to
achieve a high value of permeability [95]. High-energy ion
implantation is also applied to increase severalfold the
hardness of materials to considerable depths [96, 97] and to
polish the surface of metals or to enhance the erosion of their
surface [98].

5. Track formation in semiconductors

Numerous experiments on defect formation in insulators,
metals, alloys, and amorphous semiconductors have shown
that thesematerials are sensitive to track formationwhen they
are bombarded by high-energy heavy ions. Nevertheless, the
conditions of track formation and the inner structure of
tracks (phase composition) in metals, insulators and semi-
conductors, crystalline and amorphous solids, films, and
massive specimens differ substantially.

The situation becomes especially complicated when we
deal with the irradiation of semiconductors by swift heavy
ions. The irradiation of crystal silicon, germanium, and
gallium arsenide at room temperature by swift ions, con-
ducted at numerous accelerators all over the world, did not
lead to any specific effects caused by the high intensity of
electronic excitations [99 ± 109]. Studies involving deep level
transient spectroscopy (DLTS), Hall measurements, trans-
mission spectroscopy, optical absorption measurements,
electron paramagnetic resonance (EPR), and measurements
of electrical resistance did not reveal new types of structural
defects. The effectiveness of defect formation or defect
annealing stimulated by the high level of electronic excita-
tions depends on �dE=dx�e and ion velocity. In contrast to
electron and neutron irradiation, the effectiveness of defect
formation in the case of irradiation by swift heavy ions is
governed by the type of semiconductor (Si, Ge, orGaAs). For
instance, in germanium, on which a substantial number of
experiments were carried out involving swift ions from
oxygen to lead [103, 108] with �dE=dx�e varying from 5 to
35 keV nmÿ1, no significant effects of intense electronic
excitations were exposed. Vlasukova et al. [109] and Mikou
et al. [110] arrived at similar conclusions in their GaAs
studies. However, the effectiveness of defect formation in a
silicon substrate by stopping of swift heavy ions was
approximately 15 times higher than for electrons [109]. In

the case of neutron irradiation, no such difference has been
observed. The ratio of the damage factors for neutron and
electron irradiation is equal to the ratio of the cross sections of
the respective elastic processes [108].

The specific energy losses �dE=dx�e for any monatomic
ions in silicon do not exceed 28 keV nmÿ1. However,
recent experiments [111, 112] on irradiation of crystal
silicon by fullerene ions C2�

60 with E � 30 MeV and
�dE=dx�e � 48 keV nmÿ1, as well as with E � 40 MeV and
�dE=dx�e � 57 keV nmÿ1 revealed the formation of tracks
with entrance diameters amounting to 8.4 and 10.5 nm,
respectively. The track diameters remain constant down to a
depth of roughly 80 ± 100 nm [111], and at larger depths
gradually decrease. Very often the tracks end in a series of
droplets of disturbed material along the ion paths (the
discontinuous section of the tracks).

The limited depth at which tracks are observed is
determined mainly by the nuclear scattering of the compo-
nents of a fullerene cluster from the atoms of the stopping
medium and by their separation. The total range of the cluster
components amounts to about 1 mm. The second (less
important) factor in the decomposition of a fullerene
molecule is the Coulomb repulsion of its fragments (carbon
ions) due to ionization of carbon atoms (the effective charge
of the fullerene complex). The threshold values of the energy
losses �dE=dx�e for track formation in Si+ are roughly
30 keV nmÿ1.

Thus, on the basis of the results of these investigations we
can hypothesize that in Ge and GaAs crystals there may be
tracks if the ion energy losses are higher. When semiconduc-
tors are irradiated by fullerene ions, the density of the energy
released near the ion paths (over the correlation length) is very
high, since the maximum ranges rmax of the delta electrons
amount to only 1.9 and 2.7 nm for C60 with E � 30 and
40 MeV, respectively, while for an ion of 238U with
E � 1 GeV, we have rmax � 1050 nm. Hence, the entire
released energy is localized near the path of the fullerene
ion. This is an important factor in the description of track
formation in semiconductors irradiated by ion clusters.

When silicon and germanium are irradiated by mona-
tomic ions, tracks can be observed only if the parent material
is in an amorphous or finely dispersed single-crystal state
[113, 114] (recrystallization of the material along the ion
paths). The investigations were made under very specific
conditions: the targets were deposited films 5 nm thick with
very small grains, usually 1 nm [113]. In such specimens, Au
ions with an energy of 207 MeV and �dE=dx�e � 17 keV
nmÿ1 produce discontinuous tracks 7 nm in diameter. These
results can be explained by the thermal spike model with two
factors taken into account: (1) the melting point of amor-
phous (and, apparently, ultradispersed) silicon is reduced by
200 ± 250 K (see Section 3), and (2) at the same time the
electron ± phonon coupling constant increases (the electron ±
phonon relaxation time decreases). Track formation in the
thin films of ultradispersed materials is also stimulated by the
strong limitation, caused by the proximity of grain bound-
aries and surfaces, on the spreading of the released energy
over the entire volume. The tracks in amorphous silicon and
germanium consist of small recrystallized particles (discon-
tinuous tracks) [114]. The threshold values of �dE=dx�e for
track formation amounted to 5 keV nmÿ1 for germanium,
and 15 keV nmÿ1 for silicon.

A number of researchers studying irradiation of semi-
conductors by swift heavy ions examined the annealing of
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defects that had been produced, prior to the main irradiation,
through bombardment by light ions. For instance, in single-
crystal silicon there is observed the effect of strong annealing
of defects that were introduced earlier by protons when
irradiation was done by xenon ions with E � 340 MeV and
a fluence of 1012 cmÿ2 [115]. Such removal of defects has also
been registered in situ in single crystals of Ge, GaAs, andGaP
[103, 116 ± 118], and it correlates well with the high values of
the energy imparted to the electron subsystem. At the same
time, the results of Chavan et al. [119] suggest that the
implantation of 90-MeV silicon ions into silicon with a
fluence in the range (1.25 ± 5)�1014 cmÿ2 leads to the
formation of a large number of defects, and even with the
highest ion fluence no trace of the effect of annealing of the
created defects can be observed. Thus, processes of defect
formation or defect annealing and track formation due to
electronic excitations depend on the level of these excitations
and the density of the energy imparted to electronic excita-
tions near ion paths (Fig. 9).

So far, direct resolution methods have not revealed the
formation of latent tracks in such wide-gap semiconductors
as diamond and a-SiC. Single-crystal a-SiC specimens have
been bombarded by 5.5-GeV xenon ions with fluences up to
1014 cmÿ2 [120]. Transmission electron microscopy has not
discovered any extended defects in irradiated specimens.
Nevertheless, after annealing the specimens at T � 1373 K it
was discovered that there is a substantial number of
dislocation loops. Finally, Lhermitte-Sebire et al. [121]
conducted TEM studies of a complex ceramic matrix
SiCf ± SiC irradiated at T � 300 K by swift xenon ions with
fluences up to 1015 cmÿ2 and found that there were amor-
phous zones localized in interphase regions and also directly
in the fibers. Latent tracks were also observed near the
interphase boundary between a SiCf fiber and the SiCmatrix.

In the works of the Belorussian scientists (Zaitsev et al.
[122, 123], Varichenko et al. [124, 125], and Ertchak et al.
[126]) EPR and photoluminescence were used to study the
types of point defects generated by swift heavy ions in

diamond and cubic boron nitride. The researchers deter-
mined the inherent role that electronic excitations play in the
formation of some types of point defects, studied the
combined effect of elastic and inelastic processes on the
formation of simple defects and the distribution of these
defects over the crystal's depth; moreover, by using the
cathodoluminescence method they discovered high-pressure
phases in the materials they studied. In cubic boron nitride,
the high-pressure phases were detected under irradiation by
ions of Ne, Co, and Xe with an energy of about
1 MeV a.m.u.ÿ1 [122]. The pressure was estimated from the
spectral shift of the narrow phononless photoluminescence
line emitted by radiation centers (RC).

The above researchers (see Refs [122 ± 126]) used the EPR
method to reveal the formation of track-like one-dimensional
nontetrahedral structures (channels) along the ion paths in
the event of high-energy ion irradiation. The channels possess
high electrical conductivity and diffusion effectiveness for
impurity atoms. The presence of implanted atoms at depths
much larger than the mean projected range of ions, Rp, was
related to the salient features of such track regions. It was
assumed that the nanosized region near an ion path has a
reduced atomic density, while the periphery has an enhanced
density of matrix atoms (the high-pressure phases). The
channels ensure an enhanced diffusion mobility of the
impurity atoms at fairly low temperatures, i.e., temperatures
not characteristic of diffusion of atoms in diamond and cubic
boron nitride, and the possibility of some of the ions being
trapped in such channels created in earlier stages of irradia-
tion (long-range tails in the distribution of atoms over the
depth of the crystal) [123]. The Coulomb explosion mechan-
ism or the generation of shock waves may be responsible for
channel formation.

Very illustrative and interesting are the results of Vetter
et al. [127], who used a high-resolution microscopy method
and found that in single-crystal GeS implanted with heavy
ions with energies in the 5.9 ± 13-MeV a.m.u.ÿ1 range there
were latent elliptical tracks with an amorphous core
(Fig. 10). The researchers observed that around the tracks
there are contrast regions related to the stresses generated in
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the surrounding matrix. The ratio of the length of the tracks
along the two axes of the ellipse is 21.2 nm to 18 nm, which
corresponds with the inverse ratio of the lattice constants
for GeS (a=c � 1:175).

According to these results, a track in a wide-gap
semiconductor can be interpreted as consisting of a multi-
vacancy core surrounded by a shell enriched by interstitial
atoms. The crystalline shell surrounding the ion track may be
subjected to a strong compression stress [122, 127 ± 131]. Such
track geometry is extremely conducive to the formation of
solid fullerenes in carbon-containing materials (diamond,
graphite, and polymers) [132].

Bitensky et al. [133] were the first to present experi-
mental results concerning the electron temperature at the
center of latent tracks. These results were found on the basis
of data on high-resolution spectra of Auger electrons being
excited. The experimental values of the temperature were
compared with results of calculations done within the scope
of the thermal spike model (Fig. 11) for swift ions with
E � 5 MeV a.m.u.ÿ1 in amorphous self-sustaining carbon
films. These temperatures are characteristic for times of
about 10 fs after a particle has passed. Figure 11 shows that
the temperatures calculated using the thermal spike model
are much lower than the real electron temperatures. The
reason for this is either an insufficiently accurate description
of the heat source as a function of time and position or the
overestimation of the heat capacity of the given material in
the thermal spike model.

6. Track migration of atoms
and track channeling of ions

There are certain specific effects inherent in tracks in wide-
gap semiconductors. Among these are the migration of
impurity atoms along tracks [122] and the channeling of ions
in tracks formed in earlier stages of ion implantation [123,
134]. The structure of tracks with reduced atomic density,
similar to a `tube', can be the cause of enhancement of
diffusion.

As is well known, the diffusion of impurities in diamond
occurs at temperatures above 2000 �C. Hence, the fact that
the diffusion shows up at great distances from the specimen
surface at lower temperatures can be explained by the effect of
specific structures that are formed as the ions penetrate
through the specimen on the enhancement of atomic
mobility. This has been corroborated in experiments invol-
ving the irradiation of diamond and cubic boron nitride by
swift ions [122]. The track migration effects are illustrated in
Fig. 12. Here, two profiles of the depth distribution of helium
atoms implanted into diamond with an energy of 300 keV
(Fig. 12a) and an energy of 200 keV (Fig. 12b) and then
annealed at T � 1000 �C are compared.

If the diamond specimens had been previously irradiated
by xenon ions with an energy of 1 MeV a.m.u.ÿ1, helium
atoms migrated at T � 1000 �C to a depth of 6 mm. Figure 12
shows that helium migration is effective only in track-
containing layers, since helium atoms do not reach the
depths where a layer of the material springs up that contains
the implanted xenon atoms and is rich in defects. The first
peak in the depth distribution profile of helium characterizes
the initial distribution of implanted helium, while the second
peak corresponds to the distribution of the helium atoms
trapped in tracks and then migrating along the tracks. The
track migration mechanism can be used to explain the fact
that the distribution of xenon atoms has a long `tail' directed
to the surface, when irradiation was carried out at 1350 �C.
But if the irradiation of the specimens by xenon ions had been
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carried out at room temperature, subsequent thermal treat-
ment did not lead to a redistribution of xenon atoms
belonging to the ion-implanted layer. Zaitsev [122] assumed
that some of the xenon atoms implanted into the heated
lattice do not have enough time to find stable positions for
themselves and, hence, migrate along the tracks to the
specimen surface.

On the basis of the research into radiation-stimulated
diffusion of impurities in single-crystal silicon and diamond
[122, 135] one would be inclined to conclude that after a swift
heavy ion has passed through the specimen there forms a
destructurized region (a track) along which impurity diffu-
sion may proceed. This fact is important for applications,
since it makes it possible to implant impurities after irradia-
tion by heavy ions via ordinary diffusion processes at elevated
temperatures. Here, the packing density of doped nanosized
cylindrical regions reaches 1012 cmÿ2. This approach may
serve as a rough idea of what track nanoelectronics for
electronic and optoelectronic devices may be like.

Another possible corroboration of the track formation
caused by high-energy ion implantation may be the effect of
deep penetration of some of the ions (trapped in earlier
created tracks) within the specimen. Indeed, it is difficult to
imagine that channels with reduced atomic density (in some
materials these channels are almost entirely hollow) have no
influence on the passage of swift ions, especially if the
channels are oriented strictly along the direction of the
incident ion beam. It is obvious that the motion of high-
energy ions through the tracks exhibit a reduced electronic
stopping power. The result is a deeper penetration of the ions
trapped in tracks into the specimen, compared to the
penetration of ions moving inside the undamaged matrix.
The deep penetration of ions leads to a substantial increase in
the width of the final distribution of the implanted atoms. If
the tracks are practically hollow channels, similar to those
observed by Vorob'eva et al. [136], we might expect the
standard penetration depth Rp to double.

Here are the main features of this effect. First, the deeper
penetration of impurities manifests itself with the fluences
exceeding the threshold fluence. Second, the deeper penetra-
tion of ions shapes a specific `tail' in the distribution of the
implanted atoms. Usually, however, a delta-function Bragg
distributions of implanted atoms with a sharp decline of the
profile into the crystals is characteristic of high-energy ions.
When the ion fluence becomes approximately 1012 ±
1013 cmÿ2, the entire irradiated surface is covered by tracks,
and the probability of trapping subsequent incident ions in
the tracks becomes significant.

Computer simulation of the penetration of high-energy
ions into solids [137 ± 141] revealed that among the effects
characteristic of high-energy ion implantation, the fluctua-
tions of the charge states and crystallographic channeling of
ions have a pronounced influence on the profiles of the
implanted atoms and the radiation-induced defects. Never-
theless, these factors alone cannot provide an explanation for
the experimental data of Zaitsev et al. [123] and Burenkov et
al. [140]. A more meaningful description of these data is
achieved when channeling of ions along the tracks is
accounted for.

Ion channeling along tracks is partially similar to ordinary
axial crystallographic channeling. To describe the motion of
swift ions in such tracks, we adapted (see Ref. [123]) the low-
energy version of the Fokker ± Planck equation developed by
Beloshitski|̄ and Kumakhov (see Ref. [142]) for the channel-

ing of protons and alpha particles in crystals:
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where F �x;E?� is the distribution function of the channeled
ions over the transverse energies E? at a depth x; D�E?� and
�dE?=dx�loss are the diffusion coefficient and the drift velocity
for the transverse energy, respectively, and S�E?� is the cross-
sectional area of the channel accessible to ions with an energy
E?. The passage of ions dechanneled from the tracks is
described by the Boltzmann transport equation [139].

The results of such a simulation are shown in Fig. 13. To
be able to realistically describe the experimental results, one
must allow for both the track channeling effect and the effect
of fluctuations of charge states. On the final distribution, one
can see a structure with two concentration peaks. The second
peak is caused by track channeling. Numerical solution of
equation (6.1) has shown that the effect of channeling along
the tracks strongly depends on the track radius Rtr, the
concentration Nd of defects (scattering centers) inside the
tracks, and the channeling length Ltr inside a track. Only the
experimental data on the distribution profiles of internal
atoms and radiation-induced defects can be used to estimate
the parametersRtr,Nd, and Ltr. The following values of these
parameters were used to arrive at the results presented in
Fig. 13: Rtr � 0:6 nm, Nd � 0:002Na, and Ltr � 3 mm (Na is
the atomic number density). Note the good agreement
between the results of calculations and the experimental data.

The profile of radiation damage measured for silicon
irradiated by 377-MeV krypton ions [123] with a fluence of
4� 1013 cmÿ2 revealed analogous peculiarities. The most
vivid feature in the distribution of disturbances is the `arm'
at adepthof 50 mm,which extends 10 mmfrom themajor peak
in the distribution. A theoretical description of such an arm
that allows for the channelingof ions in tracks hasbeen carried
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distributions are normalized to unity.

1266 F F Komarov Physics ±Uspekhi 46 (12)



out by Zaitsev et al. [123] for the following values of the
parameters: Rtr � 0:9 nm,Nd � 0:02Na, and Ltr � 30 mm.

Hence, one important result of the effect of channeling of
ions along tracks on the distribution profiles of implanted
impurities and radiation-induced defects is the deeper
penetration of some of the ions into the specimen, which
causes the appearance of a substantial concentration `tail' (in
some cases the tail has two peaks) directed into the depths of
the crystal. The effect of fluctuations of the charge state of the
ions manifests itself in the substantial broadening of the
implantation profiles near the projected ion path. The mean
range of ions, in the channeling-in-track mode, in diamond
amounts to 1=2Rp. A theoretical estimate of the atomic
number density near the track region yielded a value
amounting to 0.5 ± 2% of the initial atomic number density
in the matrix. The probability of light ions being dechanneled
from the tracks proved to be 5 ± 10 times higher than that of
heavy ions. Such a substantial distinction in the dechanneling
effectiveness is, obviously, related to the difference in the
structure of the latent track produced by light and heavy ions.

Recently, BiroÂ et al. [144] reported on the formation of
carbon nanotubes when specimens of highly oriented pyr-
olytic graphite were irradiated by heavy ions with
E > 100 MeV. The researchers observed individual carbon
nanotubes several micrometers long by the methods of
atomic-force microscopy and scanning tunnel microscopy
inside and around the craters where dense nuclear cascades
(the so-called Brinkman cascades) intersected the specimen
surface and created vast areas of sputtering. Often, one or
several nanotubes emerged from a sputtering crater. Hence, a
simple way to produce carbon nanotubes is to employ the
high-energy ion beam technique. Usually, carbon nanotubes
are formed by an electric discharge, laser ablation, or catalytic
decomposition of hydrocarbons [54]. In the first two
technologies, the growth of carbon nanotubes takes place in
a highly excited carbon plasma generated at high tempera-
tures (T4 1000 �C).

7. Track formation in InP crystals

7.1 Track formation in InP crystals at room temperature
The most thorough and broad studies of track formation in
semiconducting III ±V compounds have been done for the
cases of irradiation of InP single crystals by high-energy
xenon and krypton ions [109, 145 ± 150]. Detailed TEM
studies into the cross section of the crystalline InP irradiated
by 250-MeV xenon ions with a fluence of 7� 1012 cmÿ2 at
room temperature revealed (see Fig. 14) the following main
distinguishing features in the distribution of disturbances
over the depth of the crystal [109, 146, 147]. Two basic zones
of disturbances were found to form in InP as a result of
irradiation by xenon ions. The first zone, formed at a depth
between 19 and 21 mm, is a layer of highly disturbed InP
consisting of amorphous and crystalline regions and coincid-
ing, in position, with the peak in the elastically released
energy. The second near-surface zone, down to a depth of
10 mm, contains latent tracks 7 ± 15 nm in diameter. The
tracks are in the form of continuous straight cylinders several
micrometers long (they are formed at depths ranging from
100 nm to 7 mm) or extended defects similar to chains of
pearls, which are located along the ion paths at depths
ranging from 35 to 100 nm and from 7 to 10 mm. But what is
most interesting here is that the researchers recorded the

presence of practically defect-free surface layers approxi-
mately 35 nm thick and a maximum possible track density
(about 2� 1011 cmÿ2 at a depth of roughly 3 mm) that is
much smaller than the ion fluence of 7� 1012 cmÿ2. In
addition, they found that with a fluence of 250-MeV xenon
ions lower than 5� 1012 cmÿ2 no continuous tracks are
formed Ð only small defects and clusters are detected. On
the basis of the data of this research, a model of track
formation in InP was proposed by Herre et al. [145] and
Gaiduk et al. [147], which in turn was based on the thermal
spike approximation and assumed that the material around
the ion paths melts to depths at which the electron energy
losses exceed the critical value �dE=dx�e; thr [151, 152]. The
critical energy losses were found to depend on the material of
the target (and on the degree of perfection of the crystal
structure) and to reflect the effectiveness of the mechanism
that transforms the energy of electronic excitations into

0

0.3

1.5

1.8

6.0

6.3

15.0

15.3

21.0

21.3

x, mm

0.3 mm

a

b

c

d

e

Figure 14. Bright-field XTEM (cross-sectional transmission electron

microscopy) images for InP implanted with 250-MeV Xe+ ions with a

fluence of 7� 1012 cmÿ2, taken at different depths. Figure b also shows

the appropriate diffraction pattern.

December, 2003 Defect and track formation in solids irradiated by superhigh-energy ions 1267



atomic motion, compared to the effectiveness of competing
mechanisms responsible for the dissipation of the excitation
energy. It was also demonstrated that the critical value of the
electron energy losses in track formation in crystalline InP
[145, 147] amounts to roughly 13 keV nmÿ1.

Herre et al. [145] and Gaiduk et al. [147] suggested
considering the specific features of solidification of the melt
surrounding the ion paths as the second criterion of track
formation. Track melting is accompanied by rapid cooling
and resolidification of the surrounding matrix. In the parent
specimen, the melted cores are surrounded by a perfect
crystal, and in the course of hardening of the thermal spike
epitaxial recrystallization must take place. However, the
recrystallized region is not really perfect: it contains a certain
number of point defects and defect complexes, as observed by
Chew and Cullis [153] after the melting of GaAs by laser
pulses. Epitaxial recrystallization of the track regionsmay not
have been achieved by the time subsequent ions reach the
crystal, since the surrounding crystal is already imperfect.
Under subsequent irradiation, the recrystallization rate may
become much smaller than the hardening rate, which results
in `freezing' of a sufficiently continuous amorphous track.

Themodel proposed byHerre et al. [145] andGaiduk et al.
[147] is capable of explaining the difference between the track
density and the ion fluence, while the nearly defect-free thin
near-surface layer can be interpreted as a layer produced by
enhanced defect annealing which prevents defects from
accumulating in the layer near the surface. Note that the
accumulation of defects in the InP crystal in the course of its
irradiation also stimulates the increase in the electron ±
phonon coupling constant or the decrease in the electron ±
phonon relaxation time in the thermal spike model. The latter
factor drives the temperature in the track region up and leads
to its melting even when �dE=dx�e < �dE=dx�e; thr. The effect
of the previous injection of defects on track formation can be
considered good proof that the model in question is valid.

In their experiment, Wesch et al. [148] produced a
disturbed layer in a massive specimen of crystalline InP by
pre-implanting in it 1-MeV Si+ ions with a fluence of
2:5� 1012 cmÿ2 at liquid-nitrogen temperature. Subsequent
irradiation by 250-MeV xenon ions was carried out up to a
fluence of 7� 1011 cmÿ2, i.e., roughly 10 times lower than the
critical fluence for track formation in undisturbed InP.
Electron-microscope studies revealed that tracks form at a
depth of about 1 mm, which corresponds to the maximum in
the elastically released energy for Si+ ions with E � 1 MeV.
At xenon ion fluences of 5� 1013 cmÿ2 and higher two
amorphous layers are formed: one at a depth region from
the surface up to 10 mm, and the other at a depth of 19 ±
21 mm, i.e., close to Rp.

7.2 Evolution of disturbances in crystalline InP irradiated
by xenon ions at different temperatures
There is almost no discussion in the literature about the role
that the temperature of irradiated crystals of semiconductors
and insulators plays in track formation. Usually, the experi-
ments are done at room temperature and rarely at liquid
nitrogen temperature.

Figure 15 shows the results of TEM studies of InP crystals
irradiated by 250-MeV xenon ions at different temperatures.
The bright-field images of specimens prepared by the cross
section method were taken at the same depth of approxi-
mately 3 mm. They clearly demonstrate that continuous
tracks are formed under irradiation at room temperature

(Fig. 15a), and are absent in the case of irradiation at liquid-
nitrogen temperature (Fig. 15b) and in the heated state (up to
T � 130 �C) (Fig. 15c). After hot implantation, only sepa-
rated, extended defects emerge; these defects are randomly
arranged along the ion path and resemble a chain of pearls.
Studies of disturbances with greater enhancement enable us
to reveal an entirely different nature of defects in specimens
irradiated at high and low temperatures. Interstitial disloca-
tion loops with an average size of roughly 10 nm, small
stacking faults, and microtwins with an average size in the
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Figure 15. Bright-field images for InP implanted with 250-MeV Xe+ ions

at different temperatures: at room temperature (a), and at liquid-nitrogen

temperature (b) with a fluence of 7� 1012 cmÿ2; at T � 130 �C with a

fluence of 7� 1014 cmÿ2 (c).
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10 ± 30-nm range are formed precisely in specimens irradiated
at T � 130 �C (see Fig. 16b). Obviously, intense annealing of
the initially generated defects (point defects, complexes of
point defects, etc.) is accompanied by their transformation
into more stable defects of the dislocation type in situ in the
process of ion irradiation. Once again, these observations
strongly support the basic idea of the model proposed by
Herre et al. [145] and Gaiduk et al. [147], which implies that
tracks form as a result of the solidification of a melted tube in
a highly disturbed surroundingmatrix. On the other hand, the

specimens that were irradiated at low temperature and at
room temperature (Troom) were found to contain defects with
amorphous cores. The reason why continuous tracks form at
Troom but do not form at the liquid-nitrogen temperature Tl:n

(80 K) is not clear so far, and the problem requires study in
more detail. It can be inferred that this is because the heat
conductivity of InP atTl:n is approximately seven times higher
than that at Troom [154], with the result that the melting of a
track can be suppressed by intense dissipation of the
electronic excitation energy in a large volume of the crystal.
This assumption is currently being checked by applying the
thermal spike model of Ref. [36].

7.3 Morphology of track regions
The enlarged bright-field TEM image of individual tracks for
InP irradiated at Troom reveals its complex internal and
external morphology (Fig. 16a). We see that the diameter of
the track along its length varies in the 7 ± 15-nm range (see the
track labeled T1). It has been established that the thick
segments of the track are usually accompanied by a more
pronounced dark contrast in the surrounding matrix (labeled
D on track T1). What is more, several thick segments of the
track coincide with some other tracks or damaged regions
localized nearby (e.g., see track T2). High-resolution investi-
gations of the bright-field ± dark-field contrast of the upper
dark-contrast regions D (Fig. 16c) reveals patterns of the
delta type and also moire patterns. Delta patterns point to the
presence of the mosaic type structures with shifts and
inclinations of individual blocks [155]. In a way similar to
the external morphology, the image of an individual track is
not uniform, which reflects its inhomogeneous internal
structure. Microdiffraction measurements reveal that the
track core is mainly amorphous, but still a small fraction of
polycrystalline InP is also present [145, 147, 148].

The atomic structure of the tracks in different stages of
track formation and their evolution can be analyzed on the
basis of high-resolution transmission electron microscopy
(HRTEM) images (see Fig. 17). Such analysis makes it
possible to clarify several important characteristics of the
atomic structure of tracks:

(1) most swift xenon ions generate defects around their
paths, even in the absence of an amorphous core. This is
clearly seen in Fig. 17a, where the region A has a weaker
contrast compared to the periphery, with the assumption that
A is the place where an ion hit the target. This ion did not
create an amorphous core, but the lamellas of the microtwins
(labeled T) nucleate at the center of the ion path and
propagate over a distance of about 8 nm. Such defects Ð
microtwins, stacking faults, and dislocation loops Ð can be
seen near most of the tracks in Figs 17a ± c. Unfortunately,
point defects and defect complexes cannot be revealed by the
given method. Nevertheless, the results of measurements
done by the Rutherford backscattering spectroscopy (RBS)
method in the ion channeling mode [145, 147, 148] indicate
that there is accumulation of point defects;

(2) the first stage in the formation of an amorphous track
can be seen in Fig. 17a, where small amorphous regions
surrounded by microtwins and stacking faults are labeled B.
The core of an amorphous track has an elliptic shape with
approximately 5-nm major axis. The surrounding matrix has
a crystal structure, but with a weak contrast, which may
indicate the presence of point defects near the core. Another
large (about 10 nm long) amorphous track that is almost
circular is depicted in Fig. 17b. Nevertheless, apart from
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D

Figure 16.Enlarged bright-field images of the specimens similar to those in

Figs 15a and 15c: (a) corresponds to Fig. 15a, and (b) corresponds to

Fig. 15c. The image of the structure of the dark contrast region denoted by

D in figure (a) was produced by high-resolution microscopy (c).
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amorphous material, a section of the track contains crystal
particles indicated by an arrow, and finally

(3) Figure 17c illustrates an example of a phase transition
in the track region. Microparticles of the wurtzite phase of
InP have been discovered in several tracks (labeledW). These
particles were identified by microdiffraction measurements
and also from measurements of the interplanar distance for
particles in images with atomic resolution [145 ± 150]. As in
the cases of silicon and germanium [156], the wurtzite
modification of InP is expected to be a high-pressure phase
[150]. The model of formation of the InP wurtzite modifica-
tion in tracks and the transformation of thismodification into
a sphalerite phase under high irradiation fluences have been
examined in Ref. [150].

The results of the studies considered here (see Refs [145 ±
150]) can be explained by the thermal spike model if we
additionally allow for the accumulation of disturbances due
to the imperfect recrystallization of themelted tube surround-
ing the ion path. In other words, the presence of an incubation
fluence for track formation, the effect of the previous
injection of defects on track formation, and the discovered
suppression of track formation under `hot' and low-tempera-
ture irradiation corroborate this model. The slight contrast in
the images with atomic resolution around the paths of some
ions can be interpreted as caused by point defects (or
complexes of point defects) that appear after imperfect
recrystallization of melted tubes. Nevertheless, the forma-
tion of microparticles of the InP wurtzite phase, as well as the
emergence of stacking faults andmicrotwins around the paths
of the ions that had passed through the target can hardly be
interpreted only as the result of solidification of the melt.
Such structural defects and phase transitions can be created at
high pressures, i.e., in shock waves generated by swiftly
moving heavy ions.

7.4 Fluctuation mechanism of discontinuous-track
formation in solids by swift ions
Many experimentalists (e.g., see Refs [114, 145, 157, 158])
who studied track formation in materials subjected to
irradiation by high-energy ions recorded discrete, or dis-
continuous, tracks whose geometry varied from quasi-
continuous to bead-like as the ions moved deeper into the
target. Various mechanisms were proposed in order to
explain these data (see Refs [126, 157, 159]). Tombrello et al.
[159] assumed that tracks are formed mainly because of
ionization of the inner shells of atoms in the stopping
medium, and this process is accompanied by intensive
production of low-energy delta electrons. According to the
researchers, the discreteness of the tracks is a consequence of
the discreteness peculiar to the ionization of inner electron
shells. Nevertheless, Tombrello et al. [159] noted that only a
small fraction of the ion energy can be released as a result of
the ionization of inner shells of the atoms in the stopping
medium and assumed that the main `fuel' for track formation
is the continuous addition of the ion energy to the electron
subsystem of the solid.Moreover, they assumed that on those
sections of the ion paths in the target where there is no
ionization of inner electron shells the tracks are not formed.
Ertchak et al. [126] attribute the discreteness of the track
structure to the discreteness of formation of an electron flux
along the ion path, which is brought about by momentum
conservation.

It is believed that the most productive suggestion was put
forward by Dartyge and Sigmund [157], who assumed that

T
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b

c

9.5 nm

Figure 17. High-resolution images of the structure of InP implanted with

250-MeV Xe+ ions at room temperature with a fluence of 7� 1012 cmÿ2,
demonstrating a typical atomic structure of the tracks in different stages of

track development (see the main text). Here, T represents microtwins

and/or stacking faults, and W represents the wurtzite modification of

InP.
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the mean number of defects observed in a track is directly
related to fluctuations in the ionization density rather than to
the mean value of this quantity. However, as in the other
approaches discussed earlier, here the researchers do not take
into account the primary processes related to statistical
fluctuations of the charge state of the ions moving in the
solid, fluctuations caused by the atomic stripping and
trapping of electrons. In our opinion it is precisely the
fluctuations of the ion charge state that can lead to a
substantial change in the losses of energy imparted to the
electron subsystem on certain sections of the ion paths. These
processes become significant when the energy of a moving ion
is close to that corresponding to the threshold value of the
mean energy losses �dE=dx�e; thr for track formation.

Thus, the discontinuous tracks observed in experiments
can be caused by statistical fluctuations in charge exchange
processes with the ion losing one or several electrons, when,
over a certain section of the ion path, �dE=dx�e becomes
larger than �dE=dx�e; thr for track formation. The mean ion
range before the ion changes its charge state will determine
the length of the defective region in the continuous track and
the distance between such defects, while the diameter or
geometry of the defect is determined by the number of
stripped electrons in a single act. The idea has been discussed
earlier in Refs [53, 141, 160, 161].

As noted earlier, the model that is used most often to
describe the process of track formation is the thermal spike
model. Although it agrees well qualitatively with the experi-
mental data, there is still the question of why the latent heat of
melting is not taken into consideration by this model. Also
unresolved is the problem of the role of phonons in the energy
spread from the excited region and the very idea of phonons is
unclear when the temperature is 2000 K or higher. Appar-
ently, the plasma approximation is more meaningful here
[162, 163].

One must be especially careful when studying the
processes of energy transfer from the excited region around
ion paths in the case of metals and narrow-gap semiconduc-
tors. Indeed, the typical time of cooling of the electron plasma
through electron heat conduction in metals does not exceed
10ÿ14 s even at plasma temperatures of order eF, when the
electron thermal diffusivity is at its minimum [163]. Thus, the
plasma cooling time is shorter than the typical thermal
oscillation time (� 10ÿ13 s), i.e., during cooling of the
electron plasma the electrons interact with almost all
immobile individual atoms (ions) rather than with the
collective atomic (ionic) oscillations.

A modified thermal spike model in which the region
around an ion track is considered a two-component plasma
consisting of electrons and highly ionized target atoms has
been proposed in Ref. [164]. Such an approximation is
meaningful since in the initial stage of penetration an ion
ionizes the target atoms closest to its path to a very high
degree. Using the irradiation of InP by swift xenon atoms as
an example, this model was able, with additional allowance
for fluctuations of the charge state of ions (see Section 7.4.1
below), to explain the main distinguishing features of track
formation observed in InP crystals and discussed in Sections
7.1 ± 7.3.

7.4.1 Stopping and charge exchange. When high-energy ions
are injected into the target, elastic energy losses play a
secondary role, and more than 90% of the ion energy is lost
in inelastic collisions (i.e., in collisions with the target

electrons). This stopping process is described by the Bethe
formula [165]�
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where Z1; eff is the effective ion charge, Z2 and Na are the
charge and number density of the target atoms, respectively, v
is the ion velocity, me and e are the electron mass and charge,
and I is the average ionization potential for the atoms of the
crystal. Numerical integration of equation (7.1) yields a
dependence of �dE=dx�e on depth x, represented in Fig. 18,
for 250-MeV Xe+ ions (the middle curve in the figure).

According to Herre et al. [145], who experimentally
studied the track formation in InP irradiated by 250-MeV
Xe+ ions, the high ion energy losses are characteristic of the
region where continuous tracks form [at depths x4 7 mm it
appears that �dE=dx�e5 14 keV nmÿ1], while low energy
losses are typical of the region without tracks [at depths
x5 10 mm it appears that �dE=dx�e 4 10 keV nmÿ1]. Dis-
continuous tracks were observed in the intermediate region
7 mm 4 x4 10 mm [145].

One of the processes that could lead to the above
phenomenon is the fluctuation of the charge state of the
moving ions, which is accompanied by a decrease or increase
in the ion charge by one or several units (the processes of
electron trapping or atomic stripping, respectively). To
simplify the statistical picture of variations of the ion charge
distributions over the target's depth, characteristic of a large
ensemble of moving particles, let us examine the role of such
fluctuations with respect to the mean effective ion charge
Z1; eff. Allowing for the fact that track-formation phenomena
and the real pattern of a track recorded by the HRTEM
method are related to an actual individual ion, one can think
of this approach as justified. The statistical nature of the ion
distribution over charge at any depth for the entire particle
flux manifests itself in the spread of the characteristics (the
length of the continuous and discontinuous sections of a
track, the diameter of each such section, etc.) of individual
tracks in relation to the mean characteristics.

It is a well-known fact (e.g., see Refs [165 ± 167]) that a
swift ion moving inside a solid loses some of its electrons, so
that its charge may change from zero to the atomic number
Z1. Due to the processes of electron loss and trapping, this
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Figure 18. Energy losses vs. depth for 250-MeV xenon ions. The hatched

area corresponds to the possible fluctuations of the dynamic ion charge.
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charge does not remain constant: it fluctuates about its mean
value. Only in the case of well-channeled ions may the charge
state of the ions prove to be `frozen' [166, 168 ± 170] because
of the low electron density in the central part of the
channel along which the ions move. For instance, high-
energy channeled oxygen ions (E � 35 MeV) with an initial
charge qent � 8 passed through single-crystal silicon films
(h110i-channels) that were 340 nm thick almost without
changing their sign [168], which is an indication that the
cross sections of electron trapping by such ions are very low
(4 2� 10ÿ19 cm2). Such cross sections are approximately a
hundred times smaller than the trapping cross section
(1:8� 10ÿ17 cm2) for 35-MeV O+8 ions in argon [166]. The
cross sections of trapping and losing electrons by channeled
40-MeV O+7 and O+8 ions in h110i-channels of silver and
gold amount to about 10ÿ19 cm2, so that the charge of the
particles remained `frozen' as the ions passed through a
crystal that was approximately 1 mm thick. Thus, oriented
crystals are able to `strip' swift ions more effectively than
amorphous or polycrystalline targets. According to the
calculations done in Ref. [166], the equilibrium charge
distribution of 40-MeV oxygen ions in silver (without
channeled particles) has to set in after the ions traverse a
distance of approximately 40 nm in the crystal.

Several formulas have been proposed in order to describe
the processes of ion charge exchange (e.g., see the formulas
given in Refs [166, 167]). A beam of ions that have traveled
through a sufficiently thick solid acquires an equilibrium
charge distribution resembling the Gaussian distribution

Fq � �2pd 2�ÿ1 exp

�
ÿ �qÿ q0�2

2d 2

�
�7:2�

with two parameters: the average charge q0 �
P

q qFq, and
the distribution's half-width d, where d � �Pq�qÿ q0�2Fq�1=2,
with q being the ion charge.

Within a broad range of ion velocities, where
q � �0:3ÿ0:8�Z1, the value of d is practically independent
of v. In the general case, d is approximately described by an
expression derived by Dmitriev and Nikolaev [171]:

d � d1
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where d1 and k are the empirical parameters, with d1 � 0:5
and k � 0:6.

The frequently observed asymmetry in the distribution
(7.2) as well as the large width of the distributions are mainly
caused by the processes of multielectron losses in a single
collision.

In the case at hand, the average effective ion charge Z1; eff

can be found by using the semiempirical expression from
Ref. [171], while the fluctuations of this charge can be
calculated from the Bohr formula [165]:
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where for the sake of making estimates it is assumed that
Z1; eff � q0 (a more rigorous expression relating these two
quantities can be found in Ref. [139]), s0 is the electron

capture/loss cross section, v is the ion velocity, a and v 0 are
the empirical parameters, a0 is the Bohr radius, v0 is the
electron velocity in the first Bohr orbit of the hydrogen atom,
k�0:6, v 0 � 3:6�106 m sÿ1, v0 � 2:19� 106 m sÿ1, a � 0:48,
and a0 � 0:053 nm. For xenon ions with E0 � 250 MeV in
InP in the region of a discrete track, this yields q0 � 25 and
s0 � 1:8� 10ÿ17 cm2.

Note that the study of the distributions of the injected ions
over their ranges with allowance for the fluctuations of charge
states, done in Ref. [141], shows that only at fairly large
depths do the charge distributions come to an equilibrium.
For instance, in silicon, z � 0:8 mm for 50-MeV B+ ions, and
in diamond, z � 1 mm for 59-MeVNi+ ions. AsZ2 increases,
the depth z decreases. Thus, for 250-MeVXe+ ions in InP, the
average charge differs substantially from Z1; eff�E� in the
initial segment of the ion path after the ions have entered the
crystal, with the result that the ion energy losses per unit path,
�dE=dx�e, are substantially lower than the value predicted by
Bethe's formula (7.1). These estimates help to elucidate the
observationsmade inRef. [145], namely, the absence of tracks
and the exhibition of weak disturbances in the near-surface
area of the crystal at depths x4 35 nm, and the presence of
discontinuous tracks at depths beginning at 35 nm down to
roughly 100 nm. Continuous tracks are observed only at
depths x5 100 nm down to x � 7 mm. Discontinuous tracks
appear again at depths 74x4 10 mm, where �dE=dx�e
become nearly equal to or smaller than �dE=dx�e; thr. The
thickness of each of the regions increases with an the ion
energy almost in direct proportion [150], i.e., for Xe+ ions
with an energy of 340 and 250 MeV the ratio of the
thicknesses for the corresponding regions is approximately
1.36 (340/250).

According to equation (7.1), even a small variation in the
effective charge may lead to sizable fluctuations in the ion
energy losses. For instance, the loss (trapping) of only one
electron results in oscillations in �dE=dx�e of about 8%, i.e.,
�qmax=qmin�2 � 1:08, while the loss (trapping) of three elec-
trons gives rise to oscillations amounting to 30%. The
hatched area in Fig. 18 indicates the possible energy losses if
the loss (trapping) of up to two electrons is taken into
account. These estimates, in addition to the available
experimental data, suggest the following model.

At small depths measured from the target surface, where
the ion flux distribution over the charges has yet to reach
equilibrium, the energy losses may be lower than the thresh-
old value for track formation, with the result that only simple
point defects and complexes of such defects form at such
depths. The surface, being an effective sink for such defects,
will substantially suppress their final concentration. As the
ions move deeper into the target, multielectron charge-
exchange processes lead to fluctuations in the mean charge,
when the energy losses are higher than the threshold value for
track formation, i.e., �dE=dx�e > �dE=dx�e; thr. Themean free
path of an ion in a higher charge state determines the length of
the defective section of a discontinuous track. It must be
stressed oncemore that some concepts of the statistical theory
of ion penetration through solids are true for the case of an
individual (`statistic mean') ion. On a continuous track,
�dE=dx�e is much larger than �dE=dx�e; thr. When the energy
losses become comparable to the threshold losses for track
formation (e.g., the melting of the local region and so forth),
oscillations in the stopping caused by ion charge-exchange
processes lead to repeated crossing of this threshold and,
hence, to formation of a discontinuous track. At larger depths
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such crossings rarely occur and the time they take is very
short, i.e., rare and short defective regions are formed. One
should note here the important role of rare, close elastic
collisions of ions and the atoms of the medium, collisions that
stimulate charge-exchange processes accompanied by the loss
of several electrons. At still larger depths the elastic collisions
of ions with the atoms of the medium begin to play the main
role; such collisions result in the formation of ordinary
structural defects and amorphous regions.

This model has been substantiated by calculations of the
average defect size in discontinuous tracks. As noted earlier in
the given section, the length of such sections is equal to the
mean free path of the ion before the next charge-exchange
event takes place. The probability p of this process occurring
at a distance x can be calculated by the formula p � Nas0x,
where Na is the atomic density in the target. Then, the length
of a defect in a discontinuous track is defined as l � 1=Nas0.
The magnitude of the latter quantity, which takes into
account only one-electron charge-exchange processes, is 2 ±
3 times smaller than the size of the observed defects [145, 150].
According to the results mentioned in Betz's review [167], the
relative probability for multielectron charge-exchange pro-
cesses with swift ions compared to one-electron charge-
exchange processes is about 60% for the loss or trapping of
two electrons, 40% for three-electron processes, 20% for
four-electron processes, and so forth.Multielectron processes
lead to large fluctuations in the energy losses [see formula
(7.1)]. When two- and three-electron losses are taken into
consideration, the calculated length of defects becomes
approximately 2 ± 3 times larger than when only one-electron
processes are accounted for, which both qualitatively and
quantitatively corresponds to the experimental data, taken
fromRefs [114, 145, 150], on the lengths of the detected defect
regions.

It should be emphasized that the theory developed in
Refs [137 ± 139, 141] for determining the correct ion distribu-
tion over ranges with allowance for fluctuations of the ion
charge distributions has made it possible to substantially
improve the correspondence of the theoretical profiles for
the implanted atomdistribution over the depth in the target to
the experimental data. The magnitudes of the distribution
widths obtained in this theory are 1.5 ± 5 times greater than
those calculated by traditional methods without allowance
for the fluctuations indicated [172]. However, in all cases the
theoretical profiles proved to be narrower than those
examined in experiments. Only one-electron charge-
exchange processes are taken into account in the theory
developed in Refs [137 ± 139, 141]. Apparently, the role of
multielectron charge-exchange processes is also important in
such complicated problems as the distribution of high-energy
ions over ranges in solids. As noted earlier in this section,
allowing for multielectron processes has a marked effect on
the width of charge distributions for an ion flux.

8. Track formation in inorganic insulators

The processes of track formation in insulators, caused by
electronic stopping of swift ions, differ very significantly both
in the characteristics of the track regions and in the possible
mechanisms of formation of such regions. More than one
hundred original papers and more than a dozen of reviews
devoted to this topic have been published (e.g., see Refs [50,
65, 158, 173 ± 183]). Silk and Barnes [184] were the first to
observe latent tracks in an electron microscope (1959), and

Price and Walker [185] applied chemical etching and optical
microscopy, to detect tracks produced by fission fragments in
mica. Later on, the morphology of the track was studied by
various methods, which revealed spherical discontinuous and
cylindrical continuous regions of structural disturbances.

Analysis of the experimental data on track formation
makes it possible to single out several important factors that
must be taken into account when using the various models of
track formation:

(a) the electronic properties of the irradiated material play
an important role (metal, semiconductor, or insulator, the
presence of a Fermi surface, the size of the band gap, and the
electron ± phonon relaxation time);

(b) the structural state of the target (single crystal,
amorphous material, polycrystalline material; grain size,
and the presence and type of structural defects, boundaries,
and impurities) determines the electron ± phonon relaxation
time, the temperature near a track path, and the possibility
and rate of epitaxial recrystallization;

(c) the composition and structural complexity (type of a
unit cell) of the irradiated material determines the effective-
ness of the epitaxial recrystallization of the local region;

(d) the possibility of two-component crystals becoming
amorphous depends on the strength of the constituent ionic
bond. The effectiveness of track core formation and the core
size for amorphisized materials are much greater than for
nonamorphisized materials. For instance, the radius of the
track core in quartz a-SiO2 [186] is much larger than in LiF
[187], and finally

(e) the initial spatial distribution of the energy imparted
into the electron subsystem and the energy spectrum of
electronic excitations determine the temperature of the local
region near an ion path during thermalization of the excited
region. Thus, for equal values of �dE=dx�e, the ion with the
higher velocity generates a larger radial distribution of the
released electron energy in the stopping medium (because of
an increase in the number and velocity of delta electrons),
which causes the track to have a smaller radius [188].

What is important in track formation is the presence of a
threshold and the size of this threshold, �dE=dx�e; thr. Table 3
illustrates the threshold stopping powers for a number of
inorganic materials. As in semiconductors, the tracks can be
continuous or discontinuous. Continuous tracks have been
detected in a number of insulators, including SiO2 and
LiNbO3 [188], for 1 ± 5-keV nmÿ1 range of energy losses by
heavy ions. The track regions in these materials are in the
amorphous state. Heavy ions moving with velocities corre-
sponding to energy losses of approximately 10 keV nmÿ1

Table 3. Threshold energy losses �dE=dx�e; thr for track formation in
different materials.

Material �dE=dx�e; thr,
keV nmÿ1

References

SiO2

Mica
LiNbO3

Y3Fe5O12

LiF
Al2O3

MgO
Bi
Fe
YBaCu3O7

2
5
7
4
10
21
20
31
40
30

[189]
[189]
[189]
[189]
[190]
[189]
[189]
[189]
[2]
[180]
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produce tracks in LiF detected by chemical etching and the
small-angle X-ray scattering (SAXRS) method [190]. The
morphology of the tracks in this case proves to be more
complex and is characterized by the presence of a small
defective core and a large-radius peripheral region with a
dispersive distribution of defects. Nevertheless, in some
insulators, such as MgO and Al2O3, the threshold values of
�dE=dx�e are much larger than the above-mentioned values
and amount to about 20 keV nmÿ1. Discontinuous tracks
have been detected at the threshold value of energy losses
[191, 192]. Even higher specific ion energy losses are needed
for tracks to form in semimetals, monatomic semiconductors,
high-Tc superconductors, and metals (Table 3).

8.1 Possible mechanisms of track formation in insulators
The possible mechanisms of track formation in insulators are
under discussion. Fleischer et al. [50] have related track
formation to the breakdown of the insulator due to the
strong electric field that is induced in the space between the
electrons injected from the region near a track path and the
positive ions remaining in this region. In a similar interpreta-
tion this process is also called a Coulomb explosion or
Coulomb repulsion [193]. However, a quantitative model
based on this mechanism has yet to be developed.

An approach based on the rupture of atomic bonds in
solids, caused by intense electronic excitations, has been
proposed by Tombrello et al. [194 ± 197]. The transport of
energy from the region closest to an ion path is carried out by
energetic secondary electrons whose maximum velocity is
proportional to the ion velocity. The secondary-electron
energy density e � has been numerically simulated by
Waligorski et al. [38] and can be approximated by the
following expression:

e ��r� � g
2pR g

?

�
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dx

�
e

1

r 2ÿg
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where R? is the maximum radial range of the secondary
electrons (R? � 840e=rE, where r is the density of the
material in units of g cmÿ3, and e is the ion energy in units of
MeV a.m.u.ÿ1), and g is an adjustable parameter: 0 < g < 1.

Assuming that for a given target material the atomic
bonds in the target are ruptured when the released energy
density e � is higher than a certain value e �c , we can rearrange
equation (8.1) to another form that enables the calculation of
the track radius Rc as a function of the same quantities as in
Eqn (8.1):
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If a discontinuous track with k defective regions per unit
length is formed, the methods that measure the volume of the
damagedmaterial determine only themean volumeAeff of the
space occupied by the track,

Aeff � pR2
clk ; Reff � Rc

�����
lk
p

; �8:3�

where l is the length of each damaged region, and Reff is the
average radius of the discontinuous track. For spherical
regions, l � 4Rc=3.

In calculating the continuous tracks in Y3Fe5O12, very
good agreement with the experimental data on Rc was
observed at g � 0:27 and e �c � 0:024 eV A

� ÿ3
for practically

all values of e and various ions including C60 and C20 clusters
[195]. The same parameters make it possible to describe (with
a 25% accuracy) the experimentally detected track diameters
for such materials as quartz and white mica [195]. For the
high-temperature superconductor YBCuO, Tombrello [196]
found that e �c � 0:047 eV A

� ÿ3
, i.e., track formation in

conducting materials requires a much higher density of the
energy imparted into the electron subsystem. In the case of
track formation in organic materials, the above values of e �c
and g usually guarantee reasonable agreement between Rc

and the available experimental data (seeRef. [195]). However,
an empirical adjustment of e �c is needed it we want all the
experimental data to agree, with an accuracy of at least 10%,
with the values calculated by formula (8.2). Thus, for a
polystyrene target, the optimal value of e �c is 0.014 eV A

� ÿ3

for all ions and energies; for Mylar (a polyester film), this
value varies from 0.007 eV A

� ÿ3
for light penetrating ions to

0.016 eV A
� ÿ3

for implanted uranium ions, and for cellulose
triacetate, which is sensitive to track formation even in the
case of proton irradiation, the value of interest is
e �c � 0:0009 eV A

� ÿ3
.

The most common approach in interpreting the experi-
mental data on track formation in insulators is to apply the
thermal spike model (see Refs [198 ± 200, 183] and the works
cited therein, and also Section 3). Lifshits et al. [28] described
the physical and mathematical features of this model, and
later themodelwas actively developedbyToulemonde andhis
group [37, 183, 201, 202] in order to describe track formation
in insulators. The basic thermal parameters of themodel, such
as the specific heat capacityCe and the heat conductivityKe of
the electron subsystem, are unknown for insulators. Baranov
et al. [61] assumed that the hot electrons in the conduction
bandof insulators are similar to thehot electrons inmetals and
arrived at following expressions:Ce � �3=2�NekB, whereNe is
the number of electrons participating in the diffusive propaga-
tion of energy, and Ke � 2 J cmÿ1 Kÿ1. The electron ±
phonon coupling constant g is also unknown for insulators.
It is related to the electron ± phonon interaction time ta
through the formula ta � Ce=g, and to the mean free path l
for electron ± phonon interaction through the formula
l 2 � Deta � DeCe=g � Ke=g, where De is the thermal diffu-
sion coefficient. In all computations l was considered an
adjustable parameter. For instance, in calculations of the
track radius in quartz, l was assumed to be equal to 4 nm
[183], with the result that ta � 8� 10ÿ14 s.

Materials that can exist in the amorphous state, such as
SiO2 (band gap Eg � 12 eV), Y3Al5O12 (Eg � 6:3 eV),
Gd3Ga5O12 (Eg � 4:8 eV), LiNbO3 (Eg � 4:8 eV), GeS
(Eg � 1:7 eV), BaFe12O19 (Eg � 1 eV), and YBa2Cu3O6.9

(Eg � 0), exhibited an interesting l vs. Eg empirical depen-
dence (Fig. 19), which apparently correctly reflects the real
dependence of g, and hence of l, on Eg. When Eg > 2:8 eV,
there was only a slight drop in l (from 5 to 4 nm), which
suggests that the characteristics responsible for energy
transfer from the electrons to the atoms of a target are
roughly the same for all insulators.

For insulators that cannot exist in the amorphous state
(i.e., they are crystals) and in which the ionic bond prevails,
such as LiF (Eg � 14 eV), SnO2 (Eg � 3:6 eV), and GaF2

(Eg � 11:5 eV), the l vs.Eg dependence is similar (see Fig. 19).
To describe the track radii, Toulemonde et al. [183] assumed
that in amorphisized materials there forms a quasi-melted
phase, while in those that cannot be in the amorphous state,
the energy per atom imparted into the atomic subsystem by
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excited electrons reaches the energy of sublimation if the
atoms are near the surface or the binding energy for atoms in
the bulk of the material.

It is difficult to classify sapphire Al2O3 with Eg � 8 eV as
a material that can or cannot be in the amorphous state [203].
If the experimental data are interpreted on the basis of the two
approaches (discussed above) to track formation, we get
different values for l: 8 nm if we assume that there is a
melted phase, and 4 nm on the basis of the criterion that the
energy imparted by the excited electrons into the atomic
subsystem must be higher than the binding energy of the
atoms (see Fig. 19). Earlier, a similar dependence of l on Eg

was discussed by Katin et al. [204].
Szenes [205 ± 207] used the thermal spike mechanism to

construct a convenient model for calculating the track radii in
amorphisized materials. The model describes the effect of ion
velocity on the size of tracks.

One must note, however, the morphological difference of
tracks (see Section 8.2) in amorphisized and nonamorphisized
materials and also the earlier-mentioned ambiguity in
interpreting the results on track formation in nonamorphi-
sized materials in the thermal spike model. For such
materials, and especially alkali-halide crystals, the excitonic
model is, probably, the most suitable one. A qualitative
picture of this model was given by Itoh and Stoneham [189],
while the quantitative aspects were discussed by Yavlinskii
[208].

Itoh and Stoneham [189] assumed that the difference in
the threshold values of �dE=dx�e; thr for track formation in
insulators can be explained by the magnitude of the exciton ±
phonon cohesion force. The self-trapping (autolocalization)
of a dense excitonic cluster (with a local density close to
molecular density [209], i.e., almost one exciton for each
molecular unit) causes amorphization or produces severe
structural disturbances. Approximately within 10 fs after an
ion has hit the target, its energy is transferred to the creation
of energetic holes in the valence band and electrons in the
conduction band; such holes and electrons have relatively
moderate energies and are unable to initiate further ioniza-
tion of atoms. Since the ranges of the primary delta electrons
are really not long, almost all released energy is concentrated
at a short distance from the ion path. Thus, in the region

surrounding an ion path a dense medium of electron ± hole
pairs is generated, with the process accompanied by heating.
The generation of a high-density electron ± hole medium
immediately produces excitons that form an excitonic cluster
[189].

An excitonic cluster evolves along one of three paths:
Auger recombination, diffusion away from the ion path,
and lattice deformation (disturbance or heat release) due to
autolocalization of excitons. The first process leads to
heating; the second is responsible for energy transfer away
from the ion path, and the third, which occurs only in
materials in which excitons form clusters (autolocalization),
transforms the energy of electron ± hole pairs into lattice
deformation, which in turn may result in the formation of
structural disturbances. The relaxation of an excitonic
cluster is, in a way, similar to the hot zone in a cascade of
collisions: each lattice atom in such a zone is drastically
displaced.

Exciton autolocalization occurs in materials for which
�dE=dx�e; thr exceeds roughly 5 keV nmÿ1 [189]. And since the
formation of autolocalized excitons brings about substantial
changes in the volume of the material, the Itoh and Stoneham
model [189] can explain the experimentally examined swelling
of the material that accompanies track formation [190]. In
material in which excitons do not autolocalize, the threshold
energy losses for track formation increase by a factor of four
to eight (see Table 3). The absence of autolocalization causes
a diffusion outflow of no less than 1/3 of the released energy
from the region surrounding the ion track [189].

Yavlinskii [208] assumed that, in contrast to metals, in
insulators the excited electrons can move only together with
holes, which ensures quasi-neutrality. Such a dense elec-
tron ± hole plasma begins to expand because of internal
pressure. The process resembles an explosion. The swelling
stops after t � 10ÿ13 s, when electron ± phonon coupling
comes into the picture and also autolocalized states appear
(a gas of autolocalized excitons with a number density
n4 1021 cmÿ3). The radius of the exciton cloud is
R�t� � ���

3
p

C0t � 10ÿ5 cm, and the profile of the exciton
number density is described by the following expression [29]

n�r; t� � N0

pR 2�t� exp
�
ÿ r 2

R 2�t�
�
; �8:4�

where N0 � pr 20Na is the initial number density of electron ±
hole pairs per unit length, with Na the atomic density, and
r0 � R�0� the initial radius of the excited region, R�t� is the
radius of swelling of the cylindrical excited region, and
C0 �

�������������
T0=me

p
is the initial thermal velocity, with T0 the

initial electron temperature. The final expressions for the
radius of the excited region and the temperature of the
electron ± hole pairs in such an approximation assume the
form [208]
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where a and b are the parameters used in calculations and
determined by the ionization equilibrium and the ionization
potentials of the atoms [210].
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The energy released in the annihilation of autolocalized
excitons is the direct cause of defect formation. According to
equation (8.6), the temperature of the exciton gas at the end of
the swelling process is about 100K, i.e., there is no substantial
heating of the lattice in such an insulator.

8.2 Defect formation and track formation
in alkali-halide crystals
Radiation-induced disturbances made by electron and X-ray
irradiation of alkali-halide crystals have been studied for
many decades [211 ± 213]. It has been established that
primary Frenkel defects, F- and H-centers, are formed
thanks to radiationless decay of autolocalized excitons [214].
An F-center is an electron on an anion vacancy. At room
temperature, the most important types of defects in LiF are
F-centers and Fn-centers (aggregates of F-centers with
n � 2; 3 . . .), which are identified by an absorption band in
the UV region of the spectrum. Vk-centers are holes localized
in the lattice. H-centers are stable in LiF only at T4 60 K. In
addition, in alkali-halide crystals there are also charged
Frenkel defects, i.e., empty halogen vacancies and interstitial
halogen ions, called a- and I-centers (they emerge as a result
of tunnel recombination of primary Frenkel defects, i.e.,
F- and H-centers). Under prolonged irradiation, the concen-
tration of such centers may become very high. For instance,
when KBr crystals are irradiated at T � 10 K, the ratio of the
number of generated Frenkel a-and I-pairs to the number of
F- and H-centers is approximately equal to 4 ± 5.

Ion irradiation of LiF colors the crystal (color centers
appear in the crystal) in a color gamma ranging from yellow
to dark brown, depending on the fluence. Various methods
are used in studies of disturbances and tracks in alkali-halide
crystals. Among these are optical absorption, SAXRS,
chemical etching, scanning atomic-force microscopy
(SAFM), and surface profilometry.

Track formation in alkali-halide crystals has most
thoroughly been studied in LiF [183, 190, 215 ± 217]. Within
a large cylindrical halo (several dozen nanometers in
diameter) surrounding a path of swift ions there are point
defects, such as F- and F2-centers exposed by the optical
absorptionmethod, and similar disturbances characteristic of
ordinary types of irradiation (electrons and X-rays). If
�dE=dx�e of the ions amounts to approximately 10 keV nmÿ1,
more complex defects form within a very small core of the
track region with a radius of 1 ± 2 nm. This central part is
exposed by SAXRS and chemical etching. The track core
consists of quasi-cylindrical discontinuous regions of com-
plex defects (supposedly small colloids of Li atoms, molecular
complexes of fluorine, and vacancy clusters). Trautmann et
al. [190, 217] used the optical absorption method and
discovered substantial swelling caused by ion irradiation.
This swelling can be assigned to a track radius of 5 ± 10 nm,
i.e., is characteristic of the intermediate zone between the
track core and the halo. It manifests itself at much lower
threshold energy losses of about 4 keV nmÿ1.

There are also other important features of track
formation in LiF. The color center concentration increases
with ion fluence, and for an ion fluence at which individual
track regions overlap the concentration of F-centers
becomes saturated. The F-center concentration takes a
value of approximately 1019 cmÿ3, which is typical to the
beginning of agglomeration of simple defects into defect
clusters under high irradiation fluences of electrons or
gamma quanta.

While color centers are annealed even at T4 300 �C, the
effectiveness of chemical etching and the SAXRS contrast
remain almost the same up to 400 �C, as well as at irradiation
temperatures as low as 15 K [218].

Such behavior of the results of chemical etching and of the
SAXRS contrast at low temperatures is, to a certain extent,
unexpected and points to the nonthermal nature of the
agglomeration of defects in the track core, since usually at
low temperatures the generation of F-centers is strongly
suppressed.

The track radius determined by F-centers is approxi-
mately 5 nm for irradiation by light ions, e.g., sulfur ions
(4.3 keV nmÿ1), and increases to 30 nm for irradiation by Au
ions (24 keV nmÿ1) (Fig. 20). The radius values obtained from
SAXRS measurements are approximately 10 times smaller
than those obtained in optical absorption spectroscopy
measurements (see Fig. 20). The values of �dE=dx�e; thr
appropriate for identifying track regions by the SAXRS
method and chemical etching are close and amount to about
10 keV nmÿ1. There is also a dependence of the track core size
on the ion velocity at equal values of �dE=dx�e [190].

The swelling in nonamorphisized alkali-halide crystals
(LiF and CaF2) under irradiation by swift heavy ions helps
in establishing a general tendency (the dependence on fluence,
�dE=dx�e, and Rp) characteristic of amorphisized materials,
such as Al2O3, LiNbO3, Gd3Ga5O12, and quartz a-SiO2 [190].
What proved unexpected is that for a given type of ion with a
given energy, the swelling in LiF is approximately the same as
in an amorphisized material, in which this phenomenon is
caused by a substantial variation of density in the phase
transition from the crystal state to the amorphous state. In
amorphisized materials whose radii of amorphous track
regions have been determined by the high-resolution trans-
mission electron microscopy (HRTEM) method, the radius
values differ by only 10 ± 20% from those determined from
the data on swelling. Both effects in these materials corre-
spond to the same value of the threshold ion energy loss.

Jensen et al. [219] applied the HRTEMmethod to observe
the tracks generated by the irradiation of CaF2 crystals by
cluster ionsAu+ (20.2MeV), C�5 (20.2MeV), C�10 (20.2MeV),
and C�60 (30.2 MeV). The track diameters amounted to 4.9,
2.95, 6.1, and 10.9 nm, respectively. According to the
researchers, the tracks consist of aligned anion pairs or
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calcium inclusions. Irradiation of the luminescent crystals CsI
and CsI-Tl by Kr+ ions with E � 8:63 MeV a.m.u.ÿ1 at
T � 15 K [214] was found to lead to formation of a
pronounced absorption band related to F-centers. In addi-
tion to this band there was a broad absorption band located
between the exciton and F-center bands. This additional band
was associated by the researchers with the presence of anion
vacancies, an a-center, autolocalized holes, Vk-centers and
interstitials, and H-centers [214].

Lightly (� 1017 cmÿ3) thallium-doped CaF2 crystals
exhibits a lower radiation resistance to the generation of
F-centers than pure CaF2. At the same time, heavily doped
CsI-Tl gave no indications of F-center formation.

Pariselle et al. [220] irradiated the mixed alkali-halide
crystals K0.8Rb0.2I by 13.6-MeV argon ions in the 20 ± 200-K
temperature range. They found that at 20 K F-center
formation was completely suppressed, while at 100 K it was
negligible. The total rate of defect generation at 20 K is higher
than at 100 K. Ion bombardment at 20 K causes the
formation of such defects as H- and I-centers (these defects
are known to have a low thermal stability). This is an
indication that for these materials the thermal spike effects
do not manifest themselves and have no influence on the
formation and stabilization of structural defects.

8.3 Processes accompanying the passage of swift ions
through oxide materials
A lot of research into defect formation and track formation in
such oxide materials as Y3Fe5O12, BaFe12O19, SrFe12O19,
AFe2O4 (A �Mg, Ni, or Zn), Bi2Fe4O9, YBa2Cu3O7ÿd,
LiNbO3, Al2O3, UO2, and SiO2 was done in the 1980s and
90s (see the review [182] and the references cited therein).
Most often, the following methods were utilized in such
research: SAXRS, high-resolution electron microscopy, and
Rutherford backscattering spectroscopy (RBS) in the ion
channeling mode. In the surface approximation we can find
the fraction d of the damaged material directly from the RBS
spectra (in the ion channeling mode). Assuming that there has
been no annealing, we can use the model of direct disordering
in defect formation for predicting the following kinetics of the
process: d � 1ÿ exp�ÿA �Dt�, whereD is the ion fluence, and
A � is the cross-sectional area of the disturbed region
produced by the passing ion. In the case of cylindrical
tracks, the effective radius Reff of the cylinder can be
calculated by the formula A � � pR2

eff.

8.3.1 Morphology of tracks and threshold energy losses for
track formation in oxide materials. Systematic studies of
defects produced by swift heavy ions in magnetic insulators
have been carried out by Houpert et al. [221], Studer and
Toulemonde [179], Costantini et al. [222, 223, 225], and
Meftah et al. [224]. On the basis of the results of their studies
we can indicate five specific regions (Fig. 21) characterizing
the morphology of the tracks. The large spread in track radii
for the same value of �dE=dx�e testifies to the important role
of ion velocity. As noted earlier, for equal values of �dE=dx�e
the lower ion energy corresponds to the higher density of the
released energy and, respectively, the larger radius of the
latent track. In most cases the tracks in magnetic insulators
are amorphous regions. Their size and formation features can
be described fairly well by the thermal spike model [182, 226].
The passage from the amorphous phase of the track to the
crystal matrix is extremely abrupt both in the case ofmagnetic
insulators and in such materials as YBa2Cu3O7ÿd,ZrSiO4 and

so forth [182]. This permits the determination of the track
sizes with reasonable rigor.

Houpert et al. [221] studied the evolution of track region
morphology with the variation of �dE=dx�e for suchmaterials
as Y3Fe5O12, BaFe12O19, NiFe2O4, and MgFe2O4 at ion
energies ranging from 8 to 40 MeV a.m.u.ÿ1. Here are some
characteristic features of these observations. TEM images
show continuous and discontinuous cylindrical regions and
spherical defects along the ion path (see Fig. 21). The region II
in Fig. 21, where Reff < 0:56 nm and A � < 10ÿ14 cm2,
corresponds to the case where electron disturbances prevail
over nuclear ones. Extended defects are almost perfect
spheres with a diameter of 3 nm. The region III, where
0:56 < Reff < 1:8 nm and 10ÿ14 < A�< 10ÿ13 cm2, corre-
sponds to the case where spherical defects overlap and
cylindrical defects with a diameter of 3 nm form. For
1:8 < Reff < 3:1 nm and 10ÿ13 < A � < 3� 10ÿ13 cm2, the
cylindrical defects begin to overlap and chemical etching of
latent tracks becomes effective (region IV). ForReff > 1:3 nm
and A � > 3� 10ÿ13 cm2, the defective regions are long
continuous cylinders of amorphous material and the
presence of a homogeneous disturbance inside the cylin-
der becomes evident. In the case of Y3Fe5O12 irradiated
by ions with an energy of about 12 MeV a.m.u.ÿ1 in the
high-rate mode [224], the energy losses in the range
4:5 <�dE=dx�e< 7 keV nmÿ1 correspond to formation of
spherical defects with Reff > 1:3 nm.

For 7 < �dE=dx�e < 14 keV nmÿ1, the spherical defects
percolate and discontinuous cylindrical defects with
Reff � 1:5 nm form. But for 14 < �dE=dx�e < 20 keV nmÿ1,
there is percolation of cylindrical defects, and the track radius
begins to grow. Continuous long cylindrical tracks form for
�dE=dx�e > 20 keV nmÿ1. A similar picture was observed by
Dartyge et al. [227] and Albrecht et al. [228] in the irradiation
of mica. In mica irradiated by an ion beam directed along the
normal to the cleavage plane, the track regions are cylinders
containing amorphous material [229 ± 233]. The boundary
separating the amorphous region from the crystal matrix is
abrupt, i.e., there is no intermediate region and no contrast of
stresses, so characteristic of GeS crystals [231].
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The threshold energy losses at which extended defects
emerge in other magnetic insulators, such as BaFe2O10 and
NiFe2O4, amount to 10 and 14 keV nmÿ1, respectively [179].
Continuous amorphous tracks in ZnFe2O4 have been
observed under ion irradiation with �dE=dx�e�
26 keVnmÿ1, but have not been detected at �dE=dx�e �
16 keV nmÿ1 [158]. The dependence of track morphology on
the amount of energy imparted into the electron subsystem of
high-temperature superconductors is illustrated in Table 4.
Continuous column-like tracks (containing amorphousmate-
rial) with a diameter of 7 nm have been produced in the high-
Tc ceramic material YBa2Cu3O7 by 6-GeV Pb+ ions with
�dE=dx�e � 40 keV nmÿ1 [234]. Irradiation by 6-GeV ura-
nium ions with �dE=dx�e � 50 keV nmÿ1 produces amor-
phous tracks with a diameter of about 11 nm in the thallium
high-Tc ceramic material TlBa2Ca2Cu3O8 [234]. Cylindrical
track regions in high-Tc materials bring about a drastic
increase in the critical currents at high temperatures and in
strong magnetic fields. This useful effect can be explained as
the consequence of effective pinning of magnetic lines of force
by cylindrical (column-like) structural defects [234 ± 238].

Two different approaches to the problem of correct
interpretation of the amorphous track regions detected in
quartz SiO2 have been developed by French researchers [239,
240]: Toulemonde et al. [239] constructed the thermal spike
model, which has become the standard model in this area of
research, while Douillard and Duraud [240] invoked the
mechanism of point defect peak. The formation of contin-
uous amorphous tracks in LiNbO3 is characteristic of ion
energy losses �dE=dx�e > 10 keV nmÿ1, while the formation
of discontinuous tracks consisting of isolated defects is
intrinsic to ion energy losses �dE=dx�e<10 keV nmÿ1 [241,
242]. Continuous tracks prove to be surrounded by a stressed-
crystal shell. Such crystals exhibit enhanced track diffusion of
additionally implanted europium atoms [242].

The formation of amorphous tracks is also a characteristic
feature of such materials as KTiOPO4 [243], UO2 with
threshold losses �dE=dx�e; thr 5 22ÿ29 keV nmÿ1 [244, 245],
MoO3 and MoS2 [114], TeO2 (with, according to the
literature, the biggest track radius) [226], and RCO2, where
R � Y, Tm, and Ce (ferromagnetic amorphous tracks in a
paramagnetic matrix) [246]. Vorob'eva et al. [136] discovered
hollow channels along ion paths in gypsum irradiated by
xenon ions with E � 1 MeV a.m.u.ÿ1. The researchers

explained this feature by the remarkable structural proper-
ties of gypsum crystals. Other experiments exposed a
substantial reduction of the atomic number density in the
track core region. For instance, in zircon [128], the atomic
number density inside the track made by ions of Pb with
E � 14 MeV a.m.u.ÿ1 amounted to only 10% of the atomic
matrix density. In polymers, this value amounted to 12%
[240], and the track density in YBa2Cu3O7 after irradiation by
1-GeV ions of Au amounted to 20% of the initial density of
the material [180]. The formation of through holes with a
diameter of approximately 5 nm has been detected in films of
the nanosized powder of SnO2 irradiated by ions of Pb with
E � 4:6MeV a.m.u.ÿ1 [247]. Similar results were obtained in
the case where such films were irradiated by ions of Ta, Pb,
and U with �dE=dx�e540 keV nmÿ1 [248]. This effect was
explained by Berthelot et al. [248] in terms of the thermal
spike model as the result of evaporation of the material inside
the track.

The results achieved by Rodichev et al. [249], who
fabricated silicon nonocrystallites (2 ± 3 nm in diameter) in
SiO2 in the tracks formed as a result of irradiation of a-SiO by
ions of Ni and Pb, are interesting from the standpoint of
applications. This method makes it possible to create
quantum dots and wires and to control the optical properties
of materials.

A number of researchers have also studied the tendency
toward track formation in wide-gap insulators resisting
attack by radiolysis. The irradiation of Al2O3 by swift ions
with �dE=dx�e � 24 ± 44 keV nmÿ1 generates a large number
of disturbances, and the effective track diameter varies from
approximately 3.6 to 5.2 nm as the specific energy losses
increase [191, 250]. One question has remained unanswered,
however: Was the track core amorphous or disordered but in
the crystal state? For Al2O3 and MgO, Thevenard et al. [251]
found that the threshold energy losses �dE=dx�e; thr for defect
formation are 20 and 22 keV nmÿ1, respectively, but that the
track core becomes amorphous only when this value exceeds
40 keV nmÿ1. Skuratov et al. [252] observed a sharp drop in
the ratio of the luminescence intensities for F- and F+-centers
in the polycrystalline corundum Al2O3 irradiated by swift
ions with �dE=dx�e 5 5 keV nmÿ1. An almost continuous
amorphous layer 2 mm thick is formed in the corundum
irradiated by 85-MeV iodine ions with �dE=dx�e 5 4 ±
5 keV nmÿ1 and a fluence of 2:8� 1014 cmÿ2 [253]. The
thickness of this layer increases to 4.5 mm as the fluence
increases to 1:2� 1015 cmÿ2. These results suggest that the
structural state of the material has a strong influence on the
threshold energy losses for defect and track formation. On the
whole, both sapphire and corundum are highly stable against
amorphization caused by elastic collisions. For instance,
several dozen displacements per atom are needed for
corundum to become amorphous at T � 200 K [253]. It
should be stressed that, on the whole, amorphization by
electronic excitations is more effective than by nuclear
collisions [182]. The released energy density for amorphiza-
tion in the electronic stoppingmode is at least five times lower
than in the nuclear stopping mode [254].

MgAl2O4 crystals, which have the same band gap as
Al2O3 (9 eV), possess even higher stability against amorphiza-
tion caused by elastic collisions [255]. One of the possible
reasons for so high a radiation resistance of MgAl2O4

compared to that of corundum Al2O3 is the much lower
value of the energy of migration of interstitial atoms (0.21 eV
compared to 0.6 eV) [256]. Irradiation of polycrystalline

Table 4.Dependence of trackmorphology on �dE=dx�e in high-Tc ceramic
materials [180, 234±236].

Ion E, GeV �dE=dx�e,
keV nmÿ1

Morphology

YBaCu3O7

Br
Xe
Sn
Pb
Au

1.4
3.5
0.58
5.3
1.0

11
19
28
35
38

No
Discontinuous
Discontinuous
Continuous
Continuous

Bi2Sr2Ca1Cu2O8

I 0.5 27 Continuous

Tl2Ba2Ca2Cu3O8

Pb 6 40 Continuous
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MgAl2O4 targets by 430-MeV Kr+ ions and by 614-MeV
Xe+ ions triggers the formation of almost continuous tracks
with diameters of roughly 2.0 and 2.6 nm, respectively [256].
According to Zinkle and Skuratov [256], the irradiation by
swift heavy ions causes structural disorder to set in octahedral
cations but does not create an amorphous core in the tracks,
as noted earlier for Al2O3 and MgO. Nevertheless, it must be
noted that recrystallization of an amorphous spinel may
easily occur through ionization in 100 ± 200-keV electron
irradiation [256] in TEM studies. Formation of a continuous
amorphous layer on this spinel takes place during irradiation
by 72-MeV iodine ions with greater fluences (1016 cmÿ2) and
with �dE=dx�e 5 8 keV nmÿ1 at T � 300 K [256]. However,
the precise mechanism by which such an amorphous layer is
formed has yet to be established: it is either direct amorphiza-
tion in separate tracks or amorphization caused by multiple
overlapping of disturbed crystalline ion tracks.

In oxide materials, the size of the track radius depends
essentially on the resistance of the material under similar
conditions of ion irradiation (Table 5). Hence, the electronic
properties of the irradiated materials must be taken into
consideration when building a rigorous theory of track
formation.

9. Conclusions

Analysis of the processes accompanying the penetration of
superhigh-energy ions through solids suggests that intense
electronic excitations play an important role in generating
structural defects, in the intense inelastic sputtering of
materials, and in the initiation of a number of specific
effects, such as track formation, local melting, amorphiza-
tion, and the production of high-pressure phases, fullerenes,
and carbon nanotubes.

The possiblemechanisms of track formation are still being
discussed. However, the large volume of contemporary
experimental data suggests that in most insulators, semicon-
ductors, and dispersed materials with metallic conduction the
processes of formation of melted regions followed by their
rapid solidification are the reason for the structural and phase
changes recorded in the irradiated materials. The thermal
spike model makes it possible to correctly interpret most
experimental data for such materials. For such materials as
alkali-halide crystals, the most suitable model today is the
excitonic model [189, 208].

Depending on the type of metal and its structural state,
the transfer of a large amount of energy into the electron
subsystem may lead both to the annealing of earlier
produced and genetic structural defects and to high
effectiveness of defect formation, which is greater than the
effectiveness of nuclear stopping processes by a factor of 20

or more. Some metals exhibit track-like formation of defect
condensates which accumulate in the cylindrical region
along the ion path.

Amorphous alloys and compounds with metallic conduc-
tion subjected to the same conditions of ion irradiation reveal
the presence of strong radiation-induced creep accompanied
by a sizable variation of the transverse dimensions and the
thickness of the objects.

The manifestation of track formation, the phase composi-
tion of the tracks, and the track morphology depend on a
number of important factors, namely,
� the electronic properties of the irradiated material

(metal, semiconductor or insulator, band gap, and elec-
tron ± phonon relaxation time);
� the structural state of the target (single crystal,

amorphous material, polycrystalline material, grain size; the
presence and type of structural defects, boundaries, and
impurities), which determines the electron ± phonon relaxa-
tion time, the temperature near the ion path, and the
possibility and rate of epitaxial recrystallization;
� the compositional and structural complexity of the

irradiated material, which also determines the rate of
epitaxial recrystallization of local regions;
� the possibility of two-component crystals becoming

amorphous, which depends on the strength of the constituent
ionic bond, and
� the initial spatial distribution of the energy imparted

into the electron subsystem and the energy spectrum of the
electronic excitations, which determine the temperature of a
local region in the stage in which the excited region is
thermalized. For instance, for equal values of �dE=dx�e, the
ion with the greater velocity generates a larger radial
distribution of the energy imparted to the electrons of the
stopping medium, which results in the smaller track radius.
The excitations with the highest density correspond to the
case in which materials are irradiated by cluster ions (e.g.,
fullerene ions).

The process of forming latent tracks accompanied by brief
chemical etching is widely employed in practice to manufac-
ture filters (based on polymer materials with pores whose
dimensions are in micrometer, submicrometer, and nan-
ometer ranges) for the chemical, medical, and biological
industries, and to fabricate metal nanowires in polymers,
magnetic multilayer nanowires, and highly sensitive sensors
[257].

However, the specific structure of the track regions makes
it possible to predict that in the 21st century they will be
widely used in other industries and areas of human endeavor.

As shown in the present review, the hollow or almost
hollow track regions can be filled with atoms of almost all
kinds due to the process of track migration of atoms from the
surface layer or from the matrix. Here, the diffusivity of the
atoms along the track channels is many orders of magnitude
larger than its value for undisturbed material. Bearing in
mind that the diameter of each track is often varied from 1 to
10 nm, we can estimate the number of tracks within one
square centimeter of the surface at 1012. Thus, the packing
density of elements in such a system of nanoelectronics may
be as high as 1012 elements to each square centimeter (or even
higher), i.e., the density is 103 higher than the value that can be
achieved today. The possibility of electron tunneling through
the walls of neighboring isolating channels makes it possible
to predict the creation of new classes of nanoelectronic
devices. The unique optical, photoelectric, and conducting

Table 5. Comparison of the sensitivities of different materials for
�dE=dx�e � 25 keV nmÿ1 and an ion energy of 2 MeV a.m.u.ÿ1 [182]; Rtr

is the measured track radius.

Material Rtr, nm
Energy density,
eV per atom

Resistivity,
O cm

SiO2

Y3Fe5O12

BaFe12O19

MgFe2O4

ZnFe2O4

YBa2Cu3O7ÿd

7
4.5
4.0
3.4
2.0
1.5

1.2
2.2
2.2
1.7
2.0
3.0

1014 ë 1016

1012

105

5� 10ÿ3

5� 10ÿ2

5� 10ÿ3
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properties of tracksmay lead to a new generation of electronic
and optoelectronic nanosized devices.

The processes of formation of continuous and discontin-
uous tracks in materials with supersaturated solid solutions
are of interest if we want to fabricate ordered systems of
quantum wires and chains of quantum dots. Here, ordinary
ion implantation can be used to achieve supersaturation in
impurities.

Being effective materials for track formation, plastics are
widely used at present in radiobiological dosimetry as
detectors of the radioactive gas radon, which is a health
hazard [258]. Such detectors are especially effective in
monitoring the concentration of radon in living quarters by
gathering data with the track technique. The material of the
detectors is then chemically etched and the tracks are detected
by conventional optical means. Measuring the emanation of
radon from the ground over large areas by the track method
makes it possible to predict severe earthquakes [258].

Track technology is the future means of increasing critical
currents and magnetic field strengths in high-Tc ceramic
materials, of forming quantum dots and quantum wires in
insulators by precipitating one of the components of the
material, of intensifying adhesion of metallic layers to
polymers, and of fabricating ferromagnetic nanosized wires
in paramagnetic materials.
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