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## 1. INTRODUCTION

THE topic of this review is relatively new and little known, especially among physicists. Hence, we shall begin with a simple example. Let us imagine the motion of some non-linear oscillator, e.g., an ordinary pendulum, but without damping, when acted on by an external very weak periodic force. The equation of motion of such a system can be written in the form

$$
\begin{equation*}
\ddot{\varphi}+\omega_{0}^{2} \sin \varphi=\varepsilon F(t) \tag{1.1}
\end{equation*}
$$

where $\varphi$ is the angle of deviation of the pendulum from the equilibrium position, $\omega_{0}$ is the frequency for small oscillations, and $\epsilon \rightarrow 0$.

Let the perturbation be harmonic initially:

$$
\begin{equation*}
F(t)=F_{0} \cos \Omega t . \tag{1.2}
\end{equation*}
$$

The solution of the latter problem is well known (see e.g. ${ }^{[2]}$ and Sec. 2.2), and we shall describe qualitatively a case close to resonance in which the frequency $\Omega$ of the perturbation is approximately equal to the frequency $\omega$ (a) of unperturbed motion of the oscillator. In view of the non-linearity, the latter depends on the amplitude a of the oscillations $\left(\omega(0)=\omega_{0}\right)$. In contrast to linear resonance, the frequency of a non-linear oscillator varies when a resonance perturbation acts on it because of the variation in amplitude of the oscillations. Consequently, in turn, the amplitude and frequency of the oscillator undergo oscillations (beats) over a certain range $\Delta \mathrm{a}, \Delta \omega$.

Now let us suppose that the perturbation $F(t)$ contains many harmonics:

$$
\begin{equation*}
F(t)=\sum_{n} F_{n} \cos n \Omega_{0} t \tag{1.3}
\end{equation*}
$$

and that the frequency spacing $\left(\Omega_{0}\right)$ between them is much smaller than the beating interval $\Delta \omega$, so that several harmonics of the periodic perturbation of (1.3) simultaneously occur in resonance. How will the pendulum oscillate in this case? In spite of the smallness of the perturbation $(\epsilon \rightarrow 0)$, no solution of this problem has yet been rigorously found. However, a semiqualitative theory (this review will be concerned with it to a considerable degree), as well as numerical experiments (Chap. 4), lead to a rather unexpected conclusion: the pendulum will oscillate as though a "random" force were acting on it. In particular, the energy of the oscillations will increase on the average in proportion to the time, in spite of the non-linearity of the system (in the absence of damping). We shall call this special type of motion of an oscillatory system stochasticity.

First of all, study of the stochasticity phenomenon is interesting from the purely physical standpoint, because it connects two seemingly rather different fields of physics: the theory of non-linear oscillations and statistical mechanics. It is in essence one of the possible mechanisms by which statistical laws can arise in a dynamic system. From this standpoint, elucidation of the fundamental features of stochastic motion is also of considerable importance in the general theory of non-
linear oscillations. Stechasticity is no less significant from the standpoint of applications, mainly those concerning the problem of stability of non-linear oscillations of conservative systems, which arises in the most varied fields of physics and technology.

Let us take up this problem in somewhat greater detail.

The most difficult point in the problem of stability of oscillations is precisely the case of a conservative system. In this case, only the so-called neutral stability can exist. Here, small perturbations of the starting conditions cause limited oscillations about the unperturbed solution that neither grow nor decay with time. In particular, this means that any unconsidered factor, however small, can transform such a neutral stability into instability. This is one of the reasons why we do not yet have a general theory of stability of non-linear oscillations of conservative systems, in spite of considerable efforts along this line, especially in the last decade. Another reason is that the fundamental field of application of the theory of non-linear oscillations has involved until recently self-oscillatory or self-regulating systems, which are not conservative. This biased orientation of the theory of oscillations is well noted in the monographs (see, e.g. ${ }^{[50]}$ ). It has had the result that even such flexible new methods as the Krylov-Bogolyu-bov-Mitropol'skil̆ asymptotic expansion (the KBM method ${ }^{\left[1,2^{2}\right]}$ ) have been used to a very limited extent, while the entire topic of the theory of non-linear oscillations has been artificially narrowed to the problem of existence and stability of periodic solutions. On the other hand, it has proved possible in celestial mechanics (however paradoxical this may be, the latter is not usually included in general courses of non-linear oscillations ${ }^{[50]}$ ) to restrict the treatment to constructing approximate solutions only for very short intervals of time (on the characteristic scale), by virtue of the shortness of human life. This fact is a highly specific feature of modern celestial mechanics, a feature that has led to rejection of Poincarés original program of constructing a general, although qualitative, theory of motion of conservative systems.

However, new, important applications of the theory of non-linear oscillations have recently appeared. They involve the problem of prolonged retention of charged particles in a limited region of space by means of an electromagnetic (usually magnetic) field having a special configuration. These are the magnetic traps for a thermonuclear reactor, ${ }^{[55]}$ charged-particle accelerators,${ }^{[6]}$ and especially, accumulators for proton and proton-antiproton counter beams. ${ }^{[56]}$ We can also classify here the problem of non-linear interaction of waves in a plasma (see, e.g. ${ }^{[33]}$ ). These applications pose the problem of studying motion of a non-linear oscillatory system as a whole, i.e., over an unlimited time range and for arbitrary initial conditions. On the other hand, even the first experiments ${ }^{[9,57]}$ and calculations ${ }^{[10]}$ in the field of new applications have indicated that the problem of stability of non-linear oscillations is related to the problem of appearance of statistical laws in a dynamic system. Further, it has turned out that such a relation was also found by Hedlund and by Hopf ${ }^{[12]}$ within the framework of the so-called ergodic theory (see Chap. 3). The latter is a special branch of
mathematics that has arisen from attempts to provide a foundation for the laws of thermodynamics and statistical physics on a purely mechanical basis. The first application of this important result of Hedlund and Hopf to problems of physics, and until recently the only one, was made by Krylov, ${ }^{[13]}$ who studied the statistical behavior of molecular systems. The recent mathematical and physical studies that are reviewed in this article should be considered to be a development, or more properly, a reactivation of this field. In particular, the ergodic theory has been developing vigorously recently, mainly in connection with the studies of Kolmogorov ${ }^{[31]}$ and of Anosov and Sinail ${ }^{[14-16]}$ (Sec. 3.5), and it has left far behind the statistical mechanics that gave rise to it. However, the modern ergodic theory describes only the limiting case, which is often unattainable in principle, of maximum instability of motion. Hence, it does not suffice per se for solving the mentioned applied problems. On the other hand, a mathematical theory has recently arisen that has been stimulated in part by celestial mechanics. It treats precisely the opposite limiting case of maximum stability of non-linear oscillations of a Hamiltonian system. This very general theory was also started by Kolmogorov ${ }^{[58]}$ and has been developed by Arnol' $d^{[59]}$ and Moser ${ }^{[60]}$ (the KAM theory). Evidently, we must combine both limiting theories in order to solve practical problems. Unfortunately, it is currently impossible to construct rigorously such a unifying theory, owing to great difficulties in principle. However, one can develop a semiqualitative theory, which we shall call the theory of stochasticity. This theory makes it possible to depict an overall pattern of instability of non-linear oscillations supplemented with estimates of orders of magnitude. Often this proves sufficient for applications, in any case, when combined with experiments, either numerical or "real."

The fundamental concept of the theory is that of nonlinear resonance (Sec. 2.2). This interesting phenomenon, an example of which is described above, was apparently studied first by Lagrange in celestial mechanics, where it acquired the name of librational motion of planets (see, e.g. ${ }^{[3]}$ ), and in more explicit form, in the theory of accelerators, in connection with the mechanism of autophasing discovered by Veksler and McMillan ${ }^{[4,5]}$ (see also ${ }^{[6]}$ ). Below, we shall introduce and study nonlinear resonance with the example of relatively simple one-dimensional models, beginning with the rather general case of a non-linear oscillator acted on by an external periodic perturbation (Sec. 2.1), and ending with an "elementary" model (Sec. 3.1). The fundamental method of study will be analytical estimation based partially on the current ergodic theory (Chap. 3), and corroborated by numerical experiments with the "elementary' model (Chap. 4).

The theory of stochasticity makes it possible to picture the overall structure of the phase space of a nonlinear oscillatory system, which proves to be permeated everywhere by a dense system (Sec. 2.4) of non-linear resonances. Owing to the interaction of these resonances in the neighborhood of the separatrix of each of them, a so-called stochastic layer always arises. The latter is the nucleus of instability. This fact was known in general form even by Poincaré, ${ }^{[61]}$ and has been studied in detail by Mel'nikov, ${ }^{[62]}$ who was able to calculate the
so-called splitting of the separatrix, which characterizes the lower bound of the width of the stochastic layer. The upper bound was estimated in ${ }^{[20,8]}$ by using the stochasticity theory, and it proved to agree in order of magnitude with the splitting of the separatrix. Recently, Aleksee ${ }^{\left[{ }^{[63]}\right.}$ has rigorously proved the existence in the stochastic layer of quasi-random trajectories, thus justifying the name of the layer.

For a system having one degree of freedom, the rather thin stochastic layers of different resonances do not intersect in the phase plane (see, e.g., Fig. 1). Hence, the instability is localized within one stochastic layer, and is not dangerous from the practical standpoint. Rigorous treatment of this problem in the KAM theory ${ }^{[59]}$ makes it possible to formulate and prove in this case the theorem of permanent $(t \rightarrow \infty)$ stability of motion. The same situation also arises in an autonomous system having two degrees of freedom, since its motion is confined in phase space to a surface of constant energy. We shall call both these cases one-dimensional. In the multidimensional case, the stochastic layers of different resonances generally intersect one another to form an intricate system of "channels" along which diffusion can occur to great distances, i.e., real instability. The first example of such an instability was constructed by Arnol'd. ${ }^{[35]}$ Hence it is usually called Arnol'd diffusion. The semiqualitative theory of this instability has been developed $\mathrm{in}^{[8]}$.

The width of a non-linear resonance and its stochastic layer is determined by the size of the "perturbation" with respect to the "unperturbed'" system, which we understand to be a so-called maximally stable system (Sec. 3.3), i.e., a system having separable variables. If the perturbation is great enough, adjacent resonances in phase space overlap (Sec. 2.3). Then the stochastic layers broaden to the size of their resonances to form a continuous stochastic region in phase space. Here a strong stochastic instability arises (including even the one-dimensional case). This is the most dangerous instability of non-linear oscillations. This review is mainly concerned with describing this instability in particular with the examples of simple models (Chaps. 2, 3) and some applications (Chaps. 5 and 6).

For the reader's convenience, we also summarize the fundamental ideas and concepts of the current ergodic theory (Chap. 3).

The stochasticity theory not only permits one to obtain practically-important criteria and characteristics of instability of non-linear oscillations, but also to trace in detail the transition from dynamic to statistical description of the motion of a mechanical system. The latter is essential for a deeper and more correct understanding of the statistical models. This problem is discussed briefly in Chap. 7, and also in Sec. 3.6. We refer readers who are interested in this problem in greater detail to the excellent monograph of Krylov, ${ }^{[13]}$ whose studies have appeared to us to be the first step toward constructing a physical theory of stochasticity.

## 2. A ONE-DIMENSIONAL NON-LINEAR OSCILLATOR ACTED ON BY A PERIODIC PERTURBATION

The fundamental problem of this review is to demonstrate the phenomenon of stochastic instability of non-


FIG. 1. Diagram of the phase trajectories in the neighborhood of two resonances with moderate non-linearity (2.6). $(\Delta \omega)_{\phi}$ is the width of the non-linear resonance; $\Delta$ is the frequency spacing between adjacent resonances. The dotted lines show the separatrices of the first-order approximation; they break down in subsequent approximations, and stochastic layers are formed in their place, which are shown by the crosshatching (Sec. 6.1).
linear oscillations by means the simplest models that are still physical (i.e., bear a relation to actual mechanical systems). One such model is a one-dimensional nonlinear oscillations by means the simplest possible models that are still physical (i.e., bear a relation to actual mechanical systems). One such model is a onedimensional nonlinear oscillator acted on by a periodic perturbation, as described in the Introduction. The pattern of motion of this model is very pictorial, but as we shall see, not at all trivial. Some important practical problems can be reduced to this model. Some of them, including also multidimensional models (in the first approximation), will be discussed below. Of course, this does not mean at all that one can solve all non-linear oscillation problems with the discussed model. However, as we shall see below, it permits one to study the fundamental features of non-linear oscillations, by means of which we can approach the solution of more complex problems. Among the latter, for example, are the socalled Arnol'd diffusion, a special form of stochastic instability of multidimensional systems. We shall not treat it in any detail, and shall refer interested readers to the special studies ${ }^{[35,8]}$ (see also Chap. 6).

Henceforth we shall always assume the perturbation to be small in order to allow approximate methods. For this reason, the fundamental effect of the perturbation involves resonance. This statement is not so obvious for a non-linear as for a linear system, but it still proves to be correct (Sec. 2.2).

### 2.1. An Isolated Non-linear Resonance

The most convenient variables to describe the motion of a non-linear oscillator are the variables: action (I) and angle ( $\theta$ ). The action is related to the energy W of the system be the relation

$$
\frac{d W(I)}{d I}-\omega(I), \quad 0=\omega t-\varphi,
$$

where $\omega(\mathrm{I})$ is the frequency of the non-linear oscillations. When there is a perturbation, the equations of motion of the oscillator in terms of the variables ( $\mathrm{I}, \theta$ ) of the unperturbed motion have the form:

$$
\left.\begin{array}{c}
\dot{I}=-\varepsilon \frac{\partial V(I, \theta, \vartheta)}{\partial \theta},  \tag{2.1}\\
\dot{\theta}=\omega(I)+\varepsilon \frac{\partial V(I, \theta, \vartheta)}{\partial I}, \quad \dot{v}=\Omega, \\
\mathscr{H}(I, \theta, \vartheta)==\mathscr{S H}_{0}(I)+\varepsilon V(I, \theta, \vartheta),
\end{array}\right\}
$$

Here $\mathscr{A}$ is the Hamiltonian, while the perturbation $\epsilon \mathrm{V}$ is small $\left(\sim_{\epsilon} \ll 1\right)$ and periodic in $\theta$ and $n$ with a period of $2 \pi$. The phase $\vartheta$ characterizes the external perturbation having a period $T=2 \pi / \Omega$. We shall take the nonlinearity of the oscillator to be its non-isochronicity, i.e., dependence of the oscillation frequency on the energy. The following dimensionless parameter serves to characterize the non-linearity:

$$
\begin{equation*}
\left.\alpha=\left|\frac{I}{\omega} \frac{d(w)}{d I}\right|=\left|2 \frac{d_{2} \mathscr{F}_{0}}{u^{2}}\right| \frac{\partial \mathscr{H}_{0}}{d\left(I^{2}\right)} \right\rvert\, . \tag{2.2}
\end{equation*}
$$

Anharmonicity of the oscillations, i.e., presence of higher harmonics, does not necessarily involve nonlinearity. Thus, revolution of a relativistic particle in a magnetic field gives an example of a non-linear, but harmonic oscillator. On the other hand, motion of an ultrarelativistic particle in a rectangular potential well is an anharmonic oscillation having a constant frequency.

In the general case, the perturbation $\epsilon V$ is expanded in a double Fourier series

$$
\begin{equation*}
V(I, \theta, \vartheta)=\sum_{m, n} \frac{V_{m n}(I)}{2} e^{i(m \theta-n \theta)}+\text { c.c. } \tag{2.3}
\end{equation*}
$$

A resonance ( $m, n$ ) (the $m$ are harmonics of oscillations of the oscillator with the nth harmonic of the external perturbation) is determined by the condition

$$
\begin{equation*}
\ddot{m} S-n o \approx 0 . \tag{2.4}
\end{equation*}
$$

The required accuracy of this equality depends on the width of the resonance (see below in Sec. 2.2.).

The simplest case is that of a single resonance: $\mathrm{m}, \mathrm{n}=+1(\omega \approx \Omega)$. Then two (real) terms remain in the summation of (2.3). One of these, having the argument $\vartheta-\theta(\omega, \Omega>0)$ is the resonance proper, while the other $(\vartheta+\theta)$ is a high-frequency perturbation. We can neglect the latter term in the first approximation, e.g., on the basis of the KBM averaging method (Krylov-BogolyubovMitropol'skiǐ ${ }^{1,2]}$ ). More subtle effects of such a perturbation will be discussed below (see Chap. 6).

If the width of the resonances is small enough, then only one resonance can occur under the given initial conditions. We shall call it the real resonance, or simply the resonance of (2.4). Under these initial conditions, all other terms in the summation of (2.3) correspond to virtual resonances.* Naturally, virtual resonances affect the motion. However, in a non-linear system, this effect does not amount to a trivial superposition, and we shall call it the interaction of resonances.

Whenever the spacing between resonances is "large enough'", a term that will be defined more precisely below (Sec. 2.3), the isolated-resonance approximation must still be satisfied, in which we can ignore interaction of resonances. This corresponds with the ordinary KBM method of averaging. If we retain only one resonance term in the summation of (2.3), and introduce the

[^0]resonance phase $\psi_{\mathrm{mn}}=\mathrm{m} \vartheta+\mathrm{n} \theta$, we get from (2.1) the equations of motion in the form
\[

\left.$$
\begin{array}{rl}
\dot{I} & =\varepsilon n V_{m n} \sin \psi_{m n},  \tag{2.5}\\
\dot{\psi}_{m n} & =m \Omega--n \omega(I)+\varepsilon n V_{m n}^{\prime} \cos \psi_{m n},
\end{array}
$$\right\}
\]

where the prime denotes the derivative with respect to the action I.

### 2.2. Phase Oscillations in the Approximation of Moderate Non-linearity

Let the parameter $\alpha$ in (2.2) satisfy the condition of moderate non-linearity:

$$
\begin{equation*}
\varepsilon \ll \alpha \ll 1 / \varepsilon \tag{2.6}
\end{equation*}
$$

As we shall see below, the variation $\Delta I=I-I_{r}$ is always small in this case $\left(|\Delta I| \ll I_{r}\right)$, where the value $I_{r}$ corresponds to exact resonance $\left(\mathrm{m} \Omega+\mathrm{n} \omega\left(\mathrm{I}_{\mathrm{r}}\right)=0\right.$. Hence, independently of the form of the function $\omega(\mathrm{I}), \mathrm{V}_{\mathrm{mn}}(\mathrm{I})$ of the motion near a non-linear resonance of (2.5) is approximately described by the following (conservative) universal Hamiltonian:

$$
\left.\begin{array}{rl}
\mathscr{A} \mathcal{H}_{\mathbf{u}} & =n()^{\prime} \frac{(\Delta I)^{2}}{2} \varepsilon \varepsilon V_{m n}\left(I_{\mathbf{r}}\right) \cos \psi_{m n}  \tag{2.7}\\
\emptyset^{\prime} & =\left(d_{\omega} / d I\right)_{l=I_{\mathbf{r}}}
\end{array}\right\}
$$

The system of (2.7) resembles a pendulum of mass $\left(\mathrm{n} \omega^{\prime}\right)^{-1}$ in a gravitational field having an acceleration $g=\epsilon n^{2} \omega^{\prime} V_{m n}$. Figure 1 shows the pattern of trajectories in the phase plane I, $\psi_{\mathrm{mn}}$ for two non-linear resonances without taking account of the interaction between them. In the initial phase plane ( $I, \theta$ ) of the oscillator, the chain of resonances is closed, and it contains $n$ regions. Each such region contains a stable equilibrium position, or an elliptical stationary point* ( $\psi_{\mathrm{mn}}=\pi ; \mathrm{g}>0$ ), which is indicated in Fig. 1 by the symbol $\odot$. Adjacent regions are separated by positions of unstable equilibrium, or by a hyperbolic stationary point ( $\psi_{\mathrm{mn}}=0 ; \mathrm{g}>0$, symbol $x$ in Fig. 1). The trajectory connecting two consecutive hyperbolic points, which is indicated in Fig. 1 by a dotted line, is called the separatrix. It bounds the region of non-linear resonance within which phase oscillations occur, i.e., limited variation in the phase $\psi_{m n}$. The phase varies monotonically in time outside the separatrix. The maximum width of the non-linear resonance (dimensions of the separatrix) is determined from (2.7):

$$
\left.\begin{array}{l}
(\Delta I)_{\Phi}=4 \sqrt{\varepsilon V_{m n} / \omega^{\prime}},  \tag{2.8}\\
(\Delta \omega)_{\varphi}=\omega^{\prime}(\Delta I)_{\varphi}=4 \sqrt{\varepsilon \omega^{\prime} V_{m n}}=\frac{4 \Omega_{m n}}{n},
\end{array}\right\}
$$

where $\Omega_{\mathrm{mn}}$ is the frequency of the small phase oscillations. With moderate non-linearity as in (2.6), the variation of both I and $\omega$ is small:

$$
\frac{\Delta I}{I} \sim \sqrt{\frac{\varepsilon}{\alpha} \frac{I_{m n}}{\omega I}}, \quad \frac{\Delta \omega}{\omega} \sim \sqrt{\varepsilon \alpha V_{m \pi} / \omega I},
$$

This justifies the universal description of a non-linear resonance using the Hamiltonian of (2.7).

We can explain the physical meaning of the phase oscillations as follows. Owing to the non-linearity, a change in the amplitude of the oscillations at a resonance causes the frequency of the oscillations to depart from the resonance value. Hence, it stops further change in the amplitude of the oscillations. However, the frequency shift that arises here leads to departure from the reson-
ance phase, so that the amplitude of the oscillations finally begins to vary in the opposite direction, the oscillation frequency again returns to the resonance value, etc.

Although non-linearity thus even stabilizes an isolated resonance, i.e., it restricts the variation $\Delta I$, the latter proves to be substantially larger according to (2.8) than in the non-resonance case: $\Delta \mathrm{I} \sim \epsilon \mathrm{I}$. This justifies the distinguishing of resonances in a non-linear system. For the same reason, the real parameter in the expansion when $\alpha \sim 1$ is $\sqrt{\epsilon}$, rather than $\epsilon$. In particular, in the first approximation in terms of $\sqrt{\epsilon}$, we can neglect the last term in Eq. (2.5) for $\psi_{\mathrm{mn}}$, which is a linear correction term for the frequency.* We must take it into account only when $\epsilon \gtrsim \alpha$. In particular, the condition for stabilization of a resonance by non-linearity can be obtained approximately from the estimate $\dagger$

$$
\varepsilon n V_{m n}^{\prime}<n(\Delta \omega)_{\varphi}
$$

or

$$
\begin{equation*}
\frac{\varepsilon}{\alpha} \leqslant \frac{\omega V_{m n}}{I\left(V_{m n}^{\prime}\right)^{2}} \tag{2.9}
\end{equation*}
$$

Apparently, non-linear resonance was first studied by Lagrange in connection with the so-called librational motion of planets, ${ }^{[3]}$ and in a more explicit form, in the theory of accelerators in connection with the mechanism of autophasing discovered by Veksler and McMillan ${ }^{[4,5]}$ (see also ${ }^{[6]}$ ). We have adopted the fundamental terminology concerning non-linear resonance from the latter studies. A universal theory of non-linear resonance in the approximation of moderate non-linearity has been given in ${ }^{[7]}$ (see also ${ }^{[8]}$ ).

### 2.3. Interaction of Non-linear Resonances

Interaction of non-linear resonances is the fundamental effect that we shall take up in this study. Its significance consists in the fact that the very dangerous stochastic instability of non-linear oscillations arises when the interaction is strong enough.

Evidently, interaction of resonances depends on the ratio of the width $(\Delta \omega)_{\varphi}(2.8)$ of the resonance to the distance to the nearest neighboring resonance $\Delta=\left|\omega_{i+1}-\omega_{i}\right|$ (see Fig. 1).

We shall call the quantity

$$
\begin{equation*}
s=\frac{(\Delta \omega)_{\varphi p}}{\Delta} \tag{2.10}
\end{equation*}
$$

the coupling constant of the resonances.
The isolated-resonance approximation corresponds to the condition: $s \ll 1$. On the other hand, when $s \gtrsim 1$, which implies overlap of adjacent resonances, the pattern of motion must change substantially. In fact, as the universal Hamiltonian of (2.7) shows, an isolated non-linear resonance is equivalent to the motion of a system in a certain potential well. When there are several resonances, there are just as many wells (see Fig. 1 ). If $s \gtrsim 1$, the adjacent wells merge, so that the sys-

[^1]tem can travel from one well to another.* Evidently, this implies the development of a certain instability. Our fundamental assertion consists in the idea that stochastic instability of non-linear oscillations sets in when the coupling constant $\mathrm{s} \gtrsim 1$, i.e., the motion becomes highly irregular and seemingly random (see Sec. 3.6). Hence, we can also call the coupling constant $s$ the stochasticity parameter.

We shall call the condition

$$
\begin{equation*}
s \sim 1 \tag{2.11}
\end{equation*}
$$

the stochasticity boundary.
Apparently, stochastic instability of non-linear oscillations was first observed in numerical experiments by Goward and Hine, ${ }^{[9]}$ who also obtained criteria of instability like (2.11). Analytical estimates are given $\mathrm{in}^{[10]}$, where arguments are also given in favor of the idea that this instability is stochastic. The latter viewpoint has subsequently been corroborated in a series of studies, which are reviewed in the monographs ${ }^{[8,11]}$ (see also below). It turned out that stochastic instability is a special case of manifestation of statistical laws. The relation of the latter to instability was first noted in an especially constructed example by Hedlund and Hopf. ${ }^{[12]}$ Krylov ${ }^{[13]}$ has analyzed it in detail for the case of molecular collisions, and Anosov and Sinai ${ }^{[14-18]}$ have proved it rigorously under very general conditions.

We shall describe below the fundamental features, the mechanism, and nature of stochastic instability, using the example of simple models.

### 2.4. A Basic Model of Stochasticity of a Hamiltonian System

Let us examine the special case of a periodic perturbation of a non-linear oscillator in the form of very brief "pulses" that depend only on the phase $\theta$ : $\mathrm{V}(\mathrm{I}, \theta) \rightarrow \mathrm{TV}(\theta) \sum_{\mathrm{k}} \delta(\mathrm{t}-\mathrm{kT})(2.1)$. Then we can write the equations of motion in the form of a canonical transformation $\mathrm{I}, \theta \rightarrow \overline{\mathrm{I}}, \bar{\theta}$ :

$$
\begin{equation*}
\bar{I}=I-\varepsilon T \frac{\partial V}{\partial \theta}=I-\varepsilon I_{0} f(\theta), \quad \bar{\theta}=\theta+T_{\omega}(\bar{I}) \tag{2.12}
\end{equation*}
$$

which has the generating function $\mathrm{F}(\overline{\mathrm{I}}, \theta)=\overline{\mathrm{I}} \theta+\mathrm{T}\left(\%_{0}(\overline{\mathrm{I}})\right.$ $+\epsilon V(\theta))$. This transformation describes the change in the quantities I and $\theta$ when acted on by a single "pulse", or as we shall say henceforth, in one step. Of course, when $\mathrm{T} \rightarrow 0$, the transformation (2.12) goes over into the Hamiltonian equations (2.1), but without a linear correction term for the frequency, because of the condition that we have adopted: $\partial \mathrm{V} / \partial \mathrm{I}=0$. The last expression for $\overline{\mathrm{I}}$, where $\mathrm{f}(\theta) \sim 1$ is a dimensionless function of the phase, while $I_{0}$ is a constant having the dimensions of action that has been introduced to make the relations more graphic.

Further, let us examine the special case in which $f(\theta)=\sin \theta$, i.e., the perturbation has only one harmonic. We can write the condition for resonance in the form $T \omega=2 \pi \mathrm{~m}$, where m is an integer. In terms of the differential equations (2.1), or as we shall say, of continuous

[^2]time, this system of resonances corresponds to expansion of a periodic $\delta$-function in a Fourier series:
$$
\sum_{h} \delta(t-k T)=\sum_{m=-\infty}^{\infty} \frac{e^{i m \Omega t}}{T}
$$

Here the spacing between resonances is $\Delta=2 \pi / T=\Omega$, while $\mathrm{V}_{\mathrm{m}_{1}}=2 \mathrm{I}_{0} / \mathrm{T}$ (2.3), (2.12). The stochasticity parameter of (2.10) takes on the form

$$
\begin{equation*}
s^{2}=\left|\frac{8}{\pi^{2}} \varepsilon \omega^{\prime} I_{0} T\right| \tag{2.13}
\end{equation*}
$$

First of all, we shall show from simple physical considerations that when $s \gg 1$, the motion of the system of (2.12), which we shall call the basic model of stochasticity,* actually resembles randomness $\left[\left[^{[10]}\right.\right.$ In order not to do this, let us call attention to the fact that the two variables I and $\theta$ play quite different roles in the motion of the system in (2.12). The phase space of the system is a cylinder that is closed in $\theta$ and infinite in I. The change in I per step is always small, since $\epsilon \ll 1$. We can easily see that the transformation of the phase here has fundamentally the nature of an dilatation, the coefficient of which we shall define to be

$$
\begin{equation*}
K(\theta) \equiv \frac{d \bar{\theta}}{d \theta}-1=-\varepsilon \omega^{\prime} I_{0} T f^{\prime}(\theta) \tag{2.14}
\end{equation*}
$$

The latter expression is derived from (2.12). By comparison with (2.13), we find that $|\mathrm{K}| \sim \mathrm{s}^{2}$.

When $K \gg 1$, two essential processes occur. The first of these is local instability of motion, which means an exponential divergence of neighboring trajectories, at least in phase: $\left(\Delta \theta_{\mathrm{n}}\right)=(\Delta \theta)_{0}(\overline{\mathrm{~K}})^{\mathrm{n}}$. Here $\overline{\mathrm{K}}(\theta)$ is the geometric mean of the dilatation coefficient along the trajectory, and $n$ is the serial number of the transformation step, or the discrete time. The second process, the so-called mixing, is in this case a distribution of trajectories emerging from a small region $\Delta \theta \lesssim 2 \pi /|\mathrm{K}|$ over the entire phase range of $2 \pi$ even after a single step. It is easy to envision that this leads to disappearance of correlations in the sequence of phases $\theta_{0}, \theta_{1}, \ldots, \theta_{\mathrm{n}}$. That is, the motion becomes seemingly "random" in terms of phase. Of course, these arguments are too greatly simplified. Nevertheless, as we see it, they are very pictorial. This is very important because the exact mathematical theory of motion of even such a simple model as (2.12) still faces insuperable obstacles. Still, it proves possible to deepen somewhat these pictorial ideas by using the modern ergodic theory (Chap. 3). Let us imagine for a moment that we have already proved the "randomness"' of the motion in terms of phase. Then we arrive at a typical situation in modern statistical mechanics in deriving a kinetic equation in the random-phase approximation. One usually postulates that the angular variables are random quantities, and this makes it possible to write the kinetic equation for the distribution function of the action variables, which serve as the integrals of motion of the unperturbed system. We refer the reader to the special studies ${ }^{[17,18,27]}$ for the details of deriving the kinetic equation (see also Chap. 7).

[^3]
## 3. FUNDAMENTAL CONCEPTS OF ERGODIC THEORY

Ergodic theory is a branch of mathematics that studies discrete or continuous transformations having a preserved measure (integral invariant). As the name shows, ergodic theory arose from attempts to create a basis for statistical laws, i.e., derive them from dynamic equations of motion. Its currently most interesting object (at least for physicists) is the case of maximum instability of motion of a Hamiltonian system. The opposite case of maximum stability is treated by the KAM theory (see Sec.6.1). According to the Liouville theorem, the integral invariant (and the measure of space) is the phase volume, the element of which we shall denote by $d \Gamma$. We shall set the total volume of the limited phase space of the system to be $\Gamma=1$.

The aim of this chapter is to explain by simple examples the fundamental concepts and language of modern ergodic theory, and thus to facilitate reading the special studies in this field. We are convinced that familiarity with this theory is now an urgent necessity for all those who are interested in the problem of stability of nonlinear oscillations and allied problems.

Furthermore, we shall use the most recent results of ergodic theory for a more detailed analysis of the motion of the basic model of (2.12) (see Sec. 3.5).

### 3.1. An Elementary Model of Stochasticity

First of all, we should simplify even further the basic model of (2.12). This involves the fact that ergodic theory is applicable mainly to systems having a finite phase space, which is not true of the basic model. The motion of the latter actually resolves into two substantially different processes (when $s \gg 1$ ): dynamic motion within a limited region of phase space that generates a "random"' succession of phases $\theta_{0}, \theta_{1}, \ldots, \theta_{\mathrm{n}}, \ldots$; and unlimited diffusion in I. Only the former of these processes is related properly to ergodic theory, whereas the latter is described by the kinetic equation. We shall show how one can separate the two processes, using the example of the basic model. For convenience in writing down the transformation, we shall start by transforming to the new phase $\psi=\theta / 2 \pi$ having the period of unity. It is convenient to assign the latter by the operation of taking the fractional part: $\{x\}=x-[x]$, where $[\mathrm{x}]$ is the integral part. Now let us introduce instead of I the new variable $\varphi=\{T \omega(\mathrm{I}) / 2 \pi\}$. The meaning of this is that we want to distinguish only those changes in I that lead to a change in the phase $\psi$, and thus to eliminate the diffusion process. In the new variables, the transformation takes on the form

$$
\begin{equation*}
\bar{\varphi}=\{\varphi+k f(\psi)\}, \quad \bar{\psi}=\{\psi+\bar{\varphi}\} \tag{3.1}
\end{equation*}
$$

and is also canonical. Here $k=\epsilon \omega^{\prime} \mathrm{I}_{0} \mathrm{~T} / 2 \pi$. The phase space of the system of (3.1) is now restricted to a unit square having sides that are identical in pairs, or to a unit torus. We shall call the model of (3.1) the elementary model.

In this chapter, we shall use it along with other simple models to illustrate the fundamental concepts of modern ergodic theory.

To avoid misunderstanding, we emphasize that not only do we not intend to furnish a proof of the theorems of ergodic theory, but not even to formulate them ex-
actly. Our fundamental aim is to explain as graphically as possible, if we can so say it, the physical meaning of ergodic theory.

We recommend to readers who are interested in the properly mathematical side of this theory, first of all, the book by Halmos, ${ }^{[23]}$ which is apparently the most accessible of the specialized texts. The current state of the theory has been presented rather fully in the reviews by Rokhlin and by Anosov and Sinaĭ. ${ }^{[16]}$

### 3.2. Methods of Describing Motion in Ergodic Theory

The starting point is the phase trajectory of the motion, i.e., the trajectory in the phase space $x(t)$ of the system, where $x$ denotes the phase vector (the set of coordinates in phase space). For the elementary model of (3.1), $\mathrm{x}=(\varphi, \psi)$, while the time is discrete: $\mathrm{t}=\mathrm{n}$ (integer). We shall call such a motion a cascade. ${ }^{[18]}$ Motion in continuous time, as given, e.g., by differential equations, is called a flow.

Another way of describing motion involves use of some function $f(x)$ of the point in phase space, which is generally complex. The latter can be any quantity, e.g., the energy of the system. However, we shall assume below for the sake of graphic presentation that $f(x)$ is the distribution in phase space that is usual in statistical mechanics, or the (phase) density. ${ }^{[22]}$

A singular density $\left(\mathbf{f}=\bar{\delta}\left(\mathbf{x}-\mathrm{x}_{0}(\mathbf{t})\right)\right.$ ) is equivalent to description in terms of a single trajectory. In ergodic theory, one usually uses a non-singular density $f(x)$, excluding special trajectories in quantity of measure zero. However, we note that a non-singular density is unobservable in principle (unrealizable)*, and therefore it can be used only as an auxiliary, intermediate concept.

The time variation of the phase density $f(x, t)$ is determined by the motion of the system along phase trajectories:

$$
\begin{equation*}
f(x, t+T)=\hat{S}_{r} f(x, t)=f(\hat{T} x, t) ; \tag{3.2}
\end{equation*}
$$

Here $\hat{\mathbf{T}}$ is the operator for displacement of the phase point along the trajectory in the time T , and $\hat{\mathrm{S}}_{\mathrm{T}}^{\prime}$ is the operator for the variation in the function during the same time (the classical analog of the S-matrix; see, e.g. ${ }^{[24]}$ ). For a cascade, the operator $\hat{\mathrm{T}}$ is given by a transformation, e.g., (3.1). The meaning of introducing the new operator $\hat{\mathrm{S}}_{\mathrm{T}}$ is that it is linear, while it is also unitary for a transformation that is reversible and that preserves measure.

An important characteristic of the operator $\hat{\mathrm{S}}_{\mathrm{T}}$ is its spectrum. First let us define the scalar product of two vectors in Hilbert space as

$$
\begin{equation*}
\langle g, f\rangle=-\int g f d \Gamma \tag{3.3}
\end{equation*}
$$

It will be convenient for us henceforth to introduce the correlation coefficient of the functions $\mathrm{g}, \mathrm{f} \dagger: \rho(\mathrm{g}, \mathrm{f})$
$=\langle\mathrm{g}, \mathrm{f}\rangle-\langle\mathrm{g}\rangle\langle\mathrm{f}\rangle$.

[^4]In the special case in which $\mathrm{g}=\hat{\mathrm{S}}_{\mathrm{T}}$, one speaks of autocorrelation. According to the theorem of Khinchin, ${ }^{[25,26]}$ this determines the spectrum $S(\omega)$ :

$$
\begin{equation*}
\left\langle\hat{S}_{T} f, f\right\rangle=\int_{-\infty}^{\infty} e^{i \omega T} S(\omega) d \omega ; \tag{3.4}
\end{equation*}
$$

Here T is a variable parameter, so that the autocorrelation is a function of $T$ and a functional of $f$. Of course, the correlation spectrum $S(\omega)$ depends on $f$, but the type of spectrum does not depend on $f$ within certain limits. ${ }^{[16]}$ Below we shall deal with two fundamental types of spectra, discrete and continuous. In the former case, the spectral density $\mathrm{S}(\omega)=\sum_{\mathrm{k}} \mathrm{C}_{\mathrm{k}} \delta\left(\omega-\omega_{\mathrm{k}}\right)$. In the latter case, the function $\mathrm{S}(\omega)$ is continuous and finite.

### 3.3. Ergodicity of Motion, or How Probability Appears in Dynamic Theory

Ergodicity of motion is perhaps the best-known property of a statistical system. This concept was introduced into physics by Boltzmann, and it is usually associated with the idea of trajectories of motion that uniformly fill (according to an invariant measure) all of the accessible phase space. Moreover, ergodicity implies that in the limit (as $t \rightarrow \infty$ ) the fraction of the time ( $\mathrm{t}_{\mathrm{A}} / \mathrm{t}$ ) that the system spends in any element (A) of phase space is proportional to the phase volume $\Gamma_{A}$ of this element:

$$
\begin{equation*}
w_{A}=\lim _{i \rightarrow \infty} \frac{i_{A}}{i}-\frac{\Gamma_{A}}{\Gamma} . \tag{3.5}
\end{equation*}
$$

The existence of the limit in (3.5) is the central (Birkhoff-Khinchin) theorem of the classical ergodic theory, and it permits one to introduce the concept of probability for a single dynamic trajectory. ${ }^{[25]}$ In (3.5), $w_{A}$ denotes the probability that the system will occupy the region $A$.* The agreement between probability as thus introduced with our empirical concept of it will be discussed in Sec. 3.6.

The Birkhoff-Khinchin theorem ${ }^{[25]}$ implies the existence of the limit in (3.5) only from the existence of a finite invariant measure. Hence, all Hamiltonian systems are ergodic in a certain sense. In order to explain this assertion, which seems strange at first glance, we must make more precise the concept of 'accessible phase volume" that figures in the definition of ergodicity given above. In some cases, e.g., the elementary model of ( 3.1 ), this can be all of phase space. However, usually only a certain subspace is '‘accessible,'" as defined by single-valued integrals of motion. ${ }^{[28]}$ In an autonomous (closed) system, there is always at least one such integral, the energy $W$, which defines the energy surface $\mathrm{W}=$ const in phase space. It has the number of dimensions $2 \mathrm{~N}-1$, where N is the number of degrees of freedom of the system.
*For a system that consists of a very large number $\mathrm{N} \rightarrow \infty$ of identical subsystems, or "particles", one can use another definition of the probability in phase space of a single "particle" (the so-called $\mu$-space): $w_{a}=\lim _{( }\left(N_{a} / N\right)$. This is the usual way of introducing the distribution function and assumptions on the permissible initial conditions that $w_{a}$ depends on for any $N \rightarrow \infty$. [ ${ }^{27}$ ] The phase space of the entire system in which the probability (3.5) is defined is called the $\Gamma$-space.

We shall call a system maximally stable if it possesses N single-valued integrals. Then the "accessible phase volume" is reduced to a surface of $N$ dimensions. In terms of the separable variables of action and angle, this is an N -dimensional torus:

$$
I=\text { const }, \quad \theta_{h}=t \omega_{k} \quad\left(I_{1}, \ldots, I_{N}\right)+\theta_{k 0} .
$$

A larger number of single-valued integrals, up to $2 \mathrm{~N}-1$, is possible only on resonance tori $\sum_{k=1}^{N} n_{k} \omega_{k}=0$ (where the $n_{k}$ are integers),${ }^{[28]}$ the measures of which in the phase space of the system are zero.

On non-resonance tori that have measures of unity in phase space, the phase trajectory is not closed, and it covers the entire torus. The latter property is called transitivity (on the torus). According to the Birkhoff theorem, ${ }^{[25]}$ transitivity is equivalent to ergodicity. In a somewhat simplified fashion, one can formulate this theorem as follows: if a trajectory fills any region of phase space, then it fills it uniformly (in terms of the measure imposed on it, see the following remark). However, in physics, one understands as ergodicity a case in which the motion is transitive on the energy surface.* If this condition is not satisfied, then the system can always be divided into ergodic components. This means that one can always represent all of the phase space as a sum (union) of a finite or countable number, or even a continuum of subspaces. In each of the subspaces, motion is transitive, and hence ergodic. An example of this is the above-mentioned multitude (continuum) of tori of a maximally stable system.

Thus, the problem of ergodicity is reduced to seeking the maximum region of transitive motion.

In spectroscopic language, ergodicity is equivalent to the condition that the number unity should be a nondegenerate eigenvalue of the operator $\hat{\mathrm{S}}_{\mathrm{T}}$. This condition ensures transitivity of motion. Otherwise, subspaces arise that are invariant during motion, and the system breaks down into ergodic components in number equal to the number of different eigenfunctions corresponding to the eigenvalue unity.

Uniform filling of phase space by the trajectory leads to relaxation of any initial distribution function $f(x, t)$ to a constant $\left[\left[^{\left[{ }^{23}\right]}\right.\right.$ the latter is always an eigenfunction of the operator $\hat{\mathrm{S}}_{\mathrm{T}}$ having the eigenvalue unity, as is implied by the expression (3.2). This property of ergodic motion can be expressed by the equality

$$
\left.\begin{array}{rl}
\overline{f(x, t)} \equiv \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \hat{S}_{k r} f(x, t) & =\langle f(x, t)\rangle,  \tag{3.6}\\
\hat{S}_{k x} f(x, t) & =f(x, t+k T)
\end{array}\right\}
$$

Here, as we see from the definition, the overline denotes averaging over the time in terms of the step T. The equality $\bar{f}=\langle f\rangle$ holds almost everywhere in phase space, i.e., perhaps except for a set of points of measure zero. The latter qualification is typical of the entire ergodic theory.

[^5]The relation (3.6) expresses the well-known equality in statistical mechanics of time ( $\overline{\mathrm{f}}$ ) and phase ( $\langle\mathrm{f}\rangle$ ) averages. However, it is essential to emphasize that relaxation in an ergodic system occurs only in the time average, whereas the function $f(x, t)$ generally varies quasiperiodically, since the spectrum can be discrete (see above).

The condition of ergodicity (in a given set) can also be expressed by using the correlation coefficient of the functions $\mathrm{f}(\mathrm{x}, \mathrm{t})$ and $\mathrm{g}(\mathrm{x})\left(\rho_{\mathrm{T}}(\mathrm{f}, \mathrm{g}) \equiv \rho\left(\mathrm{S}_{\mathrm{T}} \mathrm{f}, \mathrm{g}\right)\right.$ ) (Sec. 3.2) in the form:

$$
\begin{equation*}
\overline{\rho_{T}(f, g)} \equiv \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \rho_{h T}(f, g)=0 . \tag{3.7}
\end{equation*}
$$

In the special case $g(x)=f(x, 0)$, we get an analogous relation for the autocorrelation.

Finally, we shall introduce another important quantity: the transition probability $\mathrm{w}_{\mathrm{ik}}(\mathrm{T})$ between two regions of phase space $A_{i}$ and $A_{k}$. The basis for introducing such a quantity is the fact that trajectories that link the two regions always exist for ergodic motion. Let $\hat{\mathbf{T}} \mathrm{A}_{\mathbf{i}}$ be the region into which the region $A_{i}$ transforms in the time T by motion along the trajectories. Its measure of overlap with the region $A_{k}$ is*: $\Gamma_{i k}(T)=\Gamma\left(\hat{T} A_{i} \cap A_{k}\right)$, and we shall call the transition probability:

$$
w_{i k}(T) \equiv \Gamma_{i k}(T)
$$

It turns out ${ }^{[23]}$ that ergodicity implies that

$$
\begin{equation*}
\overline{w_{i k}(T)} \equiv \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} \Gamma_{i k}(l T)=\Gamma_{i} \Gamma_{k}=w_{i} w_{k}, \tag{3.8}
\end{equation*}
$$

where $w_{l}$ is the probability that the trajectory will enter the region $A_{l}$, which is equal to the measure $\Gamma_{l}$ of the region ( $\Gamma=1$ ) (see above).

We can derive the relation (3.8) directly from (3.7) by taking as the functions $f(x, 0)$ and $g(x)$ the so-called characteristic functions of the regions $\mathrm{A}_{\mathrm{i}}$ and $\mathrm{A}_{\mathrm{k}}$, i.e., functions that are equal to unity within the corresponding regions, and zero outside.

### 3.4. Motion Involving Mixing, or Turbulence of Phase Flow

According to the preceding section (Sec. 3.3), the spectrum of an ergodic system can be discrete, and this means that its motion is quasiperiodic. A characteristic feature of such motion is its regularity. In particular, this implies that the trajectory returns to the starting point within a given accuracy after a definite interval of time having an upper bound. An example of this is motion on the surface of a two-dimensional torus with constant frequencies $\omega_{1}$ and $\omega_{2}$ whose ratio is irrational. The frequencies of the spectrum in this case are: $\omega_{\mathrm{k} l}=\mathrm{k} \omega_{1}+l \omega_{2}$, where k and $l$ are integers. When $\omega_{1} \ll \omega_{2}$ or $\omega_{2} \ll \omega_{1}$, the regularity of the circuit of the torus is especially graphic. The pattern of motion then resembles the scanning of the ray on a television screen, and it has nothing in common with our intuitive notion of a random process. Hence, ergodicity is too weak a property from the standpoint of creating a model of a random process. To use a hydrodynamic analogy, we can say that the phase flow, i.e., the set of all trajector-

[^6]ies in the phase space of the system is laminar in this case. A turbulent phase flow is called mixing ${ }^{[23]}$ (see Sec. 2.4). This is one of the fundamental concepts of modern ergodic theory, as contrasted with the classical theory, which stops with ergodicity. In the language, respectively, of relaxation of density, correlation, and transition probability, an exact definition of mixing has the form:
\[

\left.$$
\begin{array}{l}
\lim _{t \rightarrow \infty} f(x, t)=\langle f(x, t)\rangle,  \tag{3.9}\\
\lim _{T \rightarrow \infty} \rho_{T}(f, g)=0, \\
\lim _{T \rightarrow \infty} w_{i n}(T)=w_{i} w_{k} .
\end{array}
$$\right\}
\]

A characteristic feature of these relations is the irreversibility of the relaxation process in mixing, in distinction from the quasiperiodic variation in time of the quantities $\mathrm{f}(\mathrm{x}, \mathrm{t}), \rho_{\mathrm{T}}(\mathrm{f}, \mathrm{g})$, and $\mathrm{w}_{\mathrm{ik}}(\mathrm{T})$ when only the ergodicity of (3.6)-(3.8) exists. In other words, in ergodicity, the limiting values are attained only in the time average, while in mixing, they arise asymptotically after a long enough time. This is already considerably closer to our intuitive notion of a random process. In particular, mixing gives rise not only to the concept of probability, but also to that of statistically independent events (for a single trajectory!). For example, the latter might be the passage of the trajectory into different regions of phase space (the last relation in (3.9)). We note that the second relation in (3.9) is the well-known law in statistical mechanics of uncoupling of time correlations.

We shall introduce another auxiliary concept that will help in explaining more deeply the mechanics of mixing. This is the so-called weak mixing, as defined by the equivalent conditions

$$
\begin{align*}
|f(x, t)-\langle f(x, t)\rangle| & =0,  \tag{3.10}\\
\frac{\left|\rho_{T}(f, g)\right|}{\left|w_{i k}(T)-w_{i} w_{k}\right|} & =0,
\end{align*}
$$

At first glance, this is very similar to ergodicity (cf. (3.6)-(3.8)). However, the essential difference consists in the fact that here we take the absolute values of the quantities as approaching zero. Hence, in fact, the property of weak mixing is closer to mixing in (3.9) than to ergodicity.

With weak mixing, recurrence of the density $f(x, t)$ is possible. That is, it can deviate strongly from the equilibrium (limiting) value for any $t \rightarrow \infty$. However, the frequency of these deviations, or their duration, must approach zero as $\mathrm{t} \rightarrow \infty$.

According to ergodic theory, ${ }^{[23]}$ weak mixing is equivalent to a continuous spectrum of the operator $\hat{S}_{T}$. This implies that strong mixing also has a continuous spectrum. This is also implied directly by the irreversible nature of the relaxation process in (3.9).

According to the relations (3.9), irreversibility of the relaxation process does not contradict the inverse Poincaré theorem, ${ }^{[23]}$ since the latter deals with the phase trajectory of the motion, rather than with the distribution function (cf. Sec. 3.2).* We shall take up this problem in somewhat greater detail, because a false understanding of the inverse theorem has become wide-

[^7]spread in the physics literature as being an assertion of quasiperiodicity of motion (see, e.g. ${ }^{[19,29,30]}$ ). If we take the latter term literally, it is equivalent to a discrete spectrum of motion $*^{[38]}$ and of autocorrelations. Nevertheless, the spectrum is continuous in mixing, although the inverse Poincaré theorem, which rests only on the existence of an invariant measure, remains valid, of course. Perhaps this error is terminological to a considerable extent, and arises from stretching the concept of quasiperiodic motion. It is important to emphasize that recurrence of trajectories is substantially different in nature when the spectrum of motion is discrete, or continuous. In the former case, recurrence is regular in the sense that there is a lower non-zero bound for the frequency of recurrence for a given accuracy of recurrence. In other words, recurrence necessarily occurs in the course of a finite time interval. In the latter case, the lower bound of the frequency of recurrence is zero, in spite of the fact that recurrence will occur an infinite number of times, according to the Poincaré theorem. ${ }^{[23]}$ The motion along the trajectory is irregular ('aperiodic'") in the latter case, and to no extent contradicts a "real" random process, and in particular, a state of statistical equilibrium (with fluctuations!).
Hence, the statements that one sometimes encounters that statistical notions are inapplicable to large enough time intervals that exceed the Poincaré cycle ${ }^{[30]}$ are erroneous in their very essence. $\dagger$ The relations (3.9) show that the situation is just the opposite: the longer the time interval, the more exact statistical ideas are in mechanics.

### 3.5. K-entropy and the Kinetic Equation

Mixing brings about relaxation to a state of statistical equilibrium. However, this property generally does not suffice for deriving the kinetic equation that describes the relaxation process itself. The point is that a dynamic system can be described statistically only after limiting relations like (3.9) have been satisfied to a given degree of accuracy. Let this occur over the time $\sim \tau_{n}$. Then the characteristic diffusion time that is defined by the kinetic equation must be much larger: $\tau_{D} \gg \tau_{n}$. This inequality can be satisfied, inasmuch as the diffusion and mixing can refer to different coordinates of phase space. For example, such a situation occurs in our basic model of (2.12). Here diffusion occurs in I, and it is characterized by a time scale: $\tau_{D} \sim \epsilon^{-2}$ (in steps). However, mixing affects fundamentally the phase $\theta$, and it occurs in a time $\tau_{n} \sim 1$ (for a more detailed discussion of this problem, see Chap. 7).

The law of relaxation (uncoupling of correlations) upon mixing in (3.9) is also of no little importance. The point is that, under usual conditions (in particular, in a limited volume), diffusion leads to exponential relaxa-
*More exactly, the term quasiperiodic even denotes a certain special type of discrete spectrum having a finite number of fundamental frequencies: $\omega_{n_{1}} \ldots n_{N}=n_{1} \omega_{1}+\ldots+n_{N} \omega_{N}$. In the general case of a discrete spectrum, one refers to an almost-periodic function.
$\dagger$ However, we note that the kinetic equation actually becomes inapplicable for large times, since it does not describe the fluctuations, which are substantial for these times. Of course, however, this does not mean that a statistical description is generally inapplicable.
tion. Hence, clearly, if we want to have a statistical description with sufficient accuracy, then uncoupling of correlations at least must also follow an exponential law (but, of course, with a shorter characteristic time). It turns out that real mechanical systems usually actually obey such a mixing law. This fact was first established by Krylov. ${ }^{[13]}$ Later, independently of Krylov's work, Kolmogorov ${ }^{[31]}$ introduced a special quantity, the entropy of a dynamic system ( h ), which is equal in order of magnitude to the reciprocal of the time for uncoupling of correlations. Below we shall call this quantity the Krylov-Kolmogorov entropy, or the K-entropy.*

Strict definition of K-entropy is conveniently associated with the property of local instability of motion (Sec. 2.4), which characterizes the divergence of neighboring trajectories. One can study local instability by means of linearized equations of motion, or variational equations, which are also called tangential transformation.*

First we shall examine the case of a cascade defined by some transformation. Let $l$ and $l^{\prime}$ be the length of the tangential vector (the distance between the two trajectories) before and after the transformation. Then the K-entropy of the cascade can be defined as ${ }^{[15]}$

$$
\begin{equation*}
h=\overline{\lim _{l \rightarrow 0} \ln \left(\frac{\bar{l}}{l}\right)}, \tag{3.11}
\end{equation*}
$$

Here the overline denotes time-averaging (Sec. 3.3), i.e., averaging along the trajectory of motion. This expression is convenient for finding the entropy experimentally, e.g., by numerical solution of the equations of motion (Chap. 4). In the given case of a cascade, according to (3.11), the K-entropy characterizes the mean divergence per step of neighboring trajectories.

Now we shall proceed to a flow, which we shall envision as the limit of a cascade whose step duration $\mathrm{T} \rightarrow 0$. Then we have from (3.11):

$$
\begin{equation*}
h==\overline{\lim _{T \rightarrow 0}\left(\frac{1}{T} \lim _{i \rightarrow 0} \ln \left(\frac{l}{T}\right)\right)} . \tag{3.11a}
\end{equation*}
$$

This expression immediately gives rise to an exponential law of growth of local instability:

$$
l(t)=l(0) e^{h l}
$$

According to (3.11a), the K-entropy equals the mean increment of this instability.

The theory ${ }^{[15]}$ permits one to derive an expression that is more convenient for analytically calculating the K-entropy directly in terms of the parameters of the system. For a cascade, this can be done as follows. Like every linear transformation, a tangential transformation is characterized by a matrix whose product of eigenvalues $\prod_{i} \lambda_{i}=1$, because of conservation of phase volume. If the transformation coefficients, and this implies also the $\lambda_{i}$, were constant, then instability would correspond simply to real $\lambda_{i}$, while complex conjugate values of $\lambda_{i}$ would correspond to local stability. The elementary model of (3.1) with $f(\psi)=\psi$ gives an example of such a very simple case. Uncomplicated calculations give the eigenvalues and eigenvectors:

[^8]\[

$$
\begin{align*}
\lambda & =1+\frac{K}{2} \pm \sqrt{K\left(1+\frac{K}{4}\right)} \rightarrow\left\{\begin{array}{l}
K, \\
K^{-1},
\end{array}\right. \\
\operatorname{tg} \theta & =\frac{K}{\lambda-1} \rightarrow\left\{\begin{array}{l}
1-1 / K, \\
-K,
\end{array}\right. \tag{3.12}
\end{align*}
$$
\]

where $K(\psi)=k f^{\prime}(\psi)=\mathbf{k}$ in the given case; $\theta$ is the angle between the $\psi$ axis and the eigenvector having $\lambda>1$; the latter expressions give the limiting values as $K \rightarrow \infty$. Local stability corresponds to the interval

$$
\begin{equation*}
-4<K<0 \tag{3.13}
\end{equation*}
$$

The motion is unstable for the remaining values of K .
Figure 2 depicts schematically the transformation of a small region of phase space in the latter case. The region expands exponentially ( $\sim \lambda^{n}$ ) along the eigenvector having $\lambda^{+}>1$, and it contracts along the vector having $\lambda^{-}<1$. The mixing process begins when the length of the region attains the maximum dimensions of the phase region of the system (Fig. 2, cf. Sec. 2.4).

We can easily see that, as $t \rightarrow \infty$, the direction of almost any tangential vector will approach the direction of the expansion eigenvector. Hence, (3.11) goes over into

$$
\begin{equation*}
h=\ln \lambda^{+} . \tag{3.14}
\end{equation*}
$$

In the typical case in which the coefficients of the tangential transformation are variable (in phase space), the problem of local instability is considerably complicated. On the one hand, instability can occur even for complex-conjugate values of $\lambda$, owing to parametric resonance. On the other hand, real $\lambda(x)$ do not yet guarantee local instability, since expansion of a phase region can turn into compression, owing to rotation of the eigenvectors. In turn, this can lead to limited oscillations of neighboring trajectories, i.e., local stability.* In this case, we must find the solution of the linearized equations over the entire time axis. We note that an analogous procedure has already been applied for a long time in hydrodynamics ${ }^{[32]}$ to obtain the criterion for appearance of turbulence.

On the other hand, local instability is possible even when $h=0$, although it does not grow exponentially in this case. For example, a local instability $l \propto t$ formally exists for any non-linear oscillations, owing to the frequency shift between trajectories. However, by all reasonable criteria, such motion should be considered stable. On the contrary, there are examples of mixing (i.e., unquestionably unstable motion) having $h=0$. This shows that the property of local instability must be used with some caution. A rigorous mathematical study of this problem for an extensive class of dynamic systems has been made only relatively recently by Anosov and Sinař. ${ }^{[14-16]}$ They showed that exponential local instability for all initial conditions, both in the fundamental and tangential spaces, entails statistical properties: positive K-entropy,* mixing, and ergodicity.

The Anosov-Sinal theory permits us to amplify somewhat the result given above for the elementary model. Namely, Oseledets and Sinal have shown that the motion of this model shows statistical properties if

[^9]\[

$$
\begin{equation*}
\left|f^{\prime}(\psi)\right| \geqslant \hat{C} \tag{3.15}
\end{equation*}
$$

\]

where $C>0$ is a certain constant. The meaning of the latter condition consists in the idea that there are no stable regions in (3.13) if $k>4 / \mathrm{C}$ is large enough.

This result is the most that modern ergodic theory can give for an oscillatory system. Owing to taking the fractional part in (3.1), the perturbation proves not to be smooth under the condition (3.15). In the real case, stable regions can exist near the points $f^{\prime}=0$ for any $k \rightarrow \infty$. This rules out the possibility of rigorous application of the modern theory.* On the other hand, the dimensions of these regions approach zero with increasing $k$ :

$$
\begin{equation*}
\Delta \psi \approx \frac{4}{k f^{\prime \prime}} \tag{3.16}
\end{equation*}
$$

Hence, we can assume that one can actually neglect the effect of the stable regions, in spite of the inapplicability of the rigorous theory, provided only that $k \gg 1$. Numerical experiments with the elementary model ultimately confirm this conclusion, although they show that it is far from trivial (Chap. 4). Upon adopting this conclusion, we can determine that the stochasticity boundaries for the elementary model lie in order of magnitude at $K \sim 4$. By using (2.13), we get for the basic model of (2.12): $s \sim 2$. This agrees with the initial estimate of (2.11). There is no point in refining the latter estimate, since the very concept of the stochasticity boundary is approximate. Indeed, there is an entire transitional zone ( $s \sim 1$ ) having a very complex structure in the phase plane.

In the case being treated where $\lambda(x)$ is variable, the K-entropy is expressed in terms of some value of $\lambda^{+}(x)$ averaged over phase space. ${ }^{[15]}$ The overall situation is somewhat simplified for the elementary model when $K \gg 1$, because the direction of the eigenvectors remains almost constant here (3.12), except for a narrow phase interval ( $\Delta \psi \sim 1 / k)$ near the stability region of (3.13). The general theory ${ }^{[15,8]}$ leads to the expression

$$
\begin{equation*}
h \approx\left\langle\ln \lambda^{+}(x)\right\rangle \approx(\ln |K(\psi)|\rangle \tag{3.17}
\end{equation*}
$$

Analogously, for the basic model we get

$$
\begin{equation*}
h \approx \ln \left|\varepsilon \omega^{\prime} I_{0} T\right|+\langle\ln | f^{\prime}(\theta)| \rangle \tag{3.18}
\end{equation*}
$$

Figure 2 demonstrates graphically that local instability of motion combined with limited phase space of a system leads to mixing of trajectories. Hence we can say that local instability is the original cause of the mixing process, and this implies also that it serves thus for all the statistical properties of the dynamic system. This is why the K-entropy is the most essential statistical characteristic of a dynamic system, as Krylov ${ }^{[13]}$ also has emphasized.

As Anosov showed, ${ }^{[14]}$ exponential local instability of motion gives rise to another highly important property of a stochastic system: its coarseness, or structural stability. As we know (see, e.g.[50]), the latter implies that the topological structure of the phase trajectories is independent of small variations in the equations of
*To fill out the picture, we note that there are no stable regions in another mechanical system: colliding spheres, which are a model in a certain sense for molecular systems. This permitted Sinaĭ [ ${ }^{34}$ ] to prove rigorously its statistical properties.


FIG. 2. A schematic representation of the mixing process for the elementary model of (3.1) with $\mathrm{f}(\psi)=\psi(\mathrm{k} \geqslant 1)$. The initial region is the square; the numerals give the step number. The direction of extension approximately coincides with the diagonal of the phase square, while the direction of compression coincides with the $\varphi$ axis.
motion. This makes it possible to restrict the treatment in studying stochasticity to the first approximation of the perturbation theory, and also to apply widely various approximate models.

The example in Fig. 2 shows that coarse mixing of large $(\sim 1)$ regions of phase space occurs in a time $\tau_{n}$ $\sim h^{-1}$. In addition, the overall pattern of development of local instability lets us conclude that fine mixing, i.e., mixing of small regions, occurs with a delay: $t\left(\Delta_{0}\right)$ $\sim\left(\left|\ln \Delta_{0}\right|\right) / h$, where $\Delta_{0}$ is the original size of the region. This estimate also characterizes the dependence of the spatial scale of mixing on the time $\left(\Delta_{0}(t)\right)$.

In conclusion, let us take up the relation of K-entropy to ordinary the rmodynamic entropy. ${ }^{[8]}$ As we know, the latter characterizes the statistical state of a system, and it depends only on the distribution function: ${ }^{[22]}$

$$
\begin{equation*}
H=-\int d \Gamma f \ln \left(f \Gamma_{0}\right) \tag{3.19}
\end{equation*}
$$

Here $\Gamma_{0}$ is a certain constant that has the dimensions of volume of phase space. In statistical physics, this constant is defined by quantizing phase space: $\Gamma_{0}=(2 \pi \mathrm{~h})^{\mathrm{N}}$. The physical meaning of the quantity $\Gamma_{0}$ is that it characterizes the minimum cell of subdivision of phase space. In the classical case, one can also introduce a minimum cell by the following considerations. In its physical meaning, the entropy characterizes the statistical properties of the system that arise from the mixing process. However, the latter is characterized by the scale $\sim \Delta_{0}$ (see above). Hence, we can assume that $\Gamma_{0} \sim \Delta_{0}(t)$.

The new entropy $H\left(f, \Delta_{0}\right)$ thus defined now characterizes not only the statistical state of the system (as a function of $f$ ), but also the dynamics of mixing (as a function of $\left.\Delta_{0}(t)\right)$. For an arbitrary fixed $\Delta_{0}$, we return to the ordinary thermodynamic entropy of (3.19), which is defined in classical physics apart from an arbitrary constant $\left(-\ln \Gamma_{0}\right)$. This means that we neglect here the residual dynamic correlations in regions of the scale $\Delta_{0}$. When f is fixed (i.e., the statistical state of the system is fixed), we get another entropy, which characterizes the mixing process. In the latter case, it is convenient to choose $f=1$, i.e., the state of statistical equilibrium. The entropy $H\left(1, \Delta_{0}\right)$ thus defined increases monotonically for any system that shows mixing. However, in the case of exponential local instability of mo-
tion, the quantity $\mathrm{H}\left(1, \Delta_{0}\right)$ proves to be asymptotically proportional to the time. Hence, it is natural to introduce its mean rate of variation as a characteristic of the mixing:

$$
\begin{equation*}
-\lim _{t \rightarrow \infty} \frac{1}{t} \int d \Gamma \ln \Delta_{0}(t)=h \tag{3.20}
\end{equation*}
$$

And this is the dynamic entropy that Kolmogorov introduced to describe the process of mixing. ${ }^{[31]}$

### 3.6. Is Motion Involving Mixing a True Random Process?

This question lies outside the framework of purely mathematical theory, but it is essential for physics. A formal definition of a random process includes two fundamental requirements (see, e.g. ${ }^{[37]}$ ). The first is the possibility of introducing probability; this ensures the existence of the limit in (3.5) for an ergodic system. The second requirement, the so-called irregularity of the process, ultimately implies that this process lacks an algorithm. Evidently, the second requirement is violated by definition in dynamic systems. However, this requirement is not convincing from the standpoint of physics. Moreover, we can suppose that the imagined property of irregularity belongs to those properties that are unobservable in principle. In fact, any (temporally) finite realization of even an "absolutely" random process can always be approximated by some regular function, e.g., a Fourier or Taylor series. Of course, we can convince ourselves that some process is regular by predicting its future course. However, any apparent irregularity may prove actually to be the realization of a rather complex algorithm. Hence, we assume that the requirement of irregularity can be eliminated from the definition of a random process. ${ }^{[8]}$ Instead of this, we can base the definition of a random process on the motion of an ergodic dynamic system that shows mixing and K-entropy. In ergodic theory, such systems are called K -systems after Kolmogorov, who discovered them.$^{[31]}$

In fact, the motion of a K-system is regular in a certain sense, and this is manifested, in particular, in residual autocorrelations. However, these correlations decay exponentially with time, so that we can neglect them under the condition ht $\gg 1$. One might object that such a definition of a random process would be imperfect. However, this is just we observe experimentally, since a process of statistical relaxation always preserves a contribution of the initial state, although it is exponentially small.

A "true" random process, as fixed, say, by the probability of a transition (a Markov process) can be treated here as the limiting case of the motion of a K-system, in which we can neglect the regular phase of growth of exponential instability (see Sec. 3.5), and this implies also neglecting the residual correlations. Correspondingly, the entropy of a 'true"' random process $h=\infty$.

Thus, as we see it, the idea is not ruled out that any random process in nature is realized by the motion of some K-system. However, we are far from thinking that this is the only possibility at present. Hence, we use the term stochasticity for a K-system and its motion, and

[^10]keep for the concept randomness its former, somewhat mystical content.

Stochasticity is possible only in a non-linear system, since a linear system is always maximally stable (Sec. 3.3). Hence, stochasticity makes it possible to construct a non-linear model of statistical laws. To fill out the picture, let us recall that there is also a quasilinear model of statistical laws, which was introduced by
Bogolyubov ${ }^{[38]}$, and which has now been made the basis of statistical mechanics. It is based on using an infinitely large thermostat ( $\mathrm{N} \rightarrow \infty$ ) with random initial conditions. ${ }^{[40,27]}$ The two models have been compared in detail $\mathrm{in}^{[8]}$.

## 4. NUMERICAL EXPERIMENTS

As we noted above (Sec. 3.5), the problem of the motion of even the elementary model of (3.1) with a smooth perturbation proves to be insolvable by modern ergodic theory because of the regions of stability near the points $f^{\prime}=0$. The difficulties that arise here prove to be very deep, and they involve the very complicated structure of the phase space of the system. ${ }^{[39]}$ On the other hand, if $f(\psi)$ is smooth, the dimensions in terms of phase of the stable regions approach zero ( $\Delta \psi \sim 1 / \mathrm{k}$ ) (3.15) as $\mathrm{k} \rightarrow \infty$. Hence it is reasonable to assume, as has been done above (Sec. 3.5), that we can neglect the stable regions when $k \gg 1$. One naturally resorts to an experiment, 'real" or numerical, to test this assumption. The fundamental problem here is to select the best model. We think that one need not work with very complex models that are necessarily close to real mechanical systems, although some control experiments with such models are highly desirable (see Chap. 5).* We think that the elementary model exhibits fully enough the phenomenon of stochastic instability in all its complexity and variety. This will become especially evident somewhat later on, when we have become acquainted with the stochastic layer near the separatrix (Sec. 6.1).

The detailed numerical experiments with the elementary model described in ${ }^{[39]}$ confirm that the motion of the elementary model becomes stochastic when $\mathrm{k} \gg 1$ (actually already when $k>6$ ). $\dagger$

## 5. STOCHASTIC FERMI ACCELERATION

Before we proceed to a more detailed description of the mechanism of stochastic instability (Chap. 6), we shall examine a simple example of an actual mechanical system in which this instability arises.

In 1949, in order to explain the source of cosmic rays, Fermi proposed a mechanism of stochastic acceleration upon collision of charged particles with moving magnetic clouds in interstellar space. ${ }^{[49]}$ In explaining this mechanism, Fermi used an analogy with molecular collisions, and treated the magnetic cloud as a gigantic particle. However, because such a cloud is a macroscopic object whose motion would seem to be determined by dynamic laws, the question arises of whether statistical laws are applicable here, and if so, to what

[^11]extent. Only in 1961 did Ulam try to elucidate this question by numerical experiments on a very simple model.

### 5.1. The One-dimensional Model of Ulam ${ }^{[44]}$

The model is a particle moving between two planeparallel, infinitely heavy, and absolutely elastic walls. One of them is fixed, while the other oscillates according to a definite given law. Thus the latter serves as a model for a moving magnetic cloud. A numerical calculation of the motion of this system ${ }^{[44]}$ gave a negative result: acceleration was hardly observed. The velocity of the particle sometimes became as much as 3-4 times the velocity of the wall, and in most cases was of the order of magnitude of the velocity of the wall. However, according to the Fermi mechanism, the mean velocity of the particle should have increased indefinitely in proportion to the time. ${ }^{[49]}$

We give below a brief analysis of the motion of this model, following ${ }^{[45]}$.

Let the wall oscillate according to a "sawtooth" law in such a way that its velocity varies linearly with the time within each half-period. Further, let the minimum distance between the walls be $l$, and the amplitude of the oscillations of one of them be a. Then the motion of the particle between them can be described by the following approximate transformation,* which is valid under the condition a $\ll l$, the case which proves most interesting (see below):

$$
\left.\begin{array}{l}
\bar{v}=v+V(\psi-1 / 2),  \tag{5.1}\\
\bar{\psi} \approx\left\{\psi+\frac{V}{16 \bar{a} \bar{v}}\right\} ;
\end{array}\right\}
$$

Here $v$ and $\overline{\mathrm{v}}$ are the absolute values of the velocity of the particle before and after collision with the wall; $\mathrm{V} / 4$ is the amplitude of the velocity of the wall; and $\psi$ is the phase of the oscillation of the wall at the moment of impact, as defined on the interval $(0,1)$. The second equation of (5.1) is approximate; it takes account of the phase shift only for the minimum path length of the particle between collisions of $2 l$, the additional small segment $\sim$ a being neglected.

The transformation (5.1) is of the same type as the basic model of (2.12). We can find the condition for stochasticity most simply by using the relation (2.14):

$$
\begin{equation*}
s^{2} \sim|K|=\left|\frac{d \bar{\varphi}}{d \psi}-1\right| \approx \frac{l}{16 a}\left(\frac{V}{v}\right)^{2} \geqslant 4 . \tag{5.2}
\end{equation*}
$$

We find therefrom the stochasticity region in terms of velocity:

$$
\begin{equation*}
\frac{4 v}{V} \leqslant \frac{1}{2} \sqrt{\frac{l}{a}} . \tag{5.3}
\end{equation*}
$$

A rather unexpected condition ( $\mathrm{a} \ll l$ ) must be satisfied in order to get an appreciable acceleration ( $\mathrm{v} \gg \mathrm{V}$ ).

Figure 3 shows the velocity distribution function of the particles as expressed in terms of the parameter K for different values of the ratio $a / l$. These data were obtained in ${ }^{[45]}$ by numerical integration of the exact equations of motion of Ulam's model.

The distribution function was constructed from a single trajectory, and was defined as the ratio of the number of collisions of the particle with the wall that


FIG. 3. The velocity distribution function of the particles in the Ulam model v o $|\mathrm{K}|^{-1 / 2}(5.2)$. $1-\mathrm{a} / l=2.5 \times 10^{-3} ; 2-\mathrm{a} / l=10^{-4} ; 3-\mathrm{a} / l=$ $2.5 \times 10^{-5}$.
put the particle into the given velocity range to the total number of collisions, which was $10^{5}$. We see that the distribution function breaks off rather exactly at the value $|\mathrm{K}|=4$.

### 5.2. The Multidimensional Case

The situation changes substantially for the case of two (or more) dimensions. In particular, Sinaĭ has rigorously proved ${ }^{[34]}$ that stochasticity always exists in the elastic collision of any objects with a convex surface. We can rather graphically imagine this result to arise from exponential divergence of close trajectories due to scattering by the convex surface. On the contrary, existence of concave regions on the surface can produce regions of stability. A very simple example might be a modification of Ulam's model in which one of the walls is slightly concave and the multidimensional problem is treated. Evidently, the transverse motion will be stable here, and hence a stochasticity limit will exist, as in the one-dimensional case.

### 5.3. The Stochatron

As early as 1948, Burshteĭn, Veksler, and Kolomenskiĭ proposed using ordinary accelerators like the proton synchrotron or synchrotron in a stochastic mode. ${ }^{48]}$ To do this, they proposed applying an accelerating highfrequency voltage having a random phase. By using stochastic instability, one can achieve such a mode of acceleration with an ordinary (regular) high-frequency voltage, which is apparently more convenient in practice.

Let us derive the conditions for stochastic acceleration, while restricting the treatment for the sake of simplicity to the case of a homogeneous magnetic field B.* We can write the equations of motion in the form of a transformation of the type of the basic model:

$$
\left.\begin{array}{l}
\bar{W}=W-e U \cos \psi,  \tag{5.4}\\
\bar{\psi}=\psi \div \frac{2 \pi \omega}{\omega_{B}(\bar{W})},
\end{array}\right\}
$$

Here $W$ is the total energy of the particle; $U$ and $\omega$ are the amplitude and frequency of the accelerating voltage; and $\omega_{\mathrm{B}}=\mathrm{eBc} / \mathrm{W}$ is the Larmor frequency of the relativistic particle. We derive the condition for stochasticity in a way analogous to (5.2): $|\mathrm{K}|=2 \pi \mathrm{q}(\mathrm{eU} / \mathrm{W}) \mid \sin \psi$ $z 4$, or

[^12]\[

$$
\begin{equation*}
q \not \frac{W}{e U}, \quad U \rightleftharpoons \frac{B c}{\omega}, \tag{5.5}
\end{equation*}
$$

\]

where $q=\omega / \omega_{B}$ is the high-frequency ratio.
We can easily see that the stochasticity boundary in (5.5) corresponds to the condition for the so-called microtron acceleration ${ }^{[47]}$ in which a monotonic variation of the energy occurs, as is highly unusual for a nonlinear system.

The inequality in (5.5) shows that a microtron is converted into a stochatron by increasing the accelerating voltage of frequency, or by decreasing the magnetic field.

Finally, we mention another distinctive variant of the stochatron, which was applied in ${ }^{[48]}$ for preliminary heating of a plasma in a stellarator.

## 6. THE STOCHASTIC LAYER AND THE CONDITION OF OVERLAPPING RESONANCES

We shall now proceed to a more detailed description of the mechanism of stochastic instability. As we shall see below, the central point in elucidating this mechanism is to study the behavior of the system in the region in the phase plane that lies near the separatrix of a nonlinear resonance. We shall conduct this analysis on the example of the motion of a charged particle in the field of two plane waves. ${ }^{[21]}$

### 6.1. Motion of a Particle in the Field of Two Plane Waves

On the one hand, the system being treated is described by the general equations of non-linear resonance (2.1). On the other hand, it is of independent interest in plasma physics. Let one of the waves be a small perturbation. We shall write the equations of motion in the form

$$
\begin{aligned}
& \begin{array}{c}
\ddot{x}=-e \dot{E}_{0} \sin k_{0} x-e E_{1} \sin \left(k_{1} x-v t\right), \\
\varepsilon=E_{1} / E_{0} \ll 1
\end{array}
\end{aligned}
$$

or in dimensionless form,

$$
\left.\begin{array}{l}
\tau_{0} \frac{d v}{d t}=-\sin \xi-\varepsilon \sin \left(\frac{k_{1}}{k_{0}} \xi-v t\right),  \tag{6.1}\\
\xi=k_{0} x, \quad v=\tau_{0} k_{0} \dot{x}, \quad \tau_{0}=\sqrt{m e E_{0} k_{0}},
\end{array}\right\}
$$

Here $2 \pi \tau_{0}$ is the period of the small unperturbed oscillations. The trajectories of unperturbed motion in the phase plane are analogous to those depicted in Fig. 1, provided that $\xi$ and $v$ are plotted as the abscissa and ordinate, respectively. Using the usual operations, we can introduce the new variables of action (I) and angle ( $\theta$ ), and rewrite Eq. (6.1) in the form

$$
\left.\begin{array}{l}
\dot{I}=-\frac{\varepsilon}{\omega 1 \tau_{0}^{2}} v \sin \left(\frac{k_{1}}{k_{0}} \xi-v t\right),  \tag{6.2}\\
\dot{\theta}=\omega,
\end{array}\right\}
$$

Here $\omega=\omega(\mathrm{I})$ is the non-linear frequency of the unperturbed oscillations of the particle in the potential well. Near the bottom of the well, $\omega \rightarrow 2 \pi / \tau_{0}$, while $\omega \rightarrow 0$ as we approach the separatrix.

We shall describe qualitatively the perturbed behavior of the particle near the separatrix (here $\omega \tau_{0} \ll 1$ ). The particle spends relatively little time ( $\sim \tau_{0}$ ) near the center of the well, and its velocity $v$ here is close to its maximum value. Conversely, most of the time
( $\sim 2 \pi / \omega \gg \tau_{0}$ ), the particle is found near the turning points, where its velocity is near zero. This fact can also easily be established formally by exact solution of the unperturbed problem. If now we substitute on the right-hand side of (6.2) the unperturbed frequency $v$, then the force acting on the particle can be represented in the form of a succession of very narrow pulses that follow one another at a very large interval $\sim \omega^{-1}$. The change in the action resulting from a pulse can be written in the form

$$
\left.\begin{array}{rl}
\Delta I & =\frac{\varepsilon}{\tau_{0}()(I)} \int d t v(t) \sin \vartheta,  \tag{6.3}\\
\forall & =\frac{k_{1}}{k_{0}} \xi-v t,
\end{array}\right\}
$$

Here the integration is performed over an interval of time containing one pulse. Actually, the fundamental contribution to the integral comes from a narrow region of $t$ near the maximum of $v(t) .{ }^{[20]}$ Hence, the phase $n$ in (6.3) is taken at the point of the extremum $\xi=\xi_{0}$. The motion in (6.2) can be written approximately in the form of the following canonical transformation (per step):

$$
\left.\begin{array}{l}
\bar{I}=I-\frac{\partial V(\bar{I}, \vartheta)}{\partial \theta},  \tag{6.4}\\
\bar{\vartheta}=\vartheta-\pi v / \omega(\bar{I})+\frac{\partial V(\bar{I}, \vartheta)}{\partial \bar{I}},
\end{array}\right\}
$$

Here the generating function $V$ is equal to

$$
V=-\frac{\varepsilon}{\tau_{0} \omega(\bar{l})} \int d t v(t) \cos \vartheta
$$

Since the perturbation $V \sim \epsilon$, we can replace $V(\bar{I}, \vartheta)$ by $\mathrm{V}(\mathrm{I}, \vartheta)$ in the equations (6.4) to an accuracy of terms $\sim \epsilon^{2}$.

The system of (6.4) is analogous to the basic model of (2.12). We can find the condition for stochasticity from (6.4) by using the expression (2.14):

$$
\begin{equation*}
K(\theta)=\left|\frac{d \bar{\vartheta}}{d \hat{\theta}}-1\right| \approx \pi v \frac{\omega^{\prime}}{\omega^{2}} \Delta I \nsim 4 . \tag{6.5}
\end{equation*}
$$

Under rather general conditions near the separatrix, we have the asymptotic expression

$$
\begin{equation*}
\omega \approx \pi ; \tau_{0} \ln \left(\frac{32 W_{0}}{\left|W-W_{0}\right|}\right) \tag{6.6}
\end{equation*}
$$

where W is the energy of the particle, and $\mathrm{W}_{0}$ is the energy at the separatrix. If we take account of the fact that $\Delta \mathrm{I} \sim \epsilon / \tau_{0} \omega$, under the condition $\nu \tau_{0} \lesssim 1$, we get from (6.5) the stochasticity boundary in the form ${ }^{[8,21]}$

$$
\left.\begin{array}{c}
\omega \leqslant \pi / \tau_{0} \ln \frac{16 \pi}{\varepsilon},  \tag{6.7}\\
\left|I_{0}-I\right| \leqslant \varepsilon I_{0}, \quad\left|W-W_{0}\right| \leqslant \varepsilon W_{0},
\end{array}\right\}
$$

Here $I_{0}$ is the value of the action of the particle at the separatrix. The stochasticity boundary is defined by (6.7) symmetrically with respect to the separatrix for captured and escaping particles. Thus we can state generally that a layer of finite width is formed about the separatrix in which the integrals of motion break down. We shall call it the stochastic layer (see Fig. 1). When $\nu \tau_{0} \gg 1$, the relative size of the stochastic layer is exponentially small, and is of the order of $:{ }^{[8,21]}$

$$
\begin{equation*}
\left|\dot{W}-W_{0}\right| \sim W_{0} e^{-v \tau_{0}} \tag{6.7a}
\end{equation*}
$$

The width of the stochastic layer according to the estimates of (6.7) and (6.7a) agrees in order of magnitude with the splitting of the separatrix as derived by Mel'nikov. ${ }^{[62]}$ We note that Mel'nikov's very thorough
studies nevertheless did not permit him to estimate the actual width of the unstable layer near the separatrix; the size of the splitting of the latter gives only a lower limit of this width. Moreover, serious risks existed that instability could cover practically the entire resonance region. The estimates of (6.7) and (6.7a) show, however, that these risks were trivial, and that the width of the stochastic layer is generally small.

The problem under discussion is also of interest from the standpoint of the general theory of non-linear resonance, since it can be interpreted as being a case of interaction of two resonances. In this interpretation, the frequency spacing between resonances equals $\nu$, while according to (2.8), the width of each of the resonances is equal, respectively, to $4 / \tau_{0}$ and $4 / \tau_{1}=\sqrt{\mathrm{e} \mathrm{E}_{1} \mathrm{k}_{1} / \mathrm{m}}$. The resonances overlap completely when $\epsilon \sim 1$ and $\gamma \tau_{0} \leqq 1$. Simultaneously, according to (6.7a), they break down completely.* This result confirms the criterion of stochasticity in (2.11), and makes it possible to extend it to the general case of interaction of resonances. We note that, when $\epsilon \ll 1$, the relative width of the stochastic layer is always small, so that the inner region of the resonances remains stable, regardless of the spacing between resonances. Hence, the criterion of stochasticity (2.11) implies overlap of resonances of the same order of magnitude. In the general case, stochastic instability can arise from intersection of narrow stochastic layers, but only under special initial conditions. The criterion for such a weak stochasticity has been studied $\mathrm{in}^{[64,65,8]}$.

### 6.2. Brownian Movement of a Particle in the Field of a Wave Packet

The study conducted above is a fundamental element that makes it possible to proceed to construct the general condition for appearance of stochastic instability. We can assume that, when a particle moves in complicated fields, the phase trajectories of the particle have the following topology in the phase plane: the entire plane is divided into a large number of cells associated with different separatrices and into a region between the separatrices. Each separatrix is associated with a stochastic layer that is delimited by the "good"' trajectories that have conserved integrals of motion. The individual separatrices can intersect, and then a broader region of stochastic motion is formed. Thus the criterion of stochastic instability is the condition of overlapping separatrices, or in other words, the condition of overlapping resonances of (2.11).

We shall illustrate the aforesaid with the example of motion of a particle in the field of the wave packet

$$
\begin{equation*}
\ddot{x}=\frac{e}{m} \sum_{k} E_{k} \cos \left(k x-\omega_{k} t\right) \tag{6.8}
\end{equation*}
$$

having a characteristic spacing $\Delta \mathrm{k}$ between the wave numbers of adjacent harmonics entering into the packet. Each plane wave gives rise in the phase plane to a separatrix encompassing the trajectories of particles captured by the wave. The dimensions of the separatrix also determine the width of the resonance between the

[^13]particle and the wave. In order to determine the width of the resonance, we shall rewrite Eq. (6.8) in the form
\[

\left.$$
\begin{array}{c}
\dot{v}=\sum_{k} V_{k} \cos \vartheta_{k},  \tag{6.9}\\
\dot{\vartheta}_{k}=\frac{e}{m} E_{k}, \\
\dot{\vartheta}_{k}=k v-\omega_{k} \equiv \omega_{h}(v), \quad \vartheta_{k}=k x-\omega_{k} t,
\end{array}
$$\right\}
\]

Hence we see that the velocity is analogous to the variable $I$ in the equations (6.2). Evidently the width of the separatrix is

$$
\begin{aligned}
\delta v_{h} \sim \sqrt{V_{k} / \frac{d \omega_{k}(v)}{d v}} & =\sqrt{V_{h} / k}=\frac{1}{\frac{1}{l \tau_{k}}}, \\
\frac{1}{\tau_{h}} & =\sqrt{k e E_{k} / m} .
\end{aligned}
$$

The spacing between adjacent resonances is

$$
\Omega_{k}=\omega_{k+\Delta k}(v)-\omega_{k}(v)=\Delta k\left(v-d \omega_{h} / d k\right),
$$

and the condition for appearance of stochastic instability acquires the form ${ }^{[21,52]}$

$$
\begin{equation*}
K=\left(\frac{k \delta \nu_{k}}{\Omega_{k}}\right)^{2}=\frac{1}{\tau_{k} \Omega_{k}} \gg 1 \tag{6.10}
\end{equation*}
$$

Let the criterion (6.10) be satisfied by all the waves in the packet having phase velocities from some $v_{\min }$ to $v_{\max }$. Then, evidently, the phases $\vartheta_{k}$ are stochastic in this velocity range, while the motion of the particle is analogous to Brownian movement, and its velocity increases with time on the average.

We note that stochasticity can vanish for very large $\mathrm{K} \gtrsim \mathrm{N}$ (where N is the number of waves). ${ }^{[8]}$ This is easy to understand in the limiting case where $K \gg N$, in which all the waves form for the particle a single potential well with slowly varying parameters. In this regard, we should supplement the criterion ( 6.10 ) with the inequality

$$
\begin{equation*}
\frac{1}{\tau_{k} \Omega_{k}} \ll N \tag{6.10a}
\end{equation*}
$$

which was previously derived $\mathrm{in}^{[53]}$ from somewhat different considerations.

The inequalities (6.10) and (6.10a) are the conditions for applicability of the so-called quasilinear approximation in non-linear plasma theory. ${ }^{[53]}$

### 6.3. Discussion of the Properties of the Basic Model

The examples given in this chapter allow us to advance the following notions:

1) Breakdown of the separatrix is described by the equations (6.4), which are equivalent to the basic model of (2.12).
2) Overlap of separatrices (resonances) in (2.10) is the condition for appearance of stochastic instability of motion of a dynamic system.
3) Whenever the motion of the system can be reduced to the form (2.12), one can estimate the phase correlation function: ${ }^{[54]}$

$$
\begin{equation*}
R_{n} \cdots h(t)=-\frac{1}{2 \pi} \int_{i}^{2 \pi} d \Psi_{m} e^{-i \psi \eta_{m}} e^{i \psi_{m+n}} \sim e^{-n \ln K}=e^{-i \Omega \ln K} \tag{6.11}
\end{equation*}
$$

and determine the mixing time

$$
\begin{equation*}
\tau_{n} \sim(\Omega \ln K)^{-1}, \tag{6.12}
\end{equation*}
$$

and hence also the K-entropy (see Chap. 3). This information quite suffices, not only for transforming to a statistical description of the system using the kinetic
equation (Chap. 7), but also for analyzing some fine details of this transformation.
4) We shall define the region of applicability of the basic model. Let the perturbation of the system be such that the change in the state of the system within the time intervals $\mathrm{T}_{1}, \mathrm{~T}_{2}, \ldots$, is adiabatic ( $\mathrm{I}=$ const.), while a considerable (not exponentially small) change in the action I occurs at the boundaries of the intervals $\mathrm{T}_{\mathrm{i}}$. Let us denote by $\Delta t_{i}$ the time region within which I varies considerably. Then, under the condition

$$
\begin{equation*}
\Delta t \ll T \tag{6.13}
\end{equation*}
$$

we can transform from the differential equations to finite-difference equations like (2.12), i.e., to the basic model. This is achieved as follows: ${ }^{[4]}$ the solution is written in the WKB approximation within the intervals $\mathrm{T}_{\mathrm{i}}$, and the solutions in adjacent intervals $\mathrm{T}_{\mathrm{i}}$ are linked by taking account of the change in the action $\Delta I$ and the phase $\Delta \vartheta$. If the condition (6.13) is not satisfied, then one cannot calculate the mixing time and the K-entropy in general form. Nevertheless, the condition of overlapping resonances always permits an estimate, however crude, and the existence of mixing can be established.
5) When there is no overlap of resonances ( $s \ll 1$ ), the stochastic region degenerates into a system of exponentially narrow (see (6.7a)) stochastic layers. In the one-dimensional case of (2.1), these layers do not intersect in the phase plane, and the motion becomes stable for any $t \rightarrow \infty$. This result has been proved rigorously in the Kolmogorov-Arnol'd-Mozer theory for sufficiently small, but finite s. Numerical experiments (Chap. 4) show that the boundary of such a permanent stability lies near the stochasticity boundary at $s \sim 1$.

In the multidimensional case, the stochastic layers of different resonances always intersect, however small s is. This can lead to diffusional motion of the system along these layers within a rather large volume of phase space. The first example of this stability was devised by Arnol'd. ${ }^{[35]}$ This instability, which has become called Arnol'd diffusion, may prove to be essential for various physical applications. ${ }^{85}$

## 7. THE RANDOM-PHASE APPROXIMATION AND THE FUNDAMENTAL KINETIC EQUATION (MASTER EQUATION)

### 7.1. Analysis of Loss of Memory of the Initial Conditions

The results given above permit a new approach to derivation of the fundamental kinetic equation in statistical mechanics. The central point in deriving such equations is the hypothesis that the phases are random at the initial instant of time (see, e.g. ${ }^{[27]}$ ). This circumstance is usually called the random-phase approximation (RPA), and its formal content appears as follows for the special case discussed below. Let $f(I, \vartheta, t)$ be the distribution function of the set of actions ( $\mathrm{I}_{1}, \mathrm{I}_{2}, \ldots$ ) and phases $\left(v_{1}, v_{2}, \ldots\right)$. Then the RPA consists in the idea that $f$ does not depend on the phases at $t=0$, i.e.,

$$
\begin{equation*}
f(I, \vartheta, 0)=f(I) \tag{7.1}
\end{equation*}
$$

Further, the examples treated above show that one can establish directly from the equations of motion the
criterion for stochastic phases, and as we shall see below, one can find a criterion under which the condition (7.1) holds to a required accuracy. A feature of this approach is a more thorough analysis of the motion of the system than has been performed thus far.

We shall illustrate with a simple example how an analysis of the stochastic properties of a system permits one to derive the kinetic equation under arbitrary initial conditions ${ }^{[69]}$ (see als $0^{[84,20]}$ ).

We shall treat again a non-linear oscillator perturbed by periodic $\delta$-function pulses:

$$
\left.\begin{array}{l}
\dot{I}=\varepsilon I \sum_{k=-\infty}^{\infty} \delta(t-k T) \sin \vartheta \equiv \varepsilon V(I, \vartheta, t),  \tag{7.2}\\
\dot{\theta}=\omega(I)
\end{array}\right\}
$$

Here $\epsilon$ is a small parameter, and we shall write the continuity equation in phase space

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\sigma \frac{\partial f}{\partial \vartheta}+\varepsilon \frac{\partial}{\partial J}(V f)=0 \tag{7.3}
\end{equation*}
$$

Let us expand $f$ and $V$ in Fourier series:

$$
\left.\begin{array}{l}
f(I, \vartheta, t)=\sum_{n=-\infty}^{\infty} f_{n}(I, t) e^{i n \vartheta},  \tag{7.4}\\
V(I, \vartheta, t)=\sum_{n, k=-\infty}^{\infty} V_{n, k}(I) e^{i(n \vartheta+\hbar \Omega i)} \quad(\Omega=2 \pi / T)
\end{array}\right\}
$$

(the case being treated has only terms with $\mathrm{n}=+1$ ). Upon substituting (7.4) into (7.3), we get the equation for the $f_{n}$ :

$$
\begin{equation*}
\frac{\partial f_{n}}{\partial t}+i n \omega f_{n}=-\varepsilon \frac{\partial}{\partial I} \sum_{n^{\prime}, k} V_{n^{\prime}, k} f_{n \cdots n^{\prime}} \tag{7.5}
\end{equation*}
$$

We note that the passage in Eq. (7.5) to the interaction representation is performed by the transformation

$$
f_{n} \rightarrow f_{n} \exp \left\{- \text { in } \int_{0}^{t} \omega d t\right\}
$$

This is because the frequency depends on the time owing to the non-linearity, according to the equations of motion (7.2). This leads to added difficulties in deriving the kinetic equation. However, henceforth we shall use the inequality

$$
\left.\begin{array}{c}
|\Delta \vartheta-\omega t| \ll \omega t,  \tag{7.6}\\
\Delta \vartheta=\vartheta(t)-\vartheta(0)=\int_{0}^{t} d t \omega .
\end{array}\right\}
$$

The condition (7.6) is actually equivalent to the VKB approximation.

Now it is convenient to go over to the Laplace representation for the $f_{n}$ :

$$
g_{n}(p)=\int_{0}^{\infty} e^{-\mu t} f_{n}(I, t) d t
$$

and convert Eq. (7.5) to the following form, with account taken of the inequality (7.6):

$$
g_{n}(p)=\frac{f_{n}(0)}{p}-\frac{\varepsilon}{p} \frac{\partial}{\partial I} \sum_{m, k}\left[V_{m k} g_{n-m}(p+i(n-m) \omega-i k \Omega)\right] \text {, (7.7) }
$$

Here we have denoted in abbreviated form:

$$
g_{n}(I, p) \equiv g_{n}(p), \quad f_{n}(I, 0) \equiv f_{n}(0)
$$

From now on, we shall be interested in the asymptotic behavior as $t \rightarrow \infty$, which is equivalent to $p \rightarrow 0$. Taking this into account, we shall carry out the iteration of Eq.
(7.7), and keep only the main (resonance) terms. This gives for $\mathrm{g}_{0}$ :

$$
\begin{gathered}
g_{0}(p)=\frac{1}{p} f_{0}(p)-\frac{\varepsilon}{p} \frac{\partial}{\partial I} \sum_{n, k>0}\left[\frac{V_{n, k} f_{n}(0)}{p+i(n \omega-k S)}+\frac{V_{-n,-k} f_{-n}(0)}{p-i(n \omega-k S)}\right] \\
\quad+2 \frac{\varepsilon^{2}}{p} \frac{\partial}{\partial I} \sum_{n, k>0} \frac{\left|V_{n, k}\right|}{p^{2}+(n \omega-k S)^{2}} \frac{\partial}{\partial I}\left|V_{n, k}\right| f_{0}(0) \div O\left(\varepsilon^{3}\right),
\end{gathered}
$$

or, if we return to the t -representation as $\mathrm{p} \rightarrow 0$ :

$$
\begin{align*}
\frac{\partial f_{0}}{\partial t}=-\varepsilon \frac{\partial}{\partial I} & \sum_{n, k>0}\left[V_{n, k} f_{n}(0) e^{i(n \Delta \theta-\mu \Omega l)}+-V_{-n,-k} f_{-n}(0) e^{-i(n \Delta \theta-k \Omega t)}\right] \\
& +2 \pi \varepsilon^{2} \frac{\partial}{\partial I} \sum_{n, k>0}\left|V_{n, k}\right| \delta(n \omega-h \Omega) \frac{\partial}{\partial I}\left|V_{n, k}\right| f_{0}+O\left(\varepsilon^{3}\right) . \tag{7.8}
\end{align*}
$$

We see from (7.8) that the terms of the order of $\epsilon$ (and also all the rest of the terms that are odd in $\epsilon$ ) contain oscillating coefficients that enter simultaneously with the initial conditions $\mathrm{f}_{\mathrm{n}}(0)$ (with $\mathrm{n} \neq 0$, since V depends on $\vartheta$ ). Hence, in the linear case in which $\omega=$ const and $\Delta \vartheta=\omega t$, it follows directly that the difference ( $\mathrm{n} \omega-\mathrm{k} \Omega$ ) can be as small as is desired (resonance), and one cannot eliminate the oscillating terms in (7.8) by any suitable procedure of averaging over a given finite interval of time. This constitutes the fundamental difficulty in deriving the fundamental kinetic equation to be solved by using the RPA. In fact, the condition (7.1) for $f_{n}$ takes on the form $f_{n}(0)=f_{0}(0) \delta_{n, 0}$.

The situation becomes quite different in the nonlinear case in which $\omega=\omega(\mathrm{I})$. In order to understand this, let us introduce a discrete time scale with the interval T for large $t \approx N T(N \gg 1)$, and express $\vartheta(t)={ }^{\prime} N$ in terms of the initial phase $\vartheta(0)=\vartheta_{0}$. We can do this by starting with Eqs. (7.2). To do this, we must integrate a system analogous to (2.12):

$$
\left.\begin{array}{c}
\vartheta_{m+1} \approx \vartheta_{m}+\omega T+K_{m} \sin \vartheta_{m}, \\
I_{m+1}=I_{m}+\varepsilon I_{m} \sin \vartheta_{m},  \tag{7.9}\\
K_{m}=\varepsilon \frac{I_{m}}{\Omega 2} \frac{d \omega\left(I_{m}\right)}{d I_{m}} .
\end{array}\right\}
$$

We note that the transformation (7.9) is obtained approximately from the basic model of (2.12) by taking account in the latter of the smallness of the variation $|\overline{\mathrm{I}}-\mathrm{I}| \ll \mathrm{I}$. A transformation in the form of (7.9) proves to be convenient in estimating the correlation function

$$
R(t) \equiv R_{N}=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \vartheta_{0} e^{i\left(\theta_{N}-\vartheta_{0}\right)}
$$

One can show ${ }^{[54]}$ that when $K \gg 1$,

$$
\begin{equation*}
R(t) \sim e^{-\Omega+\ln K+i \omega t} . \tag{7.10}
\end{equation*}
$$

If now we introduce the distribution function

$$
F=\frac{1}{2 \pi} \int_{0}^{2 \pi} f_{0} d \vartheta_{0}
$$

then for $K \gg 1,(7.8)$ directly gives the kinetic equation for $F$ :

$$
\begin{equation*}
\frac{\partial F}{\partial t}=2 \pi \varepsilon^{2} \frac{\partial}{\partial!} \sum_{n, k>0}\left|V_{n, k}\right| \delta(n \omega-k \Omega) \frac{\partial}{\partial!}\left|V_{n, k}\right| F \tag{7.11}
\end{equation*}
$$

It is useful to note the following two facts: 1) when $K \ll 1$, averaging over $\vartheta_{0}$ has no effect, since then $R(t)$ $\left.\sim \mathrm{e}^{\mathrm{i} \omega \mathrm{t}}[1+\mathrm{O}(\mathrm{K})] ; 2\right)$ since the motion is ergodic when $K \gg 1$, averaging over $\vartheta_{0}$ is equivalent to ave raging over a time much greater than T. The latter implies that we can average Eq. (7.8) over $\vartheta_{0}$ if the diffusion time
in (7.1) is much greater than T (Sec. 3.5). In other words, the kinetic equation (7.11) is valid for times $t \gg T$. In this way, it differs from the kinetic equation derived by the RPA method, which is valid for $t \gg t_{i n}$, where the interaction time $t_{\text {in }}$ in this case is the duration of an impulse ( $\mathrm{t}_{\mathrm{in}} \ll \mathrm{T}$ ). Thus, the additional assumption that the phases are random at the initial instant of time makes it possible to extend the region of applicability of the kinetic equation with respect to time.

### 7.2. Time Scales

As we have noted, the principal feature of the existing methods of deriving the fundamental kinetic equation is the use of the RPA in some form or another (see the review ${ }^{[70]}$ ). Without discussing the problem of the expedience of the random-phase hypothesis in constructing the fundamental kinetic equation, we note only that in the ordinary theories it is not only convenient, but perhaps even necessary. The latter involves the fact that the analysis to be conducted of the dynamic equations of motion of the system is essentially linear, and it does not permit one to take account of the instability that leads to mixing. Formally, this involves the fact that the frequencies are considered constant in solving the equations of motion. Hence, we can call this approach the quasilinear model of statistical laws.

Modern ergodic theory permits us not only to fill this gap, but also to perform a more detailed analysis of those distribution functions for which we can derive the fundamental kinetic equation. Since mixing in ergodic theory essentially involves non-linearity of the system, it is natural to speak in this case of the non-linear model of statistical laws.

We have already seen in Sec. 7.1 that a kinetic equation of the Markov type is derived for the "coarse" distribution function $F(I, t)$, which is obtained from $f(I$, $f(\mathrm{I}, \vartheta, \mathrm{t})$ by averaging over the phase $\vartheta$ in the interval from 0 to $2 \pi$. Here we distinguish the process of dynamic mixing from statistical relaxation (Sec. 3.5). However, the mixing process actually involves not only the phase $\vartheta$, but also I to a lesser degree. Hence, in the general case, the kinetic equation is valid for a distribution function that has also been averaged over a finite interval $\Delta_{\mathrm{I}}$. The equation of motion (7.9) implies that when $\vartheta$ is extended by $\sim 2 \pi$, the action I varies by

$$
\begin{equation*}
\Delta_{i}^{0} \sim 2 \pi \varepsilon I / K . \tag{7.12}
\end{equation*}
$$

Evidently this quantity determines the cell for averaging the distribution function. Here, according to (7.10), mixing occurs after a time

$$
\begin{equation*}
\tau_{n} \sim T / \ln K, \tag{7.13}
\end{equation*}
$$

i.e., practically after one step. If we decrease the dimensions $\Delta_{I}$ of the cell in comparison with (7.12), then mixing shows an additional retardation (see Sec. 3.5) of the time (number of steps)

$$
\begin{equation*}
n_{9} \approx\left(\ln \frac{2 \pi f f}{K \Lambda_{I}}\right) / \ln K . \tag{7.14}
\end{equation*}
$$

The maximum permissible retardation is determined by the condition that the kinetic equation should be applicable:

$$
\begin{equation*}
n_{0} T \leqslant \tau_{D} \sim T / \varepsilon^{2} \tag{7.15}
\end{equation*}
$$

This directly gives the minimum dimensions of the averaging cell

$$
\begin{equation*}
\min \Delta_{I} \sim \frac{2 \pi \varepsilon I}{K} \exp \left(-\frac{\ln K}{\varepsilon^{2}}\right) \tag{7.16}
\end{equation*}
$$

Now we shall note the characteristic time scales that are used in deriving the kinetic equation, and arrange them in order of increasing times.

1) $t_{\text {in }}$ is the interaction time, which in this example is the duration of the impulse, and is the smallest time.
2) $\tau_{n}=T / \ln \mathrm{K}$ is the mixing time, or the time for uncoupling of phase correlations for the maximum averaging cell of (7.12).
3) $\tau_{\Delta}=n_{0} T+T / \ln K$ is the mixing time for the cells $\Delta_{\mathrm{I}}=2 \pi \epsilon \mathrm{I} / \mathrm{K}^{\mathrm{n}_{0}}$ with account taken of retardation. When $\mathrm{n}_{0}=0$, we have $\tau_{\Delta}=\tau_{\mathrm{n}}$. However, if $\mathrm{n}_{0}$ is defined by (7.14), then $\tau_{\Delta}=\tau_{D}$. In general, $\tau_{\mathrm{n}} \lesssim \tau_{\Delta} \lesssim \tau_{\mathrm{D}}$.
4) $\tau^{T}=T / \epsilon^{2}$ is the diffusion time.

We have discussed above only some very simple problems in which stochastic instability plays a role. We shall also mention the destruction of magnetic surfaces in the stellarator under the action of various perturbations; ${ }^{[64,67,20,68]}$ interaction of non-linear waves and the Fermi-Pasta-Ulam problem; ${ }^{[71-77,81-83]}$ weak turbulence ${ }^{[69]}$ etc. We hope that this brief review will attract attention to the discussed problem and will foster its further development.
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[^0]:    *We note that not every virtual resonance can become real, since the condition (2.4) is not generally satisfied by all m,n.

[^1]:    *This term remains even for a linear oscillator.
    $\dagger$ Schoch [ ${ }^{66}$ ] and Mel'nikov [ ${ }^{62}$ ] have made detailed studies of resonance with weak non-linearity; Ford and Lunsford [ ${ }^{85}$ ] have recently discovered a qualitatively new phenomenon: the persistence of a considerable region of stochasticity with an arbitrarily weak non-linearity.

[^2]:    *We note that several adjacent resonances then simultaneously become real.

[^3]:    *The meaning of this term is explained below (Sec. 6.3), after we have seen which properties of stochasticity are described by this model, and which are not; the basic model was introduced in [ ${ }^{10}$ ].

[^4]:    *This is implied even by the fact that a non-singular density does not obey the inverse Poincare theorem, which is valid for any Hamiltonian system (see Sec. 3.4).
    $\dagger$ Sometimes one uses also the normalized correlation coefficient: $(\mathrm{g}$, $\mathrm{f})=[\langle\mathrm{g}, \mathrm{f}\rangle-\langle\mathrm{g}\rangle\langle\mathrm{f}\rangle] /\left[\left(\left\langle\mathrm{g}^{2}\right\rangle-\langle\mathrm{g}\rangle^{2}\right)\left(\left\langle\mathrm{f}^{2}\right\rangle-\langle\mathrm{f}\rangle^{2}\right)\right]^{1 / 2}$. Here and below: $\langle\mathrm{f}\rangle=$ $\mathrm{ffd} \Gamma$; sometimes one uses another notation: $\langle\mathrm{f}, 1\rangle(3.3)$.

[^5]:    *Since the total phase volume is invariant, the imposed measure is determined in this case by the volume of the layer between two nearby energy surfaces having $\Delta W=$ const $\rightarrow 0$, or $\Gamma(S) \infty S / \operatorname{grad} W(x)$, where $S$ is the area of the energy surface.

[^6]:    ${ }^{*}$ I.e., the common part of the regions $\hat{\mathbf{T}} \mathrm{A}_{\mathbf{i}}$ and $\mathrm{A}_{\mathbf{k}}$.

[^7]:    *We note that this theorem is sometimes formulated imprecisely (see, e.g. $\left[{ }^{51}\right]$ ).

[^8]:    *See below with regard to its relation to thermodynamic entropy.
    *One says that this transformation acts in tangential space.

[^9]:    *In particular, the latter effect can be observed in the example [ ${ }^{86}$ ] of a special non-linear transformation constructed by McMillan.
    *We shall henceforth say simply K-entropy, always assuming that $\mathrm{h}>0$.

[^10]:    *Postnikov [ ${ }^{37}$ ] had come to an analogous conclusion earlier.

[^11]:    *Stochastic instability has recently been studied in a large series of experiments with an electron beam in an accumulator. [ ${ }^{84}$ ]
    $\dagger$ We recall that the stochasticity boundary lies at $\mathrm{k} \sim 4$ ( Sec .3 .5 ).

[^12]:    *More realistic estimates are given in $\left[{ }^{8}\right]$.

[^13]:    *This conclusion was recently confirmed in [ ${ }^{87}$ ] by a numerical experiment.
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